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ABC Methods

Framework and Objective marin et a 2012

Parameter: 6 € RP generated from the prior 7(0).

Observations: y € R™ generated from the likelihood f(y|6).

Goal: given a fixed observation yg, estimate the posterior

w(6ln) = 2o 50

Classical Tool: MCMC methods (e.g. Metropolis algorithm),
but sometimes computationally intractable...

o f(yo|0)m(0).

= Another Strategy: Approximate Bayesian Computation (ABC), a
family of likelihood-free computational techniques.



ABC Methods

The Orlglnal ABC Algorlthm [Rubin (1984), Tavaré et al. (1997)]

Require: An integer N
fori=1to N do
Generate 6; from the prior 7(6)
Generate y; from the likelihood 7(.|6;)
end for
return The values o such that Yi = o.

e Conclusion: the §*'s are i.i.d. with law (6]Y = yo).

e Drawback: unrealistic unless the support of Y is countable.
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EXtenSIOn Of A B C [Pritchard et al. (1999)]

Require: An integer N, a tolerance level ¢, a distance d on R™
fori=1to N do

Generate 6; from the prior 7(6)

Generate y; from the likelihood 7(.|6;)
end for

return The couples (07, y;) such that d(y;, yo) < e.

e Practical Issue: use a low-dimensional summary statistic s(y)
and a distance p(s(y), s(yo)) instead of d(y, yo).
¢ Question: how to tune €7?
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ABC in Practice

Require: Integers N and k, a distance d on R
for i=1to N do
Generate 6; from the prior 7(6)
Generate y; from the likelihood £(.|6;)
end for
return The k pairs (67, y/) such that y belongs to the k
nearest neighbors of yg, i.e. such that

d(yj*7y0) < d(Y(k+1)> Y0) = k1.

Remark: in practice, k = kpy is most commonly expressed as a
percentile of N, e.g. N = 10° and ky/N = 0.1%.
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Why Does It Work?

Proposition (Conditional Distribution)

Given diy1, the (@J*, Yj*)lgjgk are i.i.d. according to

£(0,Y)1B(y0,des1) _ £(0,)1B(yo,ds:1)
Chr1 fB(Yo,dkH) F(y)dy

that is, the law L((©, Y)|d(Y,y) < dk+1)-

Corollary (Strong Law of Large Numbers)

Assume that ky — +oo, ky/N — 0, and kpy/ loglog N — +oc.
Then, for any bounded function ¢, one has

kn
> 0(0)) 25 Elp(©O) Y = i)
J:

1
kn
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Kernel Density Estimate

e Density Estimator:

fin(bolyo) = " hp Z ( >

e This is a hybrid between a k-nearest neighbor and a kernel
density estimation procedure.

e Remark: an additional degree of smoothing Blum (2010)]
N i— 0,0
SR L(M5) K (Ote)
N i— '
hﬁ/ il (yé,\,m)

7n(folyo) =

= Questions: Consistency? Rates of convergence?
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Pointwise Mean Square Error Consistency

Theorem
Assume that the joint probability density f is such that

/ / f(0,y)log™ f(0,y)dody < co.
RP JR™

If ky — oo, ky/N — 0, hy — 0 and th’K, — 00, then

Ap®@Am a.e.
e

E [(#n(60ly0) — 7(6o]30))” 0.

Remark: the assumption on f is not very restrictive...
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Bias-Variance Decomposition

Conditioning on dyy1 = d, 41 Yields

E | (Fn(6ol0) — w(0oly0))*| = E [B(dks1)?] +E [V(dhs)]

where
B(dks1) = E[fn(6olyo) | dis1] — 7(olyo).

and

V(dkt1) = E [(ﬁN(Qob@) — E[#n(bo|yo) | dicr1])” | dk+1] :
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The Bias Term

Recall: We have to prove that E[B(dk;1)?] — 0, with
B(dk+1) = E[fn(olyo)|dis1] — 7(bolyo),

where 7(6o|y0) = (0o, ¥0)/f(y0), and

~1
R 1
E[7n(6o]yo) ’ diy1] = (V gm /B( p )f(y)dy>
m~k41 Yo,dk+1

“ %/ / Kn(0 — 00)F (6, y)d0dy
Vin di 1 Jre JB(yo,disa)

= Tools: Extensions of Lebesgue's differentiation theorem, and of
Jessen-Marcinkiewicz-Zygmund theorem.
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The Variance Term

Recall that
E[V(dit1)] = E {E [(ﬁN(Go!yo) — E[#n(bolyo) | dis1])” | dk+1” :

Thus, assuming that ||K||oo = sup K(0) < oo, we are led to

C (0o, y0)|| K |0

E[V(d <

and everything is OK, provided that

knyh?, —— 0.
N N—oo
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Rates of Convergence

Theorem (MISE in the case m > 4)

Assume that Y has a bounded support. Then, under some
regularity assumptions on f(60,y) and f(y), we have

E[ | tantol) — w(6olyo) deo} ) W

+ao) () B () " oo o ((kﬁ) i hk)

pt4 —1 .
= For ky o< Nmtr+4 and hy o< Nm+p+4 | this leads to

| [ [n(Gobo) — ool dfo| < Dlvo) W7
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