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Context
Statistical framework

From a training sample
Dy = {(Xs, Vi) i
of i.i.d. replications of a r.v.
(X,Y)eRYx Y with Y = R or Y = {+£1}

learn the relationship between Y and X.

Estimation of a transform ® of the regression function

x— @ (E[Y|X = x])
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Highlights

e High-dimensional setting: d > n.
e Sparsity-based perspective, carrying no assumptions on the design.

e Modus operandi: PAC-Bayesian theory.
Main references: Shawe-Taylor and Williamson (1997), McAllester
(1999), Catoni (2004, 2007), Audibert (2004, 2010), Alquier (2006,
2008), Dalalyan and Tsybakov (2008, 2012)...

¢ Implementation: MCMC algorithm favoring local moves of the
Markov chain.
Main references: Carlin and Chib (1995), Leung and Barron
(2006), Hans et al. (2007), Petralias (2010), Petralias and
Dellaportas (2012)...
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Aggregation approach

From a known dictionary D = {¢1, ¢2, ..., Pnr}, aggregated estimators
are of the form fy =60 = ZkM:1 0,01, where:

6 €{e1,...,en} (selectors),
0 e AM={NeRY: S X\ =1} (convex aggregation),
6 € RM (linear aggregation),
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Aggregation approach

From a known dictionary D = {¢1, ¢2, ..., Pnr}, aggregated estimators
are of the form fy =60 = ZkM:1 0,01, where:

o 0c{ey,...,en} (selectors),
o e AM ={xeRY: S0 A\ =1} (convex aggregation),
e § € RM (linear aggregation),

d mj
Fo= " 0uer, 0€0=RE-™ [folo<Cy,
j=1k=1
where m = (my,...,mq) € {0,..., M}% is a model.

For some loss function ¢, risk and empirical risk of an estimator fy

R(fa) = BUY, (X)), Ralfo) = + D Vi fo(X0))
=1
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PAC-Bayesian approach

PAC-Bayesian estimators

e Set a prior probability measure © on ©, promoting sparsity.

e Constrained optimization problem:

argmin { [ Baltlotae) + 2x2(s 7r>} |

p

with the Kullback-Leibler divergence

x6(p.m) = [ 1og [jﬁ(o)} p(d6).
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PAC-Bayesian approach

PAC-Bayesian estimators

e Set a prior probability measure © on ©, promoting sparsity.

e Constrained optimization problem:

argmin { [ Baltlotae) + 2x2(s 7r>} |

p

with the Kullback-Leibler divergence

x6(p.m) = [ 1og [jﬁ(o)} p(d6).

e Unique solution: Gibbs posterior distribution

px(d0) o exp[—=ARy (fo)]m(d).
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PAC-Bayesian approach sion Logistic regression Binary ranking

PAC-Bayesian estimators

e Two estimators in this talk:

0~ px (Randomized estimator),

0= / 0px(df) =E;,0 (Posterior mean).
e

o PAC-Bayesian theory is a great tool to produce estimators with
nearly minimax optimal properties.

e PAC-Bayesian bounds depend on the KL divergence and hold for any
prior .
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PAC-Bayesian approach

PAC-Bayesian estimators

e Two estimators in this talk:

0~ px (Randomized estimator),

0= / 0px(df) =E;,0 (Posterior mean).
e
o PAC-Bayesian theory is a great tool to produce estimators with
nearly minimax optimal properties.

e PAC-Bayesian bounds depend on the KL divergence and hold for any
prior .

Take-home message

PAC-Bayesian theory adapts nicely to high-dimensional problems when
coupled with a sparsity-inducing prior.
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PAC-Bayesian approach

Sparsity-inducing prior

d\! R
053 () Ui 0
where 5 € (0,1) and
d mj
Bm =140, Y > |0l<C

j=1k=1

This prior distribution gives larger mass to sparse parameters.

Obtain oracle inequalities on the excess risk of the PAC-Bayesian
estimators f; and fg: For any € € (0,1),

P |RU) - B < Ko g {R(fo) — B+ Anaaec®)}] 21
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PAC-Bayesian approach Regression

Regression |

e Y=TR, model Y =¢*(X) + W.
e Assumption: [1*|s < C.

Theorem (G. and Alquier, 2013)

For any e € (0,1), any 0 < X\ < n/(402 + 4C?), with probability at least
l=g,

<K, x inf inf {R(fe) - R(y™)

m 0cBny,

+|/m

log(d/|mlo) log d . log( 2/e>
0L z

where Ky — land Ky —mMm
A—0 A—=n/(4024+C?)
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PAC-Bayesian approach Regression

Regression |l

e Let ¢1, o, ... refer to the trigonometric basis and assume that

Y* =3 cs ¥, where

w; c W(’l”j,gj)

{feL2 Zemk and 212”02<€}

Theorem (G. and Alquier, 2013)
For any real e € (0,1), any 0 < A < n/(40? + 4C?), with probability at

least 1 — ¢,
R(fg) — R(¥*) }<
R(fg) — R(y*) |
K x ES: i < L )>+ N IS*\logT(Ld/|S*\) . log(j/g)
JES* J
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PAC-Bayesian approach n Logistic regression

Logistic regression |

Y = {£1}, model

P(Y = 1|X = x)
1-P(Y = 1[X = x)

log =y(x), xeR%L

Logistic loss function:
C: (Y, fo(X)) = log [1 + exp(=Y fo(X))].

Simplified framework where m = (my,...,mg) € {0, M}

Theorem (G., 2013)
For any € € (0,1),

K&(p.m) | log(2/e) H S>1-e

n

P [R(fg) <K, inf { [ B0 +
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PAC-Bayesian approach g n Logistic regression Binary ranking

Logistic regression |l

Theorem (G., 2013)
For any € € (0, 1), with probability at least 1 — ¢,

<3, {2 e (2
log(2/€)
-

)

+log (Irfl ) +1lo g(l/ﬂ)]

where Ky, —— 1.
A—0
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PAC-Bayesian approach n Logis on Binary ranking

Binary ranking |

Y = {£1}, model n: x = P{Y = 1|X = x}.
Ranking consists in ordering R? such that the order of labels is
preserved.

Goal: construct a so-called scoring function s : R? — R, such that
for any pair (x,x’) € R? x R?, s(x) < s(x') & n(x) < n(x).
Ranking risk:

R(s) & P{(s(X) - s(X))) - (V' —Y) < 0},

and empirical counterpart

Ro(s) ™ — LS 1% - ¥)(s(X:) — (X;) < 0}
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PAC-Bayesian approach Binary ranking

Binary ranking Il

e Set of scoring functions:
d M
aM
S8 =< 8p: X+ ZZ jk¢k Ij feR
Jj=1k=1

Simplified framework where m = (my,...,mg) € {0, M}

o (Empirical) Excess risk s :

e PAC-Bayesian estimator 5§ = s; where 6 ~ P
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PAC-Bayesian approach gression Logistic regression Binary ranking

Binary ranking Il

Condition (C)

For any A > 0, and any scoring function s,

Eexp [ (E,(s) — &(5))] < exp(th),

where 1) may depend on n and \.

Theorem
Under C, for any e € (0,1),

P[S(g) o {8(5)—1— 2¢+210g(2/i\)+25<ﬁ(p,7r) H S

p

where s ~ p.
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PAC-Bayesian approach Regression Logistic regression Binary ranking

Binary ranking IV

Corollary

For any distribution of (X,Y’), C holds for 1) = \? /4n.
With X\ = \/n, for any € € (0,1),

{8(3) . 1/2+210g(2</€%+ 29<L(p,7r)H 1.

P [e(g) < inf

Corollary

Using the sparsity-inducing prior , with

A = ¢y/n|mlg log(d),

for any € € (0,1), with probability at least 1 — ¢,

L Vlog(2/¢) + [m]o (log(1/8) + log(d))
Y :

&(8) <inf inf {8(89)

m 0By,
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PAC-Bayesian approach gression Logistic regression Binary ranking

Binary ranking V

Condition (MA(«))

The distribution of (X,Y") satisfies a margin condition MA(«) of
parameter « € (0, 1) if there exists C' < oo such that for any scoring
function s,

P [(s(X) — s(X))(n(X) = n(X")) < 0] < C(R(s) — R*)T¥s.

Lemma

Let s be a scoring function, and

T = Iy (sx)—s(x) (Y —Y")<0} = L{(nX)—n(X") (¥ —y")<0}-

Under the condition MA («),

Var(T) < €(R(s) — R*)T+a.
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PAC-Bayesian approach g n Logistic regression Binary ranking

Binary ranking VI

Corollary

Under MA (o), condition C holds for 1/) 5 Var(T (%‘) with

p:t—et —t—1. W/th)\ Cy Ipaa, foranyae (0,1), with
probability at least 1 — ¢ :

(5) < inf {25(5) + Cin~FER [log(2/e) + KL (p, W)]}

where C depends on « and C.
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PAC-Bayesian approach n Logistic regression Binary ranking

Binary ranking VII

Proposition

With the sparsity-inducing prior w, with A = C; log(d)i’%ané%, for any
e € (0,1), with probability at least 1 — ¢ :

(3) <inf inf {28(39) + CQn*%K%},
m 0eBny(t)

where Cy and C5 depend on € and «, and

K =log(2/e) + [mlo [log(1/B) +log(d)] .
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A challenging problem

e Goal: Sample a chain with stationary distribution py.

e The sample space is very high-dimensional, and its structure is non
standard.

o Existing PAC-Bayesian implementations:
e RIMCMC for the Single-Index model (Alquier and Biau, 2013).
e Langevin Monte-Carlo for fixed design regression (Dalalyan and
Tsybakov, 2012).
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A subspace Carlin & Chib-like approach

e Metropolized version of the Carlin & Chib algorithm (originally
introduced by Petralias and Dellaportas (2012) for Bayesian model
selection).

e Key idea: Introduce pseudopriors and define a neighborhood
relationship on the models space.

1 east-squares fit, maximum likelihood estimator, ...
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A subspace Carlin & Chib-like approach

e Metropolized version of the Carlin & Chib algorithm (originally
introduced by Petralias and Dellaportas (2012) for Bayesian model
selection).

e Key idea: Introduce pseudopriors and define a neighborhood
relationship on the models space.

e For any model m, define its neighborhood V = {V* V~}.

e VT: All models with the regressors from m plus one.
e V7: All models with the regressors from m but one.

e For any model m, pseudoprior defined as Gaussian with mean equal
to some default estimator! in model m and covariance matrix
¥ = 027, 02 being a parameter.

1 east-squares fit, maximum likelihood estimator, ...
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MCMC

Algorithm (R package pacbpred)

At iterationt =1,...,T:
@ Pick a move: Add, delete a covariate, or stay in the current model.
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MCMC

Algorithm (R package pacbpred)

At iterationt =1,...,T:
@ Pick a move: Add, delete a covariate, or stay in the current model.

® For each of the neighbors models, draw a candidate estimator from
the Gaussian pseudoprior (whose density is denoted by ).
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Algorithm (R package pacbpred)

At iterationt =1,...,T:
@ Pick a move: Add, delete a covariate, or stay in the current model.

® For each of the neighbors models, draw a candidate estimator from
the Gaussian pseudoprior (whose density is denoted by ).

© Pick the model j and candidate parameter 6; with probability

Px(65)/¢(0;)
2o PA(0k) [0 (0k)
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MCMC

Algorithm (R package pacbpred)

At iterationt =1,...,T:
@ Pick a move: Add, delete a covariate, or stay in the current model.

® For each of the neighbors models, draw a candidate estimator from
the Gaussian pseudoprior (whose density is denoted by ).

© Pick the model j and candidate parameter 6; with probability

Px(65)/¢(0;)
2o PA(0k) [0 (0k)

O The Metropolis-Hastings acceptance ratio is

i (1, 280
o= (met—l)w(ej))'
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Highlights

Take-home message

e Nearly minimax optimal estimators in a variety of high-dimensional
models.

e Oracle risk bounds in probability under little or no assumption.
e Competitive implementation via MCMC, enforcing sparse models.
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Key result

Lemma (Catoni, 2004)

Let (A, A) be a measurable space. For any probability measure . on
(A, A) and any measurable function h : A — R such that
J(expoh)du < oo,

log/(expoh)du sup {/hdm KL(m, ,u)}

meM;, (A,A)

with the convention oo — co = —oo. Further, if h is upper-bounded on
the support of u, the supremum with respect to m in the right-hand term
is reached for the Gibbs distribution g defined by

dy
dp

exp oh(a)

_— A.
[(expoh)dp’ “€

(a) =
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Concentration inequality

Lemma (Massart, 2007)
Let (T;)7—, be a collection of real independant random variables. Assume
there exist two positive constants v and w such that

ZH:JETE <w,
=1l

and for any integer k > 3,

Then, for any v € (0, 1),

E lexp (7 fj(Ti - Em)
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