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Good connectivity of the inter-processor network is nec-
essary for e�cient parallel algorithms. Insu�cient graph-
expansion of the network provably slows down specific par-
allel algorithms that are communication intensive. While
parallel algorithms that ignore network topology can suf-
fer from contention along network links, for particular com-
binations of computations and network topologies, costly
network contention may be inevitable, even for optimally
designed algorithms. In this paper we obtain novel lower
bounds on this contention cost.

Most previous communication cost lower bounds for par-
allel algorithms utilize per-processor analysis. That is, the
lower bounds establish that some processor must communi-
cate a given amount of data. These include classical ma-
trix multiply, direct and iterative linear algebra algorithms,
FFT, Strassen and Strassen-like fast algorithms, graph re-
lated algorithms, N -body, sorting, and others (cf. [1, 14, 12,
18, 15, 5, 3, 8, 11, 2, 16, 20, 10, 19]). By considering the
network graphs, we introduce communication lower bounds
for certain computations and networks that are tighter than
those previously known. We translate per-processor band-
width cost lower bounds to contention cost lower bounds by
bounding the communication needs between a subset of pro-
cessors and the rest of the processors for a given parallel algo-
rithm (defined by a computation graph and work assignment
to the processors), and divide by the available bandwidth,
namely the words that the network allows to communicate
simultaneously between the subset and the rest of the graph.

Contention Lower Bound. Consider a parallel algo-
rithm run on a distributed-memory machine with P pro-
cessors and connected via network graph G

Net

. The per-

processor bandwidth cost W
proc

is the maximum over pro-
cessors 1  p  P of the number of words sent or received
by processor p. Further, the contention cost W

link

is the
maximum over edges e of G

Net

of the number of words com-
municated along e.

We prove the lower bound using graph expansion analysis.
Recall that the small set expansion h

s

(G) of a graph G =
(V,E) is the minimum normalized number of edges leaving
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a set of vertices of size at most s. For s  |V (G)|/2, we have

h
s

(G) = min
S✓V (G),|S|s

|E(S, V \ S)|
|E(S)|

where E(S) is the set of edges that have at least one end-
point in vertex subset S and E(S, V \ S) is the set of edges
with only one endpoint in S. In this note, we provide the
contention cost lower bound for regular networks:

Theorem 1. Consider a distributed-memory machine with

P processors, each with local memory of size M , and a d-
regular inter-processor network graph G

Net

. Given a compu-

tation with input and output data size N , and lower bound on

the per-processor bandwidth cost W
proc

= W
proc

(P,M,N),
for all algorithms that distribute the workload so that ev-

ery processor performs ⌦(1/P ) of the computation, and dis-

tributing the input and output data such that every proces-

sor stores O(1/P ) of the data, the contention cost W
link

=
W

link

(P,M,N) is bounded below by

W
link

(P,M,N) � max
t2T

W
proc

(P/t,M · t,N)
d · t · h

t

(G
Net

)
, where

T = {t : 1  t  P/2, 9S ✓ V s.t. |S| = t and

|E(S, V \ S)| = ⇥(h
t

(G
Net

) · |E(S)|)}.
Proof. Partition the P processors into P/t subsets of

size t 2 T (w.l.o.g., P is divisible by t), where at least one of
the subsets s

t

is connected to the rest of the graph with at
most d · t · h

t

(G
Net

) edges. The existence of such a set s
t

is
guaranteed by the definition of h

s

(G
Net

) and T . Then s
t

has
a total of M · t local memory. By the workload distribution
assumption, the processors in s

t

perform a fraction ⌦(t/P )
of the flops, and by the data distribution assumption, s

t

has
local access to fraction O(t/P ) of the input/output. Hence
we can emulate this computation by a parallel machine with
P/t processors, each with M · t local memory, and apply the
corresponding per-processor lower bound deducing that the
processors in s

t

require at least W
proc

(P/t,M ·t,N) words to
be sent/received to the processors outside s

t

throughout the
running of the algorithm. At most O(d · t · h

t

(G
Net

)) edges
connect s

t

to the rest of the graph. Hence at least one edge

communicates at least ⌦
⇣

W

proc

(P/t,M·t,N)

d·t·ht(GNet)

⌘
words. As t is a

free parameter, we can pick it to maximize W
link

(P,M,N),
and the theorem follows.

Note that the memory-independent contention lower bound,
W

link

= W
link

(P,N), follows.



Applications. We next demonstrate our bounds for di-
rect dense linear algebra algorithms (including classical ma-
trix multiplication) and fast matrix multiplication algorithms
(such as Strassen’s algorithm) on D-dimensional tori net-
works. Table 1 summarizes the contention bounds obtained
by plugging in memory-dependent and memory-independent
lower bounds for matrix multiplication and other linear alge-
bra computations from [15, 6, 3] into Theorem 1 and using
the properties of D-dimensional tori. The D-dimensional
torus graph G

Net

has degree d = 2D and small set expan-

sion guarantee of h
s

(G
Net

) = ⇥
⇣
s�1/D

⌘
, see [9]. We treat

D here as a constant. Table 1 summarizes the bounds.

Mem. Dep. Mem. Indep.

Direct W
proc

⌦
⇣

n

3

PM

1/2

⌘
⌦
⇣

n

2

P

2/3

⌘

Linear
Algebra W

link

⌦
⇣

n

3

P

3/2�1/D
M

1/2

⌘
⌦
⇣

n

2

P

1�1/D

⌘

Strassen
W

proc

⌦
⇣

n

!
0

PM

!
0

/2�1

⌘
⌦
⇣

n

2

P

2/!
0

⌘
and

Strassen
W

link

⌦
⇣

n

!
0

P

!
0

/2�1/D
M

!
0

/2�1

⌘
⌦
⇣

n

2

P

1�1/D

⌘
-like

Table 1: Per-processor bounds (W
proc

) ([15, 5, 3,

6]) vs. the new contention bounds (W
link

) on a D-

dimensional torus for classical linear algebra and fast

matrix multiplication (where !
0

is the exponent of

the computational cost).

Note that of the two contention bounds, the memory-
independent one always dominates in these cases:

W = ⌦

✓
n!

0

P!

0

/2�1/DM!

0

/2�1

+
n2

P 1�1/D

◆
= ⌦

✓
n2

P 1�1/D

◆
,

by the fact that P � P
min

� n2/M , where !
0

is the expo-
nent of the computational cost.

Depending on the dimension of the torus D and number of
processors, the tightest bound may be one of the previously
known per-processor bounds or the memory-independent con-
tention bound. See Figure 1 for the case of Strassen bounds
on torus networks of various dimensions. For example, D =
3 is enough for perfect strong scaling of classical matmul but
Strassen may need D = 4. Recall that perfect strong scaling
is when, for a constant problem size, doubling the number
of processors halves the runtime. Note that (see Figure 1) a
contention-dominated range has a smaller region of perfect
strong scaling.

Future Research. In this work, we exclusively address
link contention bounds for a subset of direct network topolo-
gies (the analysis of tori extends to meshes, and can be ex-
tended to hypercubes). We believe results for certain indi-
rect network topologies (e.g. fat trees) should follow, though
this requires integrating router nodes into the model.

We focus here on a subset of linear algebraic computa-
tions. Our results extend to further computations such as
the O(n2) n-body problem, FFT/sorting and programs that
access arrays with a�ne expressions.

A network may have expansion su�ciently large to pre-
clude the use of our contention bound on a given computa-
tion, yet the contention may still dominate the communica-
tion cost. This calls for further study on how well computa-
tions and networks match each other. Similar questions have
been addressed by Leiserson and others [7, 13, 17], and had
a large impact on the design of supercomputer networks.

Figure 1: Communication bounds for Strassen’s al-

gorithm on D-dim. tori. Both plots share a log-scale

x-axis in P . The upper plot illustrates the dominat-

ing bound, and is linear on the y-axis. The y-axis

of the lower plot is log-scale, and horizontal lines

represent perfect strong scaling.

Some parallel algorithms are network aware, and attain
the per-processor communication lower bounds, when net-
work graphs allow it (cf. [21] for classical matrix multipli-
cation on 3D torus). Many algorithms are communication
optimal when all-to-all connectivity is assumed, but their
performance on other topologies has not yet been studied.
Are there algorithms that attain the communication lower
bounds for any realistic network graph (either by auto tun-
ing, or by network-topology-oblivious tools)?
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