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Introduction
Don't Expect the Worst

Complexity for m equations, degree d, n variables:
e worst case: 227" [Mayr-Meyer82, Moller-Mora84]
o generically: mMd9(" [Lazard83, Giustig4]
Questions:
© how small can be the exponent in d9(7)?

@ what about overdetermined systems? does the extra
information help?
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Motivation from Cryptography

Wanted: Solutions in Fy of a system in Fa[x, ..., xp].
Possible approach: add the equations x,-2 —x;=0—
overdetermined system.

Faugere-Joux 2003: break the HFE challenge thanks to a small
regularity:

15 T T T T
14 |- systemes semi-réguliers mm— 4
HFE(3<D<7) 1namen:

. HFE(128<D<513) ==

— How do these stairs grow?
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Introduction
Setting for the Talk

homogeneous system ff =--- = f,, =0
in k[xi,...,xn]|, with char k = 0;
degfi =---=degf, =d,

system regular if m < n; semi-regular if n < m;

coordinates in simultaneous Noether position wrt the system;

® 6 6 o6 o o

all bases are computed for the degree reverse lexicographical
order (grevlex).

See the forthcoming article for extensions to
@ formulae with d; =degfiand di < -+ < dp;
@ non-homogeneous systems;
Q@ k=T,
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Introduction
Starting Point: the Macaulay Matrix M p

m1f

Columns indexed by
monomials of degree D
(sorted by <)

all multiples of the m;(fl
f; of degree D mafz

my fm

For D large enough

Buchberger's algorithm < (Structured) Gaussian elimination
Reductionsto 0 <  “Useless” lines
Algorithm F5 < Construct matrices by increasing degrees
[Faugere 02] avoiding useless lines coming from

fif, = .
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Introduction
Linear Algebra and its Complexity

Proposition (General Upper Bound)

The number of operations in k required to compute the GB up to
degree D is bounded by

o(eo"*8 ),

2 < w < 3 is the complexity of matrix product.

Strassen: w < 2.81; Coppersmith-Winograd: w < 2.376.
Needed: bounds on D.
Regular system: D < n(d — 1) + 1 [Macaulay]

dd wn
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Introduction
Fs for Regular Systems in Simultaneous Noether Position

Theorem (BaFaSa06, m = n)

Fs computes the GB in at most
A(d)"n(C + O(1/n)) operations in k, n — oo,

with A(d) root of a simple polynomial of degree 2d — 1.

1,000
s
a0
ron]
su0-]

sun |

]

a1

2]

100

H 3 4 5 6 H 0 5,000 10,000 15,000

Quantifies how Fg exploits the structure of the Macaulay matrix.
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Introduction
Regular Systems in Simultaneous Noether Position |.

Theorem (BaFaSa06, m = n (k> 1))

d—1 2
D < lreg = —5—m —

-1
6 vVm4 n — oo,

a largest root of kth Hermite polynomial.

I /[ |
Quantifies the gain brought by the \ L\ e 44/ //
extra equations. ) r 72 e
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Introduction
Regular Systems in Simultaneous Noether Position II.

Theorem (BaFaSa06, m = [ n] (a > 1))

D < i,eg:¢d(a)m+a1wd(a)m1/3+--- , n— oo

ay largest root of the Airy function, ¢4 & g4 algebraic,

¢da(a) = \/ (a 1)Y2 4 a— 1.
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Regular Systems

Il Regular Systems
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Regular Systems

Hilbert: Function, Polynomial, Series

@ Hilbert Function:

HF 2 (d) := (dim k[x1, ..., xa] /Z(™) 4.
@ Using the Macaulay matrix Mg:

HF 7(m (d) = #cols(My) — rank(My).

o For d large enough, this is a polynomial.
@ The first such d is called the index of regularity
(ireg(Z™)).

@ Hilbert series:

Hyw (2) == Y HF 7m (d)z9 = 1-2)p
d>0
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Regular Systems
Regular Systems

Definition ((f1, ..., fm)

Forall i=1,...,m, f; is not a zero-divisor in k[x,... ,x,,]/I("*l).

& (kx, - /T0 D)y 15 (Kxq, - xa] /Z07D) g4, injective Vd > C
< [HF ) (d + di) = HF 741y (d + d;) — HF zi-1)(d) for all d

[, (1 - 2%)
1-27

& Hpm(z) =

m
Index of regularity: Z (di —1)+1.
i=1
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Regular Systems
Fs for Regular Systems

Proposition (Faugere02)

For regular systems, Fs constructs matrices /\;lg') such that

#cols(/\;tfj)) - #rows(/\;tg)) = HF;(d).

No reduction to 0 at all!

=

Example: n=m=4,d =3
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Regular Systems
Noether Position

Definition ((x1,...,Xm) in wrt (fi,...,Tm))
@ Their canonical images in k[x1,...,xs]/{(f1,...,Tm) are
algebraic integers over k[xm41,- -, Xn|;

Q k[Xmt1,---,xn] N{F,...,fm) = (0).

Definition ( Noether position)

Fori=1,...,m, (x1,...,x;) in Noether position wrt (fi,...,f).

= the leading terms of the elements of the grevlex GB do not
depend on xp41, ..., Xn-
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Regular Systems

Shape of a Grobner Basis |

-~

Theorem (new?)

(X1,...,%n) in simultaneous Noether position. G; reduced Grébner
basis of (fi,...,f;), 1 <i < m. The number of polynomials of
degree d in G; \ Gj_1 is bounded by b('), where

00 i—1

f ] 1— z%

Bi(z) = g bg)zd:zd'” ——
d=0 k=1
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Regular Systems
Shape of a Grobner Basis |l

loglcost)

Number of operations for Fs
bounded by

903 (o [

i=1 d=d;

loglb_ifdn

w

=

2 4 3 & i 12 14 16 15 20 22
d
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Semi-Regular Systems

[l Semi-Regular Systems
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Semi-Regular Systems
Definition

Regular systems cannot be overdetermined.

Definition ((f1, ..., fm) regular (m  n))

HF 7y (d) = HF z—1(d) — HF -y (d — d}),  di < d < freg(Z()

Proposition (Hilbert Series)

Hzm)(2) = [M :

Notation:

. . i ifa;>0for0<j<i
Y az] =3 bz, with b= {a Ly s
>0 P 0 otherwise.
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Semi-Regular Systems
Asymptotics of the Index of Regularity

1’
754
5 ] =20, m=25, d=d
25
] ireg
] T | | T T
8 56 b 72 a0

_75

Approach:

@ Compute an asymptotic approximation of the coefficient
sequence in the neighborhood of the 0;

@ find its smallest zero.
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Semi-Regular Systems
Few More Equations than Unknowns

m(1—z9 m o1 _ 4
ijl( ) _ (1 —Z)m_nH 1 zZ '
(1—-2z)" i 1-z

—_———

F(Z) l& B} ) 1 B B}
Coefficients of F(z) approximated well by the saddle-point method.

Cauchy: [4]F(2) = 5 ]é F(z)-22 (=2

2im zk+1  Zk+1

ii""

v

@ Saddle-point: F'(p) = 0;
@ Locally:
F(z) = F(p)e ™ (1~ p— iu)™";

© coeff ~ @/ e*)‘”z(l —p—iu)" "du.
T —0o0

e
[ [ 77

'/
bl o D

L)
-,

s Ho—n(1=p) V)
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Semi-Regular Systems

Even More Equations

1 (1—z9)en

SR G 0 A
2im | (1 —z)nzk+1 i

Small k Larger k

s

The coalescence of saddle-points is captured by the Airy function.
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Semi-Regular Systems
Coalescent Saddle-Points [Chester-Friedman-Ursell 57]

Capture both saddle-points by a cubic change of variables.
Leads to uniform asymptotic expansions involving

1 ooei7‘r/3 s
Ai(z) = / et /377t gt

2I7T coe—im/3

-

Airy z #£ 0, Airy z=0
two neighboring saddle-points A double saddle-point
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Semi-Regular Systems
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