
This article was downloaded by: [Bibliothèque Denis Diderot - ENS de Lyon - BIU Lsh - IAO ], [vaillant cedric]
On: 30 August 2012, At: 08:59
Publisher: Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

Frontiers in Life Science
Publication details, including instructions for authors and subscription information:
http://www.tandfonline.com/loi/tfls20

Influence of the genomic sequence on the primary
structure of chromatin
G. Chevereau a b , A. Arneodo a b & C. Vaillant a b
a Université de Lyon, F-69000 Lyon, France
b Laboratoire de Physique, CNRS, ENS-Lyon, 46 Allée d'Italie, 69364, Lyon Cedex 07, France

Version of record first published: 28 Aug 2012

To cite this article: G. Chevereau, A. Arneodo & C. Vaillant (2011): Influence of the genomic sequence on the primary
structure of chromatin, Frontiers in Life Science, 5:1-2, 29-68

To link to this article:  http://dx.doi.org/10.1080/21553769.2012.708882

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://www.tandfonline.com/page/terms-and-conditions

This article may be used for research, teaching, and private study purposes. Any substantial or systematic
reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any form to
anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents
will be complete or accurate or up to date. The accuracy of any instructions, formulae, and drug doses should
be independently verified with primary sources. The publisher shall not be liable for any loss, actions, claims,
proceedings, demand, or costs or damages whatsoever or howsoever caused arising directly or indirectly in
connection with or arising out of the use of this material.

http://www.tandfonline.com/loi/tfls20
http://dx.doi.org/10.1080/21553769.2012.708882
http://www.tandfonline.com/page/terms-and-conditions


Frontiers in Life Science
Vol. 5, Nos. 1–2, March–June 2011, 29–68

Influence of the genomic sequence on the primary structure of chromatin
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As an important actor in the regulation of nuclear functions, the nucleosomal organization of the 10 nm chromatin fiber is the
subject of increasing interest. Recent high-resolution mapping of nucleosomes along various genomes ranging from yeast
to human, have revealed a patchy nucleosome landscape with alternation of depleted, well positioned and fuzzy regions.
For many years, the mechanisms that control nucleosome occupancy along eukaryotic chromosomes and their coupling
to transcription and replication processes have been under intense experimental and theoretical investigation. A recurrent
question is to what extent the genomic sequence dictates and/or constrains nucleosome positioning and dynamics? In that
context we have recently developed a simple thermodynamical model that accounts for both sequence specificity of the histone
octamer and for nucleosome–nucleosome interactions. As a main issue, our modelling mimics remarkably well in vitro data
showing that the sequence signaling that prevails are high energy barriers that locally inhibit nucleosome formation and
condition the collective positioning of neighboring nucleosomes according to thermal equilibrium statistical ordering. When
comparing to in vivo data, our physical modelling performs as well as models based on statistical learning suggesting that
in vivo bulk chromatin is to a large extent controlled by the underlying genomic sequence although it is also subject to
finite-range remodelling action of external factors including transcription factors and ATP-dependent chromatin remodellers.
On the highly studied S. cerevisiae organism, we discuss the implications of the highlighted ‘positioning via excluding’
mechanism on the structure and function of yeast genes. The generalization of our physical modelling to human is likely to
provide new insight on the isochore structure of mammalian genomes in relation with their primary nucleosomal structure.

Keywords: chromatin; nucleosome; DNA sequence; physical model; statistical ordering

Introduction
The relation between the DNA primary structure and its
biological function is one of the outstanding problems in
modern cell biology. There are many objective reasons to
believe that the functional role of the DNA sequence is
not only to code for proteins (which represent less than
5% of mammalian genomes), but also to contribute to
controlling the spatial structure and dynamics of DNA in
chromatin. Nowadays, it is well recognized that the dynam-
ics of DNA folding and unfolding within living cells plays
a major role in regulating many biological processes, such
as gene expression, DNA replication, recombination and
repair (van Holde 1988; Wolffe 1998; Calladine and Drew
1999; Alberts et al. 2002). In that context, a very challeng-
ing issue is to decipher to which extent the compromise
between the necessity of compacting DNA in the nucleus of
eukaryotic cells and the required accessibility to regulatory
proteins is actually encoded in the DNA sequence. If the
precise influence of the genomic sequence on the different
steps of DNA compaction (Alberts et al. 2002), including
the nucleosomal array, its condensation into the 30 nm chro-
matin fiber and the formation of chromatin loops, up to

∗Corresponding author. Email: cedric.vaillant@ens-lyon.fr

a full extent of condensation in metaphase chromosomes,
remains controversial, at a local scale specific elements
have been identified to interact with protein components of
chromatin. For instance, as far as the basic unit of eukary-
otic chromatin is concerned, some motifs that favor the
formation and positioning of nucleosomes were found to
be regularly spaced, e.g. the 10.5 bp periodicity exhibited
in some dinucleotides like AA/TT/TA (Satchwell et al.
1986; Ioshikhes et al. 1996; Widom 2001). But these peri-
odically distributed motifs concern only 5% of sequences
that present affinities for the histone octamer significantly
larger than average (Lowary and Widom 1997) and can-
not account for more than ∼20% of the in vivo nucleosome
positioning above what is expected by chance (Peckham
et al. 2007; Yuan and Liu 2008). Alternatively, similar
sequence motifs were shown to present long-range cor-
relations (LRC) along the genome as the signature of the
majority of nucleosomes that corresponds to 95% of bulk
genomic DNA sequences having an affinity for the histone
octamer similar to that of random sequences (Audit et al.
2001, 2002, 2004; Arneodo et al. 2011). Hence, in con-
trast to the tight histone binding obtained with an adequate

ISSN 2155-3769 print/ISSN 2155-3777 online
© 2012 Taylor & Francis
http://dx.doi.org/10.1080/21553769.2012.708882
http://www.tandfonline.com

D
ow

nl
oa

de
d 

by
 [

B
ib

lio
th

èq
ue

 D
en

is
 D

id
er

ot
 -

 E
N

S 
de

 L
yo

n 
- 

B
IU

 L
sh

 -
 I

A
O

 ]
, [

va
ill

an
t c

ed
ri

c]
 a

t 0
8:

59
 3

0 
A

ug
us

t 2
01

2 



30 G. Chevereau et al.

periodic (‘deterministic’) distribution of bending sites, LRC
likely facilitate the formation of some large-scale intrinsic
curvature due to a persistent distribution of DNA curva-
ture sites that predisposes DNA to make small (random)
loops favoring the positioning of the histone core through-
out a major part of the genome (Vaillant et al. 2005, 2006;
Moukhtar et al. 2007, 2009, 2010, 2011). Furthermore, the
LRC observed at scales larger than the length of DNA
wrapped around the histone octamer (>150 bp) were con-
jectured as contributing to the collective organization and
repositioning dynamics of nucleosomes along the 10 nm
chromatin fiber and possibly to its packing into higher-
order chromatin structures (Audit et al. 2002; Vaillant et
al. 2005, 2006). This conjecture was tested and verified
as quite relevant when using power spectrum and correla-
tion function analysis to study the nucleosome occupancy
landscape obtained in the pioneering in vivo experiment
of Yuan et al. (2005) on chromosome 3 of S. cerevisiae.
This study (Vaillant et al. 2007) actually confirmed that
the spatial organization of nucleosomes is long-range cor-
related with characteristics similar to the LRC imprinted
in the DNA sequence. Since this pioneering experiment,
the recent flowering of genome-wide experimental maps
of nucleosome positions for many different organisms and
cell types (Fire et al. 2006; Johnson et al. 2006; Albert et al.
2007; Lee et al. 2007; Mito et al. 2007; Ozsolak et al. 2007;
Whitehouse et al. 2007; Field et al. 2008; Mavrich et al.
2008a, 2008b; Schones et al. 2008; Shivaswamy et al. 2008;
Valouev et al. 2008; Kaplan et al. 2009; Zhang et al. 2009;
Lantermann et al. 2010; Tsankov et al. 2010; Weiner et al.
2010; Valouev et al. 2011), has provided an unprecedented
opportunity to elucidate to which extent the DNA sequence
participates in the positioning of nucleosomes observed in
vivo along eukaryotic chromosomes.

The paper is organized as follows. In the next section,
we review in vivo and in vitro nucleosome occupancy
data in various eukaryotic genomes with special focus on
S. cerevisiae, S. pombe, C. elegans and human. The third
section is devoted to the definition of our thermodynami-
cal model of nucleosome assembly which is inspired from
the well-known thermodynamics of the Tonks–Takahashi
1D fluid (Tonks 1936; Takahashi 1942). As described by
the Percus equation (Percus 1976), the hard-rod density
(the nucleosome density along genomes) in an inhomo-
geneous energetic field (the nucleosome potential along
genomes) can be determined as a function of the chemical
potential (histone octamer reservoir) and the temperature.
Various numerical schemes to compute the density are dis-
cussed including the technical trick proposed by Vanderlick
et al. (1986) to derive an explicit solution of the Percus
equation that requires numerical integration. In the fourth
section, for pedagogical purposes, we investigate toy energy
landscapes involving square-like wells, square-like energy
barriers, infinite energy barriers, to illustrate the ‘statistical
ordering’ mechanism originally proposed by Kornberg and
Stryer (1988). If an array of well-positioned nucleosomes

can be induced by a stretch of regularly distributed potential
wells (e.g. a stretch of highly positioning sequences), sta-
tistical short-range ordering can also be observed near an
energy barrier due to the interplay between boundary con-
finement and rod–rod (nucleosome–nucleosome) excluded
volume interaction. In the fifth section, we develop a real-
istic sequence-dependent model of nucleosome assembly
that relies on the computation of the free-energy cost of
bending a DNA fragment of a given nucleotide sequence
from its natural curvature to the final superhelical structure
around the histone core. When comparing the predictions
of this grand-canonical modelling at low chemical poten-
tial to in vitro nucleosome occupancy data, we show that
our physical model performs remarkably well confirming
that it accounts for both sequence specificity of the his-
tone octamer and for nucleosome–nucleosome interactions.
When tuning the chemical potential to higher value to repro-
duce genome coverage by nucleosomes observed in vivo,
we show that the collective nucleosomal organization in
the in vivo bulk chromatin is to a large extent controlled by
the underlying sequence. Interestingly, when some discrep-
ancy is observed between the numerical predictions and the
in vivo data, it actually provides very instructive informa-
tion for future modelling of both transcription factor and
chromatin remodeller driven ‘extrinsic’ nucleosome posi-
tioning. We conclude, in the final section, by discussing
some new modelling perspectives in mammalian genomes.

In vivo and in vitro genome-wide primary structure of
chromatin
Nucleosome organization is generally analyzed by micro-
cocal nuclease (MNase) digestion of chromatin. To perform
large-scale studies, the distribution of MNase cleavage sites
is determined throughout genomic regions or in the whole
genome by means of either high resolution oligonucleotide
tiling microarrays (MNase-chip) (Yuan et al. 2005; Lee et al.
2007; Mito et al. 2007; Ozsolak et al. 2007; Whitehouse
et al. 2007; Lantermann et al. 2010) or several different
massive DNA sequence technologies (MNase-seq) (John-
son et al. 2006; Albert et al. 2007; Shivaswamy et al.
2008; Valouev et al. 2008; Kaplan et al. 2009; Tsankov
et al. 2010; Weiner et al. 2010; Valouev et al. 2011). In
this section, we will mainly present nucleosome occupancy
profile P(s) as an estimate (up to some normalization)
of the probability of a base pair located at position s to
be occupied by a nucleosome. As illustrated in Figures 1
to 6, a semi-logarithmic representation δY (s) = Y (s) − Y ,
where Y (s) = log2 (P(s)), is generally used to report the
experimental MNase-chip and MNase-seq data.

In vivo nucleosome occupancy profiles
In Figures 1 to 6 are shown nucleosome occupancy pro-
files experimentally obtained in vivo for several eukary-
otic organisms, namely S. cerevisiae (Figures 1 and 2),
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(a)

(b)

(c)

(d)

Figure 1. In vivo experimental nucleosome mapping along S. cerevisiae chromosomes obtained by Lee et al. (2007) (MNase-chip).
Nucleosome occupancy profile (δY (s) = Y (s) − Y , where Y (s) = log2 (P(s))) along a 10 kpb fragment of chromosomes 2 (a), 7 (b), 12
(c) and 14 (d). Symbols indicate regulatory sites: Transcription Start Sites (TSS, red dots), Transcription Termination Sites (TTS, pink
circles) and Transcription Factors Binding Sites (TFBS, black triangles).

S. kluyveri (Figure 3), S. pombe (Figure 4), C. elegans
(Figure 5) and human (Figure 6). These experimental data
reveal that nucleosome occupancy is globally disordered
along the genomes (at chromosomal level). This confirms
that the primary structure of chromatin is not a regular
array of nucleosomes. As exemplified on the highly studied
unicelullar organism S. cerevisiae whose genome is highly
compact (∼75% gene coverage), the nucleosome occu-
pancy profile (Figure 1) reveals an alternation of (i) nucleo-
some depleted regions (NDR) of typical size (100–200 bp),
(ii) periodic stretches of well-positioned nucleosomes (of
mean period 168 bp) and (iii) occupied but unorganized
(‘fuzzy’) regions. As reported in Figure 2, a puzzling
and rather annoying observation is that the nucleosome
maps obtained from different studies and different methods
(MNase-chip or MNase-seq (Zhang and Pugh 2011)) do not
generally coincide. Actually they mainly differ by their level
of occupancy which might be due to different tiling strate-
gies between MNase-chip approaches (Yuan et al. 2005;
Lee et al. 2007) or by the sequencing depth in the MNase-seq
approaches. But hopefully the positions of nucleosomes and
NDRs are pretty well conserved as observed in S. cerevisiae
(Figure 2) and S. pombe (Figure 4).

At a statistical level, experimental nucleosome occu-
pancy fluctuations can be quantified by their statistical
distribution – that characterizes the variability of occu-
pancy along the genome – and their auto-correlation func-
tion – that characterizes the regularity of nucleosome
occupancy (positioning) along the genome. As shown
in Figure 7(a) for the budding yeast microarray data of
Lee et al. (2007), the distribution of δY (s) is asymmet-
ric with a large exponential tail at low occupancy values.
The distributions obtained with the S. pombe microarray
data of Lantermann et al. (2010) presents a very similar
shape (Figure 7c). Interestingly, the distribution for the
mutant, deficient in Mit1 activity, reveals a slight enrich-
ment towards lower occupancy values as compared to the
wild type (WT) distribution (Figure 7c) which illustrates
the global action of the remodelling factor Mit1 involved
in the elimination of nucleosome depletion regions (NDRs)
as recently shown by Garcia et al. (2010). The distribu-
tions of MNase-seq nucleosome data for S. cerevisiae and
S. pombe (Figure 7b) still present an asymmetry but are of
different shapes to those of the MNase-chip data. Let us
note that S. pombe and S. cerevisiae data obtained by the
same method present very similar distributions. The main
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32 G. Chevereau et al.

(a)

(b)

(c)

Figure 2. In vivo nucleosome occupancy profile δY (s) (see Figure 1) along a 10 kbp fragment of chromosome 3 (a), 2 (b) and 2 (c) of
S. cerevisiae. Comparison of Lee et al. (2007) MNase-chip data (red) with (a) Yuan et al. (2005) MNase-chip data (green), (b) Whitehouse
et al. (2007) MNase-chip data (blue) and (c) Kaplan et al. (2009) MNase-seq data (violet). The symbols have the same meaning as in
Figure 1. In (b), the Whitehouse et al. data correspond to a detrended hybridation profile: Y (s) = Y (s) − ∫ s+a

s−a Y (s) with a ∼ 200 bp. For
the sake of comparison, we have applied the same detrending procedure to the Lee et al. data in (b).

(a)

(b)

(c)

Figure 3. (a) In vivo nucleosome occupancy profile δY (s) (see Figure 1) along a 650 kbp fragment of chromosome C of S. kluyveri.
MNase-seq data of Tsankov et al. (2010). (b) (resp. (c)), zoom on the 50 kbp region indicated in (a) by the red (resp. orange) colored
segment, that corresponds to a high (resp. low) (G + C) content region, namely 52% (resp. 40%) as compared to the mean genome value
(G+C) = 40%.
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(a)

(b)

Figure 4. In vivo nucleosome occupancy profile δY (s) (see Figure 1) along a 10 kbp fragment of chromosome 2 of S. pombe. (a)
MNase-chip data of Lantermann et al. (2010): comparison between the WT (red) and the mit1-mutant (green). (b) Comparison between
WT MNase-chip data of Lantermann et al. (red, see (a)) and the MNase-seq data of Tsankov et al. (2011) (cyan).

(a)

(b)

Figure 5. In vivo nucleosome occupancy profile δY (s) (see Figure 1) along chromosome 2 of C. elegans (Valouev et al. 2008). (a) δY (s)
versus s (green) along a 100 kbp fragment as obtained from the 5′ and 3′ ends’ tag profiles (black, see Zhang and Pugh 2011). (b) Zoom
on a 10 kbp region.

(a)

(b)

Figure 6. In vivo nucleosome (non-normalized) occupancy profile P(s) along chromosome 2 of the human genome (Schones et al. 2008).
(a) P(s) versus s along a 100 kbp fragment as obtained from the 5′ and 3′ ends tag profiles (see Zhang and Pugh 2011). (b) Zoom on a
10 kbp region.
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(a) (b)

(c) (d)

Figure 7. Histograms of nucleosome occupation Y (s) values centered on their typical values (i.e. the maximum of the histogram is
positioned at zero) for different sets of in vivo data. (a) S. cerevisiae MNase-chip data of Lee et al. (2007). (b) S. cerevisiae MNase-seq data
of Shivaswamy et al. (2008) (green) and of Kaplan et al. (2009) (violet) as compared to S. pombe MNase-seq data of Tsankov et al. (2011)
(cyan). (c) S. pombe MNase-chip data of Lantermann et al. (2010): WT (red) and Mit1 mutant (green); the dashed curve corresponds to
the S. cerevisiae Lee et al. data shown in (a). (d) C. elegans (green) and human (red) MNase-seq data of Valouev et al. (2008) and Schones
et al. (2008), respectively.

difference between the MNase-chip and MNase-seq data
is at high occupancy values where the fluctuations above
the typical value are significantly weaker for MNase-chip
data (there is a more pronounced ‘bounded-like’ behavior).
The origin of this discrepancy is not clear: it might be due
to a lower statistical sampling in the seq experiments or
to some saturation of the fluorescence in the microarray
experiments. For some MNase-seq data sets such as the S.
cerevisiae data of Shivaswamy et al. (2008) (Figure 7b)
and the human data of Schones et al. (2008) (Figure 7d),
the sequencing depth (Zhang and Pugh 2011) is too low
to get reliable distributions. Indeed, the high enrichment
observed at low occupancy values is here artificial and is
a direct consequence of unmapped genomic loci. Let us
point out that for MNase-seq experiments, the C. elegans
distribution (Figure 7d) is almost similar to the S. cerevisiae
and S. pombe distributions (Figure 7b) apart from the slight
excess of the high occupancy values which originates from
excessive read enrichment at some repeated sequences.
From these distributions and despite discrepancies between
experiments and/or possible mapping artefacts, we can
provide a rough estimate of the variability of in vivo nucle-
osome occupancy between genomic sites: the occupancy
ratio between highest affinity sites and bulk affinity sites (as
defined here by the sites of typical occupancy – the most
probable value) is around 2–8 fold; between the lowest affin-
ity sites and bulk sites, the depletion ratio is around 20–30

fold. These estimates indicate that the in vivo variability
of nucleosome occupancy is clearly weak as compared
to the 1000 fold enrichment observed in vitro between
the non-natural 601 sequence, one of the sequences with
the highest affinity to the histone octamer, and a random
sequence (Lowary and Widom 1998; Thåström et al. 1999).
However, such a site-dependent variability may be suffi-
cient to control the accessibility of protein complexes to
their target sites and as such to participate in the regulation
of nuclear function (Kornberg and Lorch 1999; Boeger et
al. 2008; Lam et al. 2008; Wang et al. 2011a, 2011b).

As experienced in various studies (see for a review
Arneodo et al. 2011), the statistical organization of nucle-
osomes along the chromatin fiber can be quantified
by performing correlation and power-spectrum analysis.
As shown in Figure 8(a), the auto-correlation function
C(�s) = 〈δY (s)δY (s + �s)〉 of S. cerevisiae MNase-chip
data of Lee et al. (2007) displays a slow decrease with a
periodic modulation of period l∗ = 168 bp. The presence of
this small-scale periodic arrangement of nucleosomes man-
ifests itself in the well-defined harmonic peak at f ∗ = 1/l∗
in the power spectrum of the auto-correlation function
(Figure 8b). Note that the same periodic modulation is also
observed for the other sets of in vivo data, e.g. the White-
house et al. (2007) MNase-chip data and the Shivaswamy
et al. (2008) MNase-seq data (Figure 8). The local value
of this period, hereafter called Nucleosome Repeat Length
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(NRL), actually fluctuates along the chromosomes. As
reported in Figure 9, the NRL distribution is rather narrowly
centered on the value 168 bp with root-mean square fluc-
tuations σ = 10–11 bp, in good agreement with the well-
established 165 bp value for S. cerevisiae (Woodcock et al.
2006). As shown in Figure 9 (inset), the same distribution
is observed for the NRL of S. kluyveri. Actually as already
pointed out by Tsankov et al. (2010), the mean NRL of
the Hemiascomycota fungi are relatively well conserved
(around 165 bp) with the exception of C. albicans and K.
lactis (∼175 bp). Note that this characteristic NRL observed
in the stretches of well-ordered nucleosomes (Figure 1) is
significantly smaller than the mean in vivo NRL ∼210 bp
estimated when assuming an homogeneous 75% coverage
of the 16 yeast chromosomes by nucleosomes. This suggests
the presence of some ‘confining’ process. The experimen-
tal two-point correlation functions in Figure 8(a) also reveal
that this ‘nucleosome periodicity’ statistically appears as a
modulation of a dominant slow decaying component which
characterizes the large-scale disordered occupancy land-
scape fluctuations. In our concluding final section, we will
discuss the fact that this decay behaves as a power-law as an
experimental confirmation that the spatial organization of
nucleosomes observed in vivo is long-range correlated with
characteristics similar to the LRC imprinted in the DNA
sequence (Vaillant et al. 2007).

Similar behavior of the nucleosome occupancy auto-
correlation function is observed in different eukaryotic
organisms. As expected from a simple visual inspection
of Figure 4, for S. pombe the periodic patterns in the occu-
pancy profile and consequently the periodic modulations
of C(�s) are more pronounced and easiest to quantify
when analyzing MNase-seq data (Tsankov et al. 2011) than
MNase-chip data (Lantermann et al. 2010). As shown in
Figure 9, the distribution of NRL values is as wide as previ-
ously obtained for S. cerevisiae but is significantly shifted
to smaller values with a mean value l∗ = 151 bp, which, to
our knowledge, is still unexplained. On the same Figure 9
is also reported the NRL distribution obtained for C. ele-
gans data (Valouev et al. 2008); fluctuations are of the
same magnitude but the distribution is shifted towards larger
NRL values with a larger mean value of 175 bp. Regional

(a) (b)

Figure 8. (a) Auto-correlation function C(�s) = 〈δY (s)δY (s +
�s)〉 versus �s. (b) Corresponding power spectrum. The differ-
ent colors correspond to the following S. cerevisiae data sets:
MNase-chip data of Lee et al. (2007) (red) and of Whitehouse
et al. (2007) (blue); MNase-seq ‘tag’ data of Shivaswamy et al.
(2008) (green).

variations of the NRL have also been measured recently
in human with l∗ � 205 bp in the heterochromatin HP1
domains, a value significantly larger than in the euchromatin
domains where l∗ � 178–195 bp (Valouev et al. 2011). As
suggested by Woodcock et al. (2006), the control of the
inter-nucleosome distance might be related in vivo to the
stoichiometry of the linker histone H1 (per nucleosome)
which can be species and cell-type specific: the more abun-
dant the H1, the larger value the NRL (which is indeed
the case for in vitro assembly (Blank and Becker 1995,
see Figure 17 later). In S. cerevisiae, the H1 counterpart,
Hho1 is indeed weakly present and to our knowledge no
such linker histone has been found in S. pombe. However,
the origin (and causality) of this relationship is not under-
stood. Recent studies rather indicate that the nucleosome
spacing is controlled by the action of some remodelling fac-
tors such as members of the ISWI and CHD family (ACF,
Mit1, Iswi1, Chd1...) (Clapier and Cairns 2009; Garcia et
al. 2010; Gkikopoulos et al. 2011) which can be selectively
targeted to specific genomic and/or epi-genomic loci in a
developmentally regulated manner (Moshkin et al. 2012).

In vitro nucleosome occupancy profiles
Only very recently, in vitro genome-wide nucleosome
occupancy data have become available. One of the main

Figure 9. Histograms of local NRL values computed from different nucleosome occupancy data sets. The different colors correspond to
the following data: S. cerevisiae MNase-chip data of Lee et al. (2007) (red); S. pombe MNase-seq data of Tsankov et al. (2011) (cyan);
C. elegans MNase-seq data of Valouev et al. (2008) (green). (Inset) Comparison betwen the histograms of the S. cerevisiae NRLs (Lee et
al. 2007) (red) and of S. kluyveri NRLs (Tsankov et al. 2010) (orange).
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(a)

(b)

(c) (d)

Figure 10. Nucleosome occupancy profile (δY (s) = Y (s) − Y , where Y (s) = log2 (P(s))) along a 15 kpb long fragment of S. cerevisiae
chromosomes 12: (a) in vivo MNase-chip data of Lee et al. (2007) (red) and in vivo MNase-seq data of Kaplan et al. (2009) (violet);
(b) in vitro MNase-seq data of Kaplan et al. (2009) (orange); (c) corresponding histograms of Y (s) values centered on their typical values;
(d) auto-correlation functions C(�s) = 〈δY (s)δY (s + �s)〉.

difficulties encountered by such experiments is a dramatic
limitation in the obtained genome coverage by reconsti-
tuted nucleosomes. For example, Kaplan et al. (2009)
have assembled chicken erythrocyte histone octamers on
purified S. cerevisiae genomic DNA by salt gradient dial-
ysis. They succeeded in producing in vitro occupancy
profiles but for a nucleosome genome coverage ∼30%,
which corresponds to a much smaller nucleosome density
(mean inter-nucleosome distance ∼500 bp) than previously
observed in vivo. As shown in Figure 10, the in vitro nucle-
osome occupancy profile along a 15 kbp long fragment
of S. cerevisiae chromosome 12 looks much more dis-
ordered as compared to the corresponding in vivo profile
obtained either by MNase-chip (Lee et al. 2007) or MNase-
seq (Kaplan et al. 2009) experiments. In particular, if we
still observe rather localized nucleosome depleted regions
that remarkably coincide with some of the NDRs observed
in vivo (Figure 10a), there is no longer evidence of stretches
of periodically distributed nucleosomes. Thus, if the his-
togram of nucleosome occupancy δY (s) in Figure 10(c)
obtained in vitro almost superimposes onto the one obtained
in vivo with the same MNase-seq technique, in contrast, the
auto-correlation function C(�s) in Figure 10(d) does not
oscillate any longer as the signature of the absence of in vitro
well-defined NRL. Nevertheless, what is remarkable is the
fact that we recover in vitro the same slow power-law

decay of C(�s) as previously observed in vivo; this is
the confirmation that the long-range order observed in the
collective nucleosome organization of the S. cerevisiae
chromatin fiber likely results from the LRC that have been
imprinted in the DNA sequence (at scales >200 bp) during
evolution (see final section ‘Discussion’) (Audit et al. 2001,
2002; Vaillant et al. 2007; Arneodo et al. 2011).

Thermodynamical model of nucleosome assembly
The mechanisms underlying the formation, the structure and
the displacement of nucleosomes are still largely unknown.
As a consequence, we will attempt to provide some under-
standing of the experimental observations reported in the
previous section using a phenomenological approach based
on simple physical arguments (Chevereau et al. 2009;
Milani et al. 2009; Vaillant et al. 2010). When focusing on
the dynamical assembly of histone octamers along the DNA
chain, we first assume that chromatin can be reasonnably
modelled by a fluid of rods of finite extension (the DNA
wrapping length around the octamer), binding and moving
in an external potential E(s) (the effective nucleosome for-
mation potential) and interacting (potential V (s, s′)) on a
1D substrate (the DNA chain) (Figure 11). The thermody-
namics of such a system has been widely investigated in
the literature. In the case of monodisperse hard rods on a
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Figure 11. Grand canonical model of nucleosome assembly: bulk histones (green) may adsorb on or desorb from DNA (arrows).
Barriers, such as transcription factors or other DNA binding proteins (red) can hinder nucleosome formation. The dynamics is con-
trolled by a thermal bath (kT ), the chemical potential of the histone reservoir (μ), the nucleosome–nucleosome interaction (V (ri, rj))
and the non-homogeneous adsorbing potential E(s). When no tridimensional degree of freedom is considered, the system reduces to a
one-dimensional Tonks–Takahashi fluid of hard-rods of hard core size the DNA wrapping length l (Tonks 1936; Takahashi 1942).

uniform external potential, this is the well-known Tonks–
Takahashi gas (Tonks 1936; Takahashi 1942). In the case of
a non-uniform external potential of interest here, the prob-
lem has been partly solved by Percus (1976) who derived an
exact functional relationship between the residual chemical
potential μ − E(s) and the hard rod density ρ(s).

Tonks–Takahashi fluid
The Tonks–Takahashi fluid (Tonks 1936; Takahashi 1942)
is a one-dimensional fluid of particles obeying the nearest
neighbor two-body potential:

V (xij) = ∞, |xij| < l,

= ψ(xij − l), l < |xij| < lM ,

= 0, |xij| > lM

(1)

where l corresponds to the hard-core length and lM to
the maximal range of ψ which is an arbitrary function
of xij . Lord Rayleigh (Rayleigh 1891) first obtained the
equation of state of hard-rods in an homogeneous field
in the thermodynamic limit. The distribution functions in
this limit were derived later by Salsburg et al. (1953). The
case of hard rods in an inhomogeneous external poten-
tial was solved by Percus (1976) who derived an exact
functional relationship between the local one-point den-
sity ρ(s) and the residual chemical potential μ − E(s).
Vanderlick et al. (1986) proposed an iterative scheme
to integrate the Percus equation. Robledo and Rowlin-
son (1986) investigated finite-size effects on homogeneous
hard-rod fluids and Davis (1990) generalized these results to
homogeneous Tonks–Takahashi systems. The equilibrium
properties of Tonks–Takahashi fluids can be derived from
the configuration partition function of the N -rod system:

ZN (L) = N !
∫ L

0
dsN

∫ xN

0
dsN−1 · · ·

∫ s2

0
ds1

× e−β(
∑N

i>j V (si−sj)+∑N
i E(si)) × e−β(V (s1)+V (L−sN )),

(2)

where si correspond to the positions of the N particles; L is
the size of the system and β = 1/kT . Boundary conditions

V (s1) and V (L − sN ) assume that a particle is maintained
fixed at positions 0 and L, respectively. Then, the ‘Grand-
canonical’ partition function (the system equilibrates with
a reservoir of particles of chemical potential μ) is given by

Ξ(L) =
∞∑

N=0

eβNμ

N !	N ZN (L), (3)

where 	 is the de Broglie thermal wavelength (it comes
from the integration of the kinetic part of the hamiltonian).
For the sake of simplicity, in the following, we will put
	 = 1 which corresponds to a constant shift in the chemical
potential μ ↔ μ − β−1 ln 	. The one-point density distri-
bution ρ(s) can be computed from the functional derivative

ρ(s) = −kT
δ ln Ξ(L)

δE(s)
. (4)

The explicit forms of this density function and of the k-body
density distribution function are given by (Robledo and
Rowlinson 1986; Davis 1990):

ρ(s) = eβ(μ−E(s)) Ξ(s)Ξ(L − s)
Ξ(L)

, (5)

ρ(k)(s1, . . . , sk) = eβkμ e−β
∑k

i=1 E(sk )

Ξ(L)

× Ξ(s1)

k∏
j=2

Ξ(sj − sj−1)Ξ(L − sk). (6)

ρ(s) corresponds to the probability of finding a particle
at position s. ρ(2)(si, sj) corresponds to the probability of
finding a pair of particles at positions si and sj . This func-
tion defines locally the equilibrium statistical distribution
of distances between successive particles. The shape of
this pair function directly depends on the interaction poten-
tial V (si, sj) (Davis 1990) (see subsection ‘Homogeneous
energy profile E = Eo’). Classical measurement of the NRL
by gel analysis of chromatin digestion products is directly
related to this pair function (see Figure 17 later) (Noll and
Kornberg 1977; Blank and Becker 1995; Woodcock et al.
2006). The pressure of this system can be computed directly
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from the partition function (Lieb and Mattis 1966; Davis
1990):

P = kT
∂ ln Ξ(L)

∂L
. (7)

The homogeneous case E = Eo = cste

Evaluation of the grand canonical ensemble partition func-
tionΞ(L) is not easy in general. However, in the special case
of an homogeneous potential E = Eo, the problem is equiv-
alent to the E = 0 homogeneous case when considering a
residual chemical potential μ̃ = μ − Eo. To simplify the
notations, we will thus treat the (E = 0, μ) case for which
the canonical ensemble partition functions ZN (L) can be
expressed as the N-convolution integral of the interaction
Boltzmann weight e−βV (s). By denoting K(p) the Laplace
transform of the interaction Boltzmann weight:

K(p) =
∫ ∞

0
e−ps−βV (s) ds, (8)

the partition function then writes:

ZN (L) = ZN (L − Nl) = N !
2π i

∫ i∞+τo

−i∞+τ0

e(L−Nl)p[K(p)]N+1 dp,

(9)
from which one can express Ξ(L) [Equation (3)] and
the density distributions [Equations (5) and (6)] as sole
functions of K(p):

Ξ(L) =
∞∑

N=0

eNβμ

∫ i∞+τo

−i∞+τ0

e(L−Nl)p

2π i
[K(p)]N+1 dp. (10)

At the thermodynamic limit, the pressure P [Equation (7)]
of the bulk Tonks–Takahashi fluid at chemical potential μ

obeys the equation of state (Salsburg et al. 1953; Lieb and
Mattis 1966):

βμ = βPl − ln K(βP). (11)

The density–pressure equation can then be derived from
this chemical potential–pressure equation using the Gibbs–
Duhem equation:

1/ρ = (∂βμ)/(∂βP). (12)

In the case of hard rods, V (s) has the form of the Heavy-
side distribution and K takes the simple form, K(p) = 1/p;
we thus recover the equation of state derived by Rayleigh
(1891):

βμ = βPl + ln(βPl) + ln(1/l), (13)

βP = ρ

1 − ρl
. (14)

From Equations (13) and (14), we deduce the following
chemical potential–density relationship:

βμ = ln(ρ) − ln(1 − ρl) + ρl
1 − ρl

. (15)

Percus equation
When the energy landscape E(s) is non-uniform (with
the exception of energy landscapes composed of infinite
energy barriers and flat potential in between) the method
of Laplace transform presented above cannot be applied.
In 1976, Percus derived an equation that gives the density
of a Tonks–Takahashi hard-rods fluid in an inhomogeneous
energetic field as a function of the chemical potential and
the temperature (Percus 1976):

βμ = βE(s) + ln ρ(s) − ln
(

1 −
∫ s+l

s
ρ(s′) ds′

)

+
∫ s

s−l

ρ(s′)

1 − ∫ s′+l
s′ ρ(s′′) ds′′ ds,′ (16)

where

• s is the position along the potential; experimentally
it usually corresponds to the genomic position of
the nucleosome ‘dyad’ or of one of the nucleosome
borders (5′ or/and 3′ extremity).

• l corresponds to the size of hard rod: the nucleosome
wrapping length, assumed to be fixed at l = 146 bp.

• ρ is the density of hard rods.
• μ represents the chemical potential (i.e. the energy

transferred by the bulk reservoir).
• β = (kT )−1 is the reciprocal temperature.
• E(s) is the free energy of nucleosome formation on a

sequence at position s.

Remark: Note that for the homogeneous case E(s) =
Eo, ρ(s) = ρ = cste and the Percus equation reduces to
Equation (15).

Resolution of the Percus equation: the exact solution of
Vanderlick et al.
A technical trick was proposed by Vanderlick et al. (1986) in
order to solve the Percus equation (16) exactly. It is indeed
possible to write the Percus equation as follows:

f (s) = exp
(

βμ − βE(s) −
∫ s

s−l
f (s′) ds′

)
, (17)

where

f (s) ≡ ρ(s)

1 − ∫ s+l
s ρ(s′) ds′ . (18)

Note that the function f – for forward – so introduced is
a function that depends on the ‘past’ only. By taking the
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derivative of Equation (17), we get:

df
ds

(s) = f (s) ·
[
−β

∂E
∂s

(s) + f (s − l) − f (s)
]

. (19)

This equation has for general solution:

f (s) = u(s)
exp(−βE(s0))

f (s0)
+ ∫ s

s0
u(s′) ds′

, (20)

where

u(s) ≡ exp
(

−βE(s) +
∫ s−l

s0

f (s′) ds′
)

. (21)

It is thus possible to solve Equation (20) iteratively starting
from a simple initial condition for f : f (s) = 0, s ∈ [−l; 0].
To compute the density let us introduce a new function b(s)
such that:

f (s) = ρ(s)
b(s)

. (22)

From Equations (18) and (22) we deduce:

b(s) = 1 −
∫ s+l

s
ρ(s′) ds′ = 1 −

∫ s+l

s
f (s′) · b(s′) ds′. (23)

The function b – for backward – depends on the ‘future’
only. When taking the derivative of Equation (23), we
obtain:

db
ds

(s) = f (s)b(s) − f (s + l)b(s + l), (24)

the general solution of which writes:

b(s) = b(s0) exp
(∫ s

s0

f (s′) ds′
)

+
∫ s0

s

[
exp

(
−

∫ s′′

s
f (s′) ds′

)
b(s′′ + l)f (s′′ + l)

]
ds′′.

(25)

This equation can again be solved iteratively by consider-
ing the boundary conditions: b(s) = 1, s ∈ [L; L + l]. Then,
once f (s) and b(s) are so computed, we use Equation (22)
to get the density ρ(s) = f (s)b(s) (Figure 12).

Segal et al. method
Recently, in the context of nucleosome positioning mod-
elling, Segal et al. (2006) have proposed an alternative solu-
tion for the computation of the density, using a Markovian
algorithm that explicitly builds the full partition function of

(a)

(b)

(c)

Figure 12. Illustration of the Vanderlick et al. exact solution
(blue) of the Percus equation [Equation (16)]. The energy land-
scape (E(s)) used for the computation is shown in green. (a) f (s)
‘forward’ function; (b) b(s) ‘backward’ function; (c) the result-
ing density ρ(s) = f (s)b(s). Model parameters: potential wall
amplitude = +30 kT, μ = +3 kT.

the system. According to Percus (1982), the density can be
written as:

ρ(s) = w(s)
ξμ(s)ξ̂μ(s)

ξT
, (26)

where

w(s) = eβ(μ−E(s)) (27)

and

ξ(s) =
∞∑

N=0

eNβμQN (s), ξ̂ (s) =
∞∑

N=0

eNβμQ̂N (s), (28)

with

QN (s) = Z left
N (0 ↔ s), Q̂N (s) = Z right

N (s ↔ L). (29)

ξT is the total grand partition function. The main difficulty
relies in the computation of Z left

N (s) (resp. Z right
N ) correspond-

ing to the number of configurations that accomodate N
particles in the space 0 < x < s (0 ↔ s) (resp. s < x < L,
(s ↔ L)).

The explicit formulation of ZN [Equation (2)] (Percus
1982) is:

ZN =
∫

· · ·
∫ N∏

i=2

e−βV (si−si−1)

N∏
i=1

e−βE(si)

N∏
i=1

dsi, (30)

which is unfortunately not easily tractable. However in the
particular case of hard-rods, QN (s) [Equation (29)] can be
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computed recursively:

QN (s + 1) = QN (s) + QN−1(s − l)e−βE(s+1−l), (31)

where E(s) is the energy of a particle (nucleosome) that
starts at s. Then, if we note NM the maximum number of
particles that can be put in the interval [0, s], we get:

ξμ(s + 1) =
∞∑

N=0

eNβμQN (s + 1),

=
NM∑

N=0

eNβμQN (s) +
NM∑

N=1

eNβμQN−1(s − l)

× e−βE(s+1−l),

= ξμ(s) +
NM −1∑
N=0

eNβμe+βμQN (s − l)e−βE(s+1−l),

= ξμ(s) + ξμ(s − l)eβ(μ−E(s+1−l)), (32)

where we have explicitly used the fact that, by definition,
it is possible to put no more than NM − 1 particles of size
l in the interval [0, s − l]. By proceeding in the same way
for ξ̂μ(s) [Equation (28)] we get:

ξ̂μ(s − 1) = ξ̂μ(s) + ξ̂μ(s + l)eβ(μ−E(s−1+l)). (33)

Then we use Equation (26) to determine the density ρ(s),
where ξμ(s) and ξ̂μ(s) have been estimated recursively from
the left (s = 0) and the right (s = L) ends of the system
according to Equations (32) and (33) respectively. As com-
pared to the Vanderlick et al. algorithm described in the
previous subsection, the Segal et al. method (2006) has the
main inconvenience of involving sums of terms that can
very quickly become very important which may result in
the accumulation of numerical errors.

Teif and Rippe method
Teif and Rippe (2009) have recently proposed a theoretical
framework for lattice models of histone–DNA interactions.
Their strategy mainly consists in using the transfer matrix
method to compute the grand canonical partition function
(Baxter 1982). The idea is to associate a l × l matrix to each
position s along the DNA sequence, where l = 146 corre-
sponds to the 146 possible positions of the nucleotide s in the
nucleosome. The matrix Qs(i, j) represents the probability
that the nucleotide s is in the state i knowing the fact that the
nucleotide s + 1 is in the state j. Now if E(s) is the binding
energy for a nucleosome starting at position s and extending
up to s + l, then the matrix elements that are non-null write
Qs(i, i + 1) = eβ(μ−E(s−i+1)) where 1 < i < l. The grand
canonical partition [Equation (3)] can then be expressed

by summing over all the possible accessible states:

Ξ(L) = (1 1 . . . 1) ×
L∏

s=1

Qs ×

⎛
⎜⎜⎝

1
1
. . .

1

⎞
⎟⎟⎠ . (34)

Note that it is possible to compute this partition function
iteratively:

Ξ(L) = AL ×

⎛
⎜⎜⎝

1
1

· · ·
1

⎞
⎟⎟⎠ , As = As−1 × Qs−1,

A0 = (1 1 . . . 1). (35)

To determine the density distribution ρ(s) [Equation (4)],
we just have to derive the partition function with respect
to Ks = e−βE(s) and then to proceed iteratively consistently
with Equation (35):

∂Ξ

∂Ks
= ∂AN

∂Ks
×

⎛
⎜⎜⎝

1
1

· · ·
1

⎞
⎟⎟⎠ ,

∂As

∂Ks
= ∂As−1

∂Ks
× Qs + As−1 × ∂Qs

Ks
.

(36)
The main advantage of the Teif and Rippe (2009)

method is its adaptability to account for additional states,
e.g. corresponding to other proteins or to interaction with
neighboring nucleosomes. Among the disadvantages, the
necessity to compute the total partition function is numeri-
cally costly when working at the chromosome scales.

Statistical positioning
In this section, we present and discuss the results of the
numerical integration of the Percus equation (16) using
the Vanderlick et al. integration scheme described in the
subsection entitled ‘Resolution of the Percus equation: the
exact solution of Vanderlick et al.’ for simple and illustra-
tive energy landscapes made of energy barriers, traps and
flat regions. The nucleosome occupancy profile P(s), as
defined in section ‘In vivo and in vitro genome-wide primary
structure of chromatin’, will be obtained by convolving the
nucleosome density ρ(s) via the rectangular function � of
width 146 bp:

P(s) = ρ ◦ �146(s). (37)

Illustrative energy landscape
For pedagogical purposes, we show in Figure 13, the the-
oretical occupancy profiles of nucleosomes considered as
hard rods of hard-core size 146 bp obtained at different
chemical potential values in a toy energy landscape bor-
dered by two infinite walls and that displays a stretch of
square-like wells on the right-side and two square-like
energy barriers on the left side.
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Figure 13. Hard-rod occupancy profiles P(s) in a non-uniform energy landscape made of discrete energy barriers and traps and bounded
by two infinite walls (black). The Percus equation (16) was solved using the Vanderlick et al. integration scheme (subsection ‘Resolution
of the Percus equation: the exact solution of Vanderlick et al.’) at low chemical potential μ = −6 kT (orange) and high chemical potential
μ = −1 kT (red). The occupancy values ρbl = 0.19 (resp. ρbl = 0.74) correspond to the bulk occupancy of the uniform system at
μ = −6 kT (resp. μ = −1 kT) (see Figure 14).

Low chemical potential
At low chemical potential, the occupancy profile P(s)
reflects the energy landscape topography: local depletion is
observed at energy barriers and local enrichement at energy
traps. At low chemical potential, the average density (occu-
pancy) is weak and the Percus equation indeed reduces to
its diluted (or non-interacting) approximation:

βμ = βE(s) + ln ρ(s), (38)

where the nonlinear and nonlocal terms in ρ have been
neglected. Then the density ρ(s) at position s only depends
on the energy E(s) at this position via the simple Boltzmann
relationship:

ρ(s) ∼ eβ(μ−E(s)). (39)

At regions where the energy landscape is uniform, density is
constant and equals the bulk density [Equation (15)]:ρ(s) =
ρb � exp β(μ − E0) (see Figure 13, ρbl = 0.19).

High chemical potential
When increasing the chemical potential, the average density
increases, local depletion and enrichment are still observed
at barriers and traps respectively. As expected and already
observed at low μ values, an array of well-positioned nucle-
osomes is observed as induced by the stretch of regularly
distributed potential wells (e.g. a stretch of highly position-
ing sequences like the well-known 601 sequence (Lowary
and Widom 1997)). More interesting are the oscillations that
appear in P(s) in the vicinity of the energy barriers and of the
bordering walls. This ‘periodic’ positioning, which is not
induced by any local periodically distributed energy traps, is
purely entropic (Kornberg and Stryer 1988). It results from
the confinement of the hard rods imposed by the excluding
energy barriers: the pressure imposed on each particle by
the surrounding particles increases with the density; so at
high enough density the first particle next to (flanking) the

barrier experiences a pushing force from the rest of the fluid
that confines it against the barrier. Positioning (as defined
by spatial localization) is thus the strongest at this loca-
tion. The next particle is also confined from one side by
the fluid pressure and from the other side by the (confined
but) moving first particle and not by a fixed barrier. So
its positioning is weaker, and so on, positioning strength
decreases as the distance to the barrier increases. Far from
the barrier, the density profile becomes uniform and equals
the bulk value ρb given by Equation (15). Amplitude and
range of this nonlocal-induced periodic ordering depend
on the barrier height and shape (that defines the pressure
exerted on the fluid) and on the chemical potential (that
defines internal pressure of the fluid) as further discussed
in the following subsections. Indeed this periodic order-
ing is an internal property of dense fluids; it is usually
‘revealed’ in the occupancy profile by the presence of inho-
mogeneities (vertical energy barriers in Figure 13) in the
energy landscape.

Remark: An interesting point here is that from low den-
sity (low chemical potential) profile, we can extract the
underlying energy landscape via the simple Boltzmann rela-
tionship [Equation (39)]. Actually the Percus equation (16)
provides a direct computation of the energy landscape
from the density profile at every chemical potential. How-
ever, since this relationship is only valid for hard-core
repulsion, applying it to a Tonks–Takahashi fluid with
an ‘a priori’ unknown interaction potential V (for exam-
ple, applying it to high density in vivo data, e.g. the
distribution of tags in MNase-seq experiments, see sub-
section ‘In vivo nucleosome occupancy profiles’) may lead
to an interaction-dependent bias in the energy landscape
estimation. This ‘bias’ is likely to be minimized when
using low density profile (for example, the low density
in vitro data, see subsection ‘In vitro nucleosome occupancy
profiles’).
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42 G. Chevereau et al.

Figure 14. Occupancy (ρl) of hard rods in a homogeneous
energy landscape E(s) = Eo, as a function of the residual chem-
ical potential μ̃ = μ − Eo. Theoretical curves obtained from
Equation (14) (red, infinite size system) and from Vanderlick
numerical method (blue, large but finite size system). The dots
indicate the bulk occupancy values for the chemical potential val-
ues used in Figure 13: μ̃ = −6 kT (orange dot) and μ̃ = −1 kT
(red dot).

Homogeneous energy profile E = Eo

Nucleosome density
In the ‘ideal’ case of a flat potential (E = Eo = cste), the
density ρ = ρb is homogeneous (the ‘bulk’ phase density)
and is controlled by a single parameter, the residual chem-
ical potential μ̃ = μ − Eo. As reported in the section ‘A
sequence-dependent physical model of nucleosome occu-
pancy’ (see Figure 27b later on, the zone F5 of 3.5 kbp), this
‘ideal’ situation can be realistically achieved in the frame
of our sequence-dependent energy model at some specific
genomic regions. We may also expect that, in some genomic
regions, the action of remodelling factors can result in
an effective reduction of the sequence-dependent potential
fluctuations leading to an approximate local homogeniza-
tion of the energy landscape (δE(s) → 0)) (Zhang et al.
2011). In Figure 14, we show the evolution of the occu-
pancy (ρbl) as a function of μ̃ computed from Equation (15).
It has a sigmoidal shape: at very low μ̃ values the density
is weak; then it slightly increases and goes through a tran-
sition at μ̃c = − ln(l), where the susceptibility χ = ∂ρ/∂μ

is maximum. At this point, ρ(μ̃c)l = 0.36, and the occu-
pancy rapidly increases up to ρl � 0.75. When further
increasing μ̃, it then slowly increases towards the asymp-
totic limit ρ∗l = 1. Interestingly, for very large μ̃ values,
finite-size systems experience a transition towards a sat-
urated ρl = 0.85 occupancy state (Figure 14, blue curve)
which has been identified as a pseudo-crystalline state con-
sisting of quasi regularly spaced particles ‘self-confined’
inside equipartitioned regions of length equal to the aver-
age length per particle lm = 1/ρ (Piasecki and Peliti 1993;
Giaquinta 2008). In inhomogeneous fluids, this saturation
only occurs for the bulk occupancy (ρbl = l/L

∫ L
0 ρ(s) ds)

as illustrated in Figure 13 where at the edges near the infinite
energy walls, the local occupancy ρ(s)l can reach a value
close to one.

Inter-nucleosomal distance
As defined in the section ‘In vivo and in vitro genome-wide
primary structure of chromatin’, key distances characteriz-
ing the primary structure of chromatin are the nucleosome
repeat length (NRL) l∗(s) and the linker size d(s), i.e. the
part of unwrapped DNA that joins two successive octamers.
The NRL and the linker size are directly related: l∗ = l + d.
As we shall see later, this distance can be extracted experi-
mentally by MNase digestion and gel analysis of digestion
products (Blank and Becker 1995) or directly by single
molecule imaging of the 10 nm fiber (Solis et al. 2004;
Milani et al. 2009). This distance differs in general from the
mean inter-nucleosome distance which is simply given by
lm = ρ−1

b . In the fluid formalism (Hansen and McDonald
2006), the statistical properties of the inter-particle dis-
tances are given by the pair density distribution ρ2(si, sj)

which represents the joint probability to have particles (of
fixed size l) at positions s1 and s2. Using the Bayes formula,
we have the following general decomposition:

ρ2(s1, s2) = ρ(s1|s2)ρ(s2), (40)

where ρ(s1|s2) is the conditional probability of having a
particle at position s1 given that a particle is fixed at posi-
tion s2, and ρ(s2) is the particle density at position s2. In a
Tonks–Takahashi fluid (see subsection ‘Tonks–Takahashi
fluid’), ρ(s1|s2) corresponds exactly to the density ρ(s1) of
the fluid when confined by a wall at position s2 (imposed by
the conditional fixed particle) with a wall–particle interac-
tion corresponding to the inter-particle interaction function
V (s2, s1). The computation of the pair distribution thus only
requires to compute the density ρw(s) of the semi-confined
Tonks–Takahashi fluid. In the case of an homogeneous
fluid, ρ(s2) = ρb is the bulk density and ρ(s1|s2) = ρw(r),
where ρw correspond to the density of the fluid at distance
r = |s1 − s2| from the wall. As discussed in the subsec-
tion ‘Tonks–Takahashi fluid’, the bulk density is obtained
at the thermodynamic limit by solving Equation (15). When
using, Equations (3), (5) and (7), we get for ρw(r) (Davis
1990):

ρw(r) = exp (βμ) exp [−βPr]Ξ(r − l). (41)

For hard-rod fluids, when using Equation (10) with K(p) =
1/p, we get:

ρw(r) = eβμ exp −
(

ρb

1 − ρbl
r
)

×
∞∑

N=0

eNβμ

N ! (r − (N + 1)l)N θ(r − (N + 1)l),

(42)

where θ is the heavyside function (θ(r) = 0, r > 0, =
1, r < 0). Now let us introduce the pair correlation function
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Figure 15. Evolution of the pair function g(r) [Equation (44)]
with the residual chemical potential μ̃. Black and red curves
correspond to a chemical potential μ̃ = −5 kT and +5 kT respec-
tively. Gray curves correspond to intermediate values of μ̃. The
inter-particle distance r = |s1 − s2| is expressed in l units.

g(s1, s2) as:

g(s1, s2) = ρ2(s1, s2)/ρ(s1)ρ(s2) = ρ(s1|s2)/ρ(s1). (43)

In the case of a uniform fluid:

g(r) = ρ2(r)/ρ2
b = ρw(r)/ρb. (44)

Let us note again that whatever the distribution func-
tion, the mean inter-nucleosome distance is given by: lm =
1/L

∫ L
l rg(r) dr = ρ−1

b . The pair function g(r) can be com-
puted from the analytical form [Equation (42)], where for
short distances r only a few modes N < r/l are contribut-
ing. In Figure 15, to get the complete pair function, we
proceed as in Figure 13 by solving the Percus equation (16)
in the semi-confinement configuration (vertical barrier: E =
∞, x < 0; E = 0, x > 0 (see subsection ‘Statistical order-
ing near an energy barrier’). At very low chemical potential,
i.e. at very low bulk density, the pair function is almost
constant (g = 1), consistent with the fact that particles are
almost isolated (and don’t interact) leading to a constant pair
distribution ρ2(r) = ρ2

b : all inter-nucleosomal distances are
equiprobable. When increasing the chemical potential, par-
ticles interact resulting in oscillations in the pair function,
whose amplitude (resp. period) increases (resp. decreases)
with the density (Figure 15): around each particle there
is preferential periodic ordering (of period l∗) of flanking
particles. Sufficiently far from the reference particle, the
pair function tends to the value g = 1 of the diluted (unor-
ganized) fluid, as well as ρw(r) tends to the bulk density
ρb. The origin of the oscillations (internal ordering) is by
definition the same as the one previously described in the
density profiles for the semi-confined fluid near an infinite
wall (Figure 13). Here, each particle acts as a confining wall
in its reference frame.

It is quite interesting to note that the typical inter-
nucleosome distance is actually l the size of the hard rods:
the typical (most probable) configuration consists in having
neighboring hard rods in contact (i.e. linker size d(s) = 0),

and this whatever the chemical potential value (Figure 15).
For hard rods, this typical distance thus differs from the
NRL l∗ which rather corresponds to the order parameter of
the fluid. The ordered phase of the dense uniform hard-rod
fluid is indeed characterized by this period l∗ and the damp-
ing length λ of the pair function. As shown in Figures 16(a)
and (b), the attenuation of the oscillations and the relax-
ation towards the asymptotic value 1 is indeed exponential
with a well-defined characteristic correlation length λ; these
oscillations are periodic with a well-defined period l∗. The
computation of these characteristic lengths from the analyti-
cal expression of the pair function [Equations (42) and (44)]
is not obvious; so we used numerical calculations to produce
the results shown in Figure 16. In Figure 16(c) is reported the
evolution of the characteristic lengths λ and l∗, as compared
to the mean inter-nucleosome distance lm, as a function of
the chemical potential μ̃. Let us first point out that peri-
odic ordering could only be defined for μ̃ > μc = ln l,
which corresponds to the transition point of the ρb versus μ

plot in Figure 14. At this critical point, for hard rods of
size l = 146 bp, l∗ = 1.45l = 212 bp and lm = 0.36−1l =
405 bp. The damping length is λ = 1.18l = 172 bp. More
interestingly, for a higher chemical potential μ̃ = −1 kT
corresponding to a bulk occupancy of ρbl = 0.74, we find a
period of l∗ = 1.22l = 178 bp and lm = l/0.74 = 198 bp.
The damping length is λ = 2.5l = 365 bp which means
that at a distance ∼6 from the (wall) particle, the ordering
strength (i.e. the density ‘excess’: ρ(6l) − ρb) is 10 fold less
than the one observed next to the reference particle (wall).
At a distance of 12l, ordering is lost (the density excess
is 100 fold less than the one observed next to the refer-
ence particle). By further increasing μ̃, we are entering the
solid-like phase and the period l∗ varies slowly, from l∗ =
1.2l = 175 bp (lm = l/0.78 = 187 bp) for μ̃ = 0 kT to l∗ =
1.16l = 169 bp (lm = 1/0.84 = 174 bp) for μ̃ > 4 kT. Note
that the in vivo experimental value l∗ = 168 bp observed
in budding yeast would thus correspond to the solid-like
(saturated) phase with an occupancy of at least 84%. At
this global density, the S. pombe NRL value l∗ = 151 bp
would then correspond to a reduced hard-core length value
l = 130 bp.

It is important to emphasize here that in this homoge-
neous energy profile E = Eo, the density profile ρ(s) = ρb
is homogeneous and doesn’t present any oscillation as
observed in Figure 13 far from the confining energy bar-
riers. To observe a similar ordering pattern in the density
profile one has to introduce a vertical barrier in the energy
landscape. This will be discussed in the subsection ‘Sta-
tistical ordering near an energy barrier’. Experimentally,
the NRL is measured through an enzymatic digestion pro-
cedure followed by a gel characterization of digestion
products. Restriction enzymes like MNase preferentially
digest linker DNA (‘naked’ DNA) resulting in mono-, di-,
tri- ... nucleosome DNA fragments whose length distribu-
tion is quantified by gel migration (Blank and Becker 1995).
For a well-ordered primary structure, the digestion pattern
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(a) (b)

(c)

Figure 16. (a) Pair function g(r) of a dense (uniform, E(s) = Eo = cste) hard-rod fluid. The residual chemical potential is μ̃ = 0 which
gives a bulk density ρbl = 0.78. The statistical ordering of this dense phase is characterized by the period and the range of the oscillating
pattern: (inset) ln (gm(i)l − 1) as a function of pm(i) − l, where gm(i) is the value of the pair function at the ith extremum and pm(i) is the
position of the ith extremum: maximum (red points) and minimum (green points) of the pair function. The linear regression gives a slope
−λ = −1.9l, with λ defining the damping length. (b) Position pm(i) of the ith maxima (red) or minima (green) as a function of i. The
linear regression gives the mean period of the oscillations l∗ = 1.2l. (c) Evolution of the ordering range λ (black) and the mean period
l∗ (red) as a function of the chemical potential μ̃. Both lengths are measured as explained in (a) and (b). In blue is reported the mean
inter-nucleosome distance lm = ρ−1

b as a function of μ̃.

hence reveals regularly spaced gel bands (Figure 17a) cor-
responding to the migration of oligomers of quantized size
n × l∗. It is usually extracted from the intensity profile
(Figure 17b) as the period of the oscillation (by a linear
regression as illustrated in Figure 16). Formally this diges-
tion profile is reminiscent of the pair distribution and the
NRL coincides with the period l∗ of this pair function
(actually the MNase profiles are rather related to the pair
function of linkers). As already mentioned, it depends on
the organism and the cell type. It has been shown by in
vitro experiments, supported by theoretical investigations,
that the NRL plays a crucial role in the formation of higher-
order chromatin structure (Bednar et al. 1998; Dorigo et al.
2004; Mergell et al. 2004; Lesne and Victor 2006; Robin-
son et al. 2006; Kepper et al. 2008; Depken and Schiessel
2009).

Statistical ordering near an energy barrier
As already illustrated in Figure 13, a simple way to pro-
duce periodic positioning without any local ‘positioning’
signal (i.e. energy traps) is to introduce energy barriers, i.e.
exclusion regions (Kornberg and Stryer 1988; Chevereau
et al. 2009; Möbius and Gerland 2010; Vaillant et al. 2010).
These inhibitory energy barriers can be encoded in the DNA
sequence via unfavorable sequences that potentially resist

Figure 17. Gradual increase of NRL by histone H1. (a) Chro-
matin was assembled in histone depleted embryo extracts comple-
mented with core histones and the indicated amounts of histone
H1. (b) Plot profile of the first lane of each MNase digestion in (a).
Peaks of mono- (M), di- (D) and tri-nucleosomes (T) are indicated.
Adapted from Blank and Becker (1995).

to the structural distortions required for nucleosome for-
mation (e.g. the presence of poly(dA:dT) (Bao et al. 2006;
Field et al. 2008; Mavrich et al. 2008a; Kaplan et al.. 2009;
Segal and Widom 2009b) or particular sequences that may

D
ow

nl
oa

de
d 

by
 [

B
ib

lio
th

èq
ue

 D
en

is
 D

id
er

ot
 -

 E
N

S 
de

 L
yo

n 
- 

B
IU

 L
sh

 -
 I

A
O

 ]
, [

va
ill

an
t c

ed
ri

c]
 a

t 0
8:

59
 3

0 
A

ug
us

t 2
01

2 



Frontiers in Life Science 45

recruit transcription factors (Pusarla et al. 2007; Hartley
and Madhani 2009; Kaplan et al. 2009) or/and other pro-
tein complexes such as chromatin regulators (Whitehouse
and Tsukiyama 2006; Clapier and Cairns 2009; Teif and
Rippe 2009) that may compete with the nucleosomes.

Infinite energy barriers
As shown in Figure 18(a), near an infinite energy barrier,
when progressively increasing the chemical potential μ̃, sta-
tistical ordering becomes more and more pronounced and
manifests as periodic oscillations in the density (and occu-
pancy) profile very similar to what we have observed in the
pair function in Figure 15. Indeed, as explicitly used in sub-
section ‘Inter-nucleosomal distance’, the density ρ(s) near
an infinite wall [ρw, Equation (42)] takes the same form,
up to a multiplicative factor, as the pair correlation func-
tion in an homogeneous landscape. Thus, the (positional)
statistical ordering can again be characterized by the two
characteristic lengths, the damping length λ and the period
of the spatial modulation l∗.

Of course there is the question of the biological rele-
vancy of such periodic ordering induced by infinite barriers.
As a very convincing example of biological interest, we
report in Figure 19(a), the experimental nucleosome posi-
tioning data around CTCF sites obtained by Fu et al.
(2008) in human cells. The binding protein CTCF has
been extensively studied for its impact on imprinting and
X-inactivation (Lee 2003). It is known to bind to insula-
tor elements to prevent heterochromatin spreading and may
function as a transcriptional repressor or activator (Klen-
ova et al. 1993; Burcin et al. 1997; Ohlsson et al. 2010). As
shown in Figure 19(b), the remarkable nucleosome order-
ing observed on both sides of the CTCF bound proteins
and that progressively vanishes for distances larger than
1 kbp is remarkably reproduced by the statistical position-
ing predicted by numerically solving the Percus equation
[Equation (16)] in a flat energy landscape with an infinite
energy barrier of width 240 bp positioned at the CTCF site.
A good agreement is actually obtained for a chemical poten-
tial value μ̃ = −2 kT which yields for the NRL a value
l∗ = 185 bp very close to the 190 bp estimated experimen-
tally. Consistently, the predicted damping length accounts
quite well for the exponential decay of the nucleosome
ordering observed in the data.

Finite energy barrier
Inhibitory energy barriers encountered along eukaryotic
chromosomes can be of variable shape. As we will discuss
in the next section ‘A sequence-dependent physical model
of nucleosome occupancy’, the ones that are encoded in
the mechanical properties of the DNA double helices are
typically of a few kT high. Their width is at most of the
order of a nucleosome DNA wrapping length. So there is

a need to quantify the effect of the energy barrier char-
acteristics on the statistical positioning observed nearby
these obstacles. In Figure 20, we summarize the numeri-
cal results obtained when solving the Percus equation with
an energy barrier of variable height emerging at the center
of a flat energy landscape. In agreement with the experi-
mental observation in budding yeast (Figure 1), we fixed
the barrier width to w = 180 bp (which allows a nuclosome
to form for small barrier height as shown in Figure 20a).
For the chemical potential value μ̃ = −1, 0, 4 and 10 kT,
corresponding to high nucleosome bulk occupancy (0.74,
0.78, 0.83 and 0.84), we have computed the NRL l∗ and
the maximal density value ρw obtained near an energy bar-
rier for different values of the barrier height ranging from 1
to 20 kT (Figure 20b). Let us first note that above 5 kT, l∗
and ρw reach the asymptotic values of the infinite wall case.
If the height of the energy barrier does not significantly
affect the NRL, it has a clear influence on the maximum
density ρw which increases between low (< 1 kT) and high
(>5 kT) barrier height by 2, 2.5 and 3.5 fold for μ = −1, 0
and >4 kT respectively.

Bistability induced by statistical confining in between
two energy barriers
When analyzing the nucleosome occupancy profiles
obtained in vivo in budding yeast (Figures 1 and 2), we
realize that nucleosome depleted regions commonly called
the Nucleosome Free Region (NFR) are distributed along
the chromosomes with a mean separation distance ∼1–
2 kbp (Chevereau et al. 2009; Vaillant et al. 2010; Arneodo
et al. 2011). This observation raises the issue of the statis-
tical confining of nucleosomes in between two inhibitory
energy barriers that are separated by a distance L of a
few nucleosome DNA wrapping lengths l. As illustrated
in Figure 18(b) for the very simplified situation of a flat
energy landscape bordered by two infinite energy barriers,
when solving the Percus equation (16) for increasing values
of the chemical potential μ̃, we observe the establishment
of a clear statistical ordering near the two bordering energy
barriers, as previously shown in Figure 18(a), that progres-
sively invades the system to transform into a clear periodic
packing at high nucleosome (hard rod) density. The more
nucleosomes are confined, the more they adopt a long-range
and compact periodic organization with the inter-boundary
distance L as a fundamental control parameter.

The problem of stacking hard rods of size l = 146 bp in
a box of size L with infinite wall boundaries is actully easy to
solve (Chevereau 2010). For a given (rather high) value of
the chemical potential μ̃, the theoretical weighted probabil-
ity of a n-nucleosome configuration is shown in Figure 21(d)
for various n-values as a function of the inter-barrier dis-
tance L. The nucleosome occupancy profile is then obtained
as the weighted sum of each n = 1, 2, . . . nucleosome
occupancy profiles (Figures 21a–c). Thus this theoretical
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(a) (b)

Figure 18. Evolution of the density profile ρ(s) with the chemical potential μ̃ from μ̃ = −5 kT (black) to +5 kT (red). Statistical
confinement near an infinite wall (a) and in between two infinite energy barriers (b).

(a)

(b)

Figure 19. (a) Aggregation of nucleosome signals around CTCF sites from the experiment of Fu et al. (2008). The coordinate origin is
set to the 5′ end position of the 20 bp-long CTCF sites. Schematic arrangement of nucleosomes (blue ovals) around a CTCF binding site
(orange rectangle). Blue arrows indicate sequence tags on the same strand as the CTCF site (nucleosome 5′ extremity) and orange arrows
indicate opposite-strand tags (nucleosome 3′ extremity). In green (resp. purple) are reported the 5′ (resp. 3′) extremity nucleosome counts
in the absence of bound-CTCF. (b) Modelling of the data in (a) obtained by solving the Percus equation (16) in a flat energy landscape
with an infinite energy barrier centered on the CTCF site and of width 240 bp (gray area) and a chemical potential value μ̃ = −2 kT.

situation predicts the existence of ‘crystallization’ domains
that are characterized by a single dominating crystal n con-
figuration (Figures 21a and c) with a NRL that increases
with L over the range lmin < NRL ∼ L/n < lmax as shown
in Figure 22. Importantly, this model also predicts that in
between the crystal n (Figure 21a) and n + 1 (Figure 21c)
domains, there exists a coexistence domain where these two
(or more) crystalline configurations contribute statistically
to an apparently irregular occupancy profile (Figure 21b).

As clearly seen on the NRL in Figure 22, as the inter-
barrier distance L increases, the extent of crystal domains
is expected to decrease to the benefit of the bistable (or
multistable) coexistence domains. At very large L, peri-
odic packing is lost at the center of the system where the
nucleosome positioning is no longer dictated by the long-
range influence of the bordering infinite walls. The NRL
l∗ is no more L-dependent and tends to the value of the
uniform system (Figure 16c) at the chemical potential μ̃.

(a) (b)

Figure 20. Statistical periodic ordering observed near an energy barrier as a fuction of the barrier height. (a) Density profiles obtained
by solving the Percus equation (16) in a flat energy landscape with a finite energy barrier of width l = 180 bp centered at s = 0 (gray area)
and a chemical potential value μ̃ = 4 kT. The profiles correspond to barrier heights ranging from 1 kT (black) to 20 kT (red). (b) NRL l∗
(dots) and wall density value ρ(s = ±90) = ρw (curves) as a function of the barrier height, extracted from the density profiles (see (a)) at
different values of the chemical potential : μ = −1 kT (black), μ = 0 kT (red), μ = 4 kT (green) and μ = 10 kT (blue).
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(a)

(b)

(C)

(d)

Figure 21. Theoretical probability of nucleosome occupancy at each point of a box of size L bordered by two infinite walls. (a) Box large
enough to shelter five nucleosomes (green). (b) Larger box where the two dotted configurations are possible; the weighted average of the
5 and 6 nucleosome crystal-like profiles yields an irregular-looking average profile (red). (c) Larger box where six nucleosomes can be
inserted without being tightly packed. (d) Probability of crystal configurations with a fixed number n of nucleosomes with respect to the box
size L. Vertical colored lines correspond to the inter-barrier distances L used respectively in (a), (b) and (c). While only one configuration
has clearly the highest probability for (a) and (c), two configurations are equally probable in (b), which justifies the superposition. The
distances are expressed in nucleosome length units (hard core length l).

Figure 22. Theoretical NRL l∗ dependency on the box size L
(see Figure 21); black dotted lines correspond to a fixed number n
of nucleosomes and the red lines to the NRL size at a given chem-
ical potential μ̃ = 4 kT. Vertical gray shaded bands correspond to
the bistable domains. The distances are expressed in nucleosome
length l units.

Altogether, these theoretical results demonstrate the cru-
cial role of the inter-barrier distance L as a fine control of
chromatin structure.

As pointed out in a previous study (Chevereau et al.
2009; Vaillant et al. 2010; Arneodo et al. 2011), in S. cere-
visiae, NFR are mainly observed in vivo at transcription
start sites (TSS) and transcription termination sites (TTS).
Whatever the origin of the underlying energy barriers, this
observation suggests that the chromatin organization inside
budding yeast genes is susceptible to being described by a
phenomenological model as simple as the one previously
studied in Figures 21 and 22. As reported in Figure 23, when
ordering budding yeast genes by the distance L that sepa-
rates the first (5′) and last (3′) nucleosome, we obtain a 2D
map that reveals a striking organization of the nucleosomes’

distribution inside the genes. (Note that we use L as a
substitute of the distance L ∼ L + 188 between the 5′ and 3′
NFRs which is more difficult to measure accurately because
of the NFR shape variability.) Small genes (L < 1.5 kbp)
present a clear periodic packing in between the two bor-
dering NFRs with a well-defined number n of regularly
spaced nucleosomes (Figure 23c). As the interdistance L
increases, these ‘crystallized’ genes cluster into L-domains
with the gene having the same number of nucleosomes, for
n = 2 to about 9 nucleosomes. For rather large gene sizes
(L > 1.5 kbp), the nucleosome positioning appears periodic
essentially at the two boundaries and fuzzy in the middle
where the confinement induced by both boundaries is too
weak to constrain the positioning of the central nucleosomes
(Figure 23a). This intra-genic nucleosome organization is
totally consistent with the statistical ordering mechanism
induced by exclusion from the boundaries except that to
quantitatively account for the in vivo data in Figures 23(b)
and (c), we had to consider in our theoretical modelling
finite-size linear energy barriers of height EM = 6 kT and
width � = 80 bp and a chemical potential value μ̃ = 1 kT
so that the nucleosomes cover 75% of the yeast genome as
observed in vivo (see Vaillant et al. 2010, for more tech-
nical details). This peculiar linear shape of the bordering
energy barriers actually amounts to imposing a constant
force F = EM /� = 6 kT/27.2 nm ∼ 1 pN on both sides of
the intra-genic nucleosome array. Note that 1 pN is com-
parable and actually a little less than the few piconewton
tensions generated by elongating polymerases (Wang et al.
1998; Hall et al. 2009) and helicases (Strick et al. 2003;
Lionnet et al. 2006) suggesting that these enzymes can dras-
tically affect the nucleosome ordering observed inside yeast
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Figure 23. 2D-map of nucleosomes along budding yeast genes.
(a) The 4554 genes are ordered vertically by the distance L between
the first (5′) and last (3′) nucleosomes. The nucleosome occupancy
profile of each gene is figured along a horizontal line: red dots
correspond to the minima of nucleosome occupancy; nucleosomes
occupy the white zones; in vivo data are retrieved from Lee et al.
(2007). (b) Predictions of our theoretical modelling (blue) with
fixed force boundary energy barriers (see text and Vaillant et al.
(2010)) drawn on top of experimental data (red). Insets: mean
experimental (red) and theoretical (blue) nucleosome occupancy
profiles for crystal genes harboring 5 nucleosomes (right, top),
6 nucleosomes (right, bottom) and for bi-stable genes with 5/6
nucleosomes. (c) Zoom on the first 2000 genes in (b); gray-shaded
areas correspond to some bi-stable L-domains. In (b) and (c), the
black curves indicate the 5′ and 3′ end positions of the theoretical
excluding nucleosome energy barriers.

genes. Hopefully, probably thanks to chromatin remodellers
that are found all over yeast chromosomes likely increasing
the effective temperature (Rippe et al. 2007), equilibrium
statistical nucleosome ordering will be recovered along
most genes with a characteristic time much shorter than
the typical time separating the successive chromatin alter-
ations induced by elongation. In a work under progress, we
are revisiting the experimental in vitro nucleosome posi-
tioning data of Zhang et al. (2011) under the scope of
our theoretical modelling with the idea that the 1 pN con-
fining force previously found to account for the in vivo

intra-genic nucleosome organization might well result from
active remodelling at the 5′ end of most yeast genes.

But what is remarkable in the results reported in
Figure 23 (Chevereau et al. 2009; Vaillant et al. 2010) is
the functional implications of the intra-genic chromatin
structure of yeast genes. In agreement with the predic-
tions of our thermodynamical modelling, we have been
able to identify two main classes of in vivo intra-genic
nucleosome organizations: crystal-like genes with regularly
positioned nucleosomes and bi-stable genes with rather
irregular nucleosome occupancy profiles resulting from the
coexistence of two possible crystal-like states with different
compaction levels, a weakly compacted n nucleosome state
and a highly compact n + 1 nucleosome state. As compared
to crystal-like genes that present a constitutive expression
level, bi-stable genes show a higher transcriptional plastic-
ity and are more sensitive to chromatin regulators. Indeed,
by means of a single nucleosome switching, bi-stable genes
may drastically alter their expression level in response to
external changes. In that context, a less intuitive result is
the fact that the transcription rate tends to increase when
the NRL decreases, so when the linear compaction level
increases. A very similar trend has been also observed
recently in human cells by Valouev et al. (2011). Several
possible interpretations of this coupling between intra-genic
chromatin and polymerase elongation process have been
proposed (Vaillant et al. 2010) including the fact that a short
linker size would rather lead to a loose 30 nm fiber favoring
the accessibility and sequential action of components of the
elongation machinery (Lesne and Victor 2006).

The nucleosome structure of promoters and its implica-
tions in transcription initiation has been studied in various
organisms from yeast to human including the nematode and
Drosophila (Bernstein et al. 2004; Lee et al. 2004; Yuan
et al. 2005; Lee et al. 2007; Ozsolak et al. 2007; Mavrich
et al. 2008a; Miele et al. 2008; Shivaswamy et al. 2008;
Tirosh and Barkai 2008; Valouev et al. 2008; Arneodo et al.
2011). In Chevereau et al. (2009), and Vaillant et al. (2010),
we have identified a new paradigm of transcriptional con-
trol mediated by the stability and the level of compaction
of the intra-genic chromatin architecture. To what extent
these chromatin mediated regulation processes generalize
to other eukaryotic species is a very challenging question
for future experimental and theoretical studies.

A sequence-dependent physical model of nucleosome
occupancy
As shown previously with CTCF (subsection ‘Infinite
energy barriers’, Figure 19), in vivo nucleosome occupancy
and positioning can be locally controlled by external fac-
tors: the stable binding of proteins or protein complexes
at a genomic locus act as an ‘effective’ vertical barrier
that induces stretches of periodically distributed nucleo-
somes in agreement with a statistical ordering principle.
‘Chromatin regulators’ such as chromatin remodellers have

D
ow

nl
oa

de
d 

by
 [

B
ib

lio
th

èq
ue

 D
en

is
 D

id
er

ot
 -

 E
N

S 
de

 L
yo

n 
- 

B
IU

 L
sh

 -
 I

A
O

 ]
, [

va
ill

an
t c

ed
ri

c]
 a

t 0
8:

59
 3

0 
A

ug
us

t 2
01

2 



Frontiers in Life Science 49

Figure 24. Our physical modelling consists of computing the energy cost to bend a DNA fragment of length lw into almost two turns of
the DNA double helix which are involved in the crystallized nucleosome particle (radius R = 4.19 nm, pitch P = 2.59 nm). Adapted with
permission from Richmond and Davey (2003). Copyright 2003 by Nature Publishing Group.

a fundamental role in shaping in vivo primary structure.
Some remodellers, in combination with DNA binding fac-
tors or/and chromatin modifiers, are targeted to specific
genomic loci or histone epigenomic marks, to actively
eject [e.g. RSC (Hartley and Madhani 2009; Wang et al.
2011b)] or maintain [e.g. RSC (Moreira and Holmberg
1999; Floer et al. 2010), Mit1 (Garcia et al. 2010)] nucleo-
somes. Besides these ‘extrinsic’ regulations of nucleosome
positioning/occupancy, there may also exist an ‘intrinsic’
contribution from the sequence-specificity of histone–DNA
interactions. The question of the sequence-specificity and
of the role it plays in vivo has been extensively studied for
the last 30 years. However there is still no consensus on
it. According to recent reports (Peckham et al. 2007; Yuan
and Liu 2008), in S. cerevisiae, no more than 20% of the
in vivo nucleosome positioning above what is expected by
chance is determined by intrinsic signals in the genomic
DNA. As reported in ‘In vivo and in vitro genome-wide
primary structure of chromatin’, the recent availability of
in vivo and in vitro genome wide nucleosome occupancy
data (Figures 1, 2 and 10) (Lee et al. 2007; Kaplan et al.
2009) has led to a renewal of interest in modelling nucleo-
some organization along the 10 nm chromatin fiber. Thus a
model of DNA-sequence dependent nucleosome position-
ing based on statistical learning (Field et al. 2008; Kaplan
et al. 2009) was shown to be significantly predictive of the
nucleosome organization in vivo in budding yeast as well
as in other organisms like fly and human. In the spirit of
the physical modelling developed in an early work (Vaillant
et al. 2005, 2006), we have recently proposed a model which
is based on the sequence-dependent DNA bending proper-
ties (Vaillant et al. 2007; Chevereau et al. 2009; Milani et
al. 2009) and, as reported in this section, which performs as
well as models based on statistical learning.

‘Intrinsic’ nucleosome formation energy landscape
To compute the free energy landscape associated with
the formation of one nucleosome at a given position s
along DNA, we will assume that (Vaillant et al. 2007) (i)
DNA is an unshearable elastic rod whose conformations

are described by the set of three local angles Ω1(s) (tilt),
Ω2(s) (roll), Ω3(s) (twist), and (ii) the DNA chain along
the nucleosome at position s is constrained to form an ideal
superhelix of radius R = 4.19 nm and pitch P = 2.59 nm as
observed in the X-ray crystallographic nucleosome struc-
ture (Luger et al. 1997; Richmond and Davey 2003) over a
total length lw which fixes the distribution of angular defor-
mations (Ωnuc

i (u − s))i=1,2,3, u = s, . . . , s + l (Figure 24).
Within linear elasticity approximation, the energy cost for
nucleosome formation is given by:

βE(s, lw) =
∫ s+lw

s

3∑
i=1

Ai

2
(Ωnuc

i (u − s) − Ωo
i (u))2 du,

(45)

where A1, A2 and A3 are the stiffnesses associated with the
tilt, roll and twist deformations around their intrinsic values
Ωo

1 , Ωo
2 and Ωo

3 , respectively. Consistently with our previ-
ous works (Audit et al. 2002; Vaillant et al. 2005, 2006,
2007), we will use here the ‘Pnuc’ structural bending table
(Goodsell and Dickerson 1994) which is mainly a trinu-
cleotide roll coding table (Ωo

2 ), with zero tilt (Ωo
1 = 0)

and constant twist (Ωo
3 = 2π/10.5). Since the values of

this bending table were arbitrarily assigned between 0 and
π/18, we have performed the following affine rescaling
Ω∗o

2 = γ (Ωo
2 − η) with η = 0.15 and γ a tuning param-

eter that controls the fluctuation range δ = 〈(E − E)2〉1/2

of the energy landscape. For example, for yeast, we have
fixed γ = 0.4 which amounts to imposing δ = 2 kT, a value
which allowed us to get comparable overall nucleosome
occupancy distributions as observed both in vitro and in
vivo (Vaillant et al. 2007).

In Figure 25 is shown the theoretical nucleosome occu-
pancy profile obtained along the yeast chromosome 2 when
fixing the model parameters to provide a very good match,
at a statistical level, with the experimental in vitro (Kaplan
et al. 2009) and in vivo (Lee et al. 2007) data. The 2D
map in Figure 25(a) actually represents the evolution of
the nucleosome occupancy probability P(s) when increas-
ing the mean residual chemical potential μ̃. In Figure 25(b)
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(a)

(b)

Figure 25. (a) 2D map representing the theoretical nucleosome occupancy probability P(s) [Equation (37)] along a 12 kbp long fragment
of the budding yeast chromosome 2 as a function of the residual chemical potential μ̃ = μ − E (Chevereau et al. 2009): dark blue
corresponds to low probability and red to high probability. The two white occupancy profiles are the theoretical profiles obtained for
μ̃ = −6 kT and −1.3 kT that correspond to a genome nucleosome coverage of 30% and 75% as observed in vitro (Kaplan et al. 2009) and
in vivo (Lee et al. 2007) respectively; the corresponding in vitro and in vivo experimental nucleosome occupancy profiles are shown in red
for comparison. (b) The corresponding energy landscape E(s) computed with the following parameter values: δ = 〈(E − E)2〉1/2 = 2 kT
and lw = 125 bp (see text).

is shown the predicted energy landscape when fixing the
effective nucleosome wrapping length to lw = 125 bp, a
value which is smaller than the typical and well accepted
146 bp nucleosomal DNA length (Luger et al. 1997). This
suggests that sequence-specificity is effectively dominated
by the wrapping around the H3–H4 tetramer. Note that the
hard-core length l that we consider for the computation of
the nucleosome density remains l = 146 bp. Interestingly,
Figure 25(a) enlightens the fundamental role of the energy
landscape and its topography (amplitude, size and distri-
bution of favorable and unfavorable regions) that entirely
control the fluctuations in the nucleosome occupancy pro-
file but in a non-trivial (nonlinear and non-local) manner
that depends on the chemical potential.

As shown in Figure 26, the histone octamer sequence
specificity can be estimated at a low value of the chemi-
cal potential μ̃ (= −6 kT) for a diluted system where the
ratio of the nucleosome densities at two different points s1
and s2 (here separated by 1 kbp) is given by ρ(s1)/ρ(s2) �
e−β(E(s1)−E(s2)). For a more concentrated system at a higher
value of μ̃ (= 0 kT), the difference in energy �E12 =
E(s1) − E(s2) is no longer sufficient to specify the den-
sity difference between the two points as the consequence
of the interactions between particles. Thus at high nucle-
osome density, a same nucleosome formation energy can
lead to very different nucleosome densities due to different
energetic environments.

The main feature in the nucleosome occupancy heat map
shown in Figure 25(a) is the fact that the highest energy
barriers present in the energy landscape (Figure 25b) corre-
spond to regions that are robustly depleted in nucleosomes
whatever the overall nucleosome density. At low density
(low μ̃ values), the confinement is weak and the nucleo-
somes distribute everywhere in between the highest energy
barriers according to the energy landscape fluctuations.

Figure 26. ln (ρ(s1)/ρ(s2)) versus �E12 = E(s1) − E(s2),
where ρ(s1) (resp. ρ(s2)) is the nucleosome density (computed as
explained in the text, from the budding yeast genome) and E(s1)
(resp. E(s2)) the nucleosome formation energy at the position
s1 (resp. s2). The crosses correspond to two statistical sam-
ples in a diluted (μ̃ = −6 kT, red) and dense (μ̃ = 0 kT, black)
non-uniform fluid.

When the nucleosome density is increased, ordering
progressively appears leading to an overall organization
with ‘crystal-like’ phases of regularly positioned nucle-
osomes confined near or in between excluding energy
barriers, coexisting with ‘fluid-like’ phases where ordering
is lost, in agreement with the statistical ordering principles
described in the section ‘Statistical positioning’.

Remark: As illustrated in Figure 25(b) and in Figure 43,
see later on, the energy landscape computed in budding
yeast presents a disordered topography as the consequence
of the ‘disordered’ organization of the underlying genome;
similar genome wide behavior is observed for Hemias-
comyta yeasts as well as for S. pombe. As we shall see in
the concluding section, at the genome scale, this genomic
‘disorder’ is characterized by (almost) gaussian statistics
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(a)

(b)

(c)

(e)

(d)

Figure 27. Energy landscape E(s) computed with the following parameter values: δ = 〈(E − E)2〉1/2 = 2 kT and lw = 125 bp along
10 kbp fragments of the chromosome 1 of C. elegans (green). Disordered patterns (regions D1, D2 and D3) are alternating with regular
patterns, either quasi-flat (regions F1, F2, F3, F4 and F5) or periodic with periodic stretches of barriers/wells (R1 and R2). In red are
reported the experimental occupancy data δY (s) of Valouev et al. (2008).

and long-range correlations. However, besides this dis-
ordered organization, genomes of higher eukaryotes are
largely composed by repeated sequences (Richard et al.
2008) that lead to ‘periodic’/regular patterns in the energy
landscape as shown in Figure 27 for C. elegans. The shape
of the regular patterns depends on the repeated motif (in par-
ticular the motif’s size) and interestingly, for short repeats
(<10 bp) the E(s) profile can become almost flat (see part
F5 in Figure 27b). However, due to their periodic nature,
current biochemical mapping methods cannot provide any
reliable chromatin pattern in these regions (see parts F1, F5
and R2 in Figure 27).

Modelling of in vitro nucleosome occupancy data in
S. cerevisiae
As shown in Figure 28 for 10 kbp fragments of various
S. cerevisiae chromosomes, when adjusting the chemi-
cal potential μ̃ = −6 kT to obtain the nucleosome density
(30%) observed in vitro by Kaplan et al. (2009) (subsection
‘In vitro nucleosome occupancy profiles’), we get nucleo-
some occupancy profiles that reproduce quite impressively
the data (Chevereau et al. 2009). The mean Pearson cor-
relation computed along the 12 Mbp of the budding yeast
genome is r = 0.74, a result which is as good as the correla-
tion value r = 0.74 (resp. r = 0.89) obtained with the Field

et al. (2008) (resp. Kaplan et al. 2009) model based on sta-
tistical learning. Furthermore, this very satisfactory mean
Pearson correlation value really reflects the pertinence and
consistency of our physical model all along the S. cere-
visiae chromosomes (Chevereau et al. 2009). As shown in
Figure 29, the histogram of correlation values computed in
1 kbp sliding windows along the entire genome is mainly
concentrated over a range 0.7 < r < 1, with a well-defined
maximum for a value as high as r = 0.85. For the sake of
comparison, we have also reported the histogram of correla-
tion values obtained between the predictions of our physical
model and those of the Field et al. (2008) statistical model.
This histogram is even more concentrated at very large r val-
ues with a rather sharp maximum for r = 0.92. This brings
the demonstration that our model based on the structural and
mechanical properties of the DNA double helix performs
as well as rather sophisticated models requiring statistical
learning (Field et al. 2008; Kaplan et al. 2009; Tillo and
Hughes 2009). This is confirmed in Figure 30 where the
experimental in vitro distribution of nucleosome occupancy
values and auto-correlation function (Figures 10c and d)
are quite well reproduced by our physical model. Impor-
tantly as observed in the data (Figure 10d), our physical
model for low μ̃ predicts (as dictated by the energy pro-
file) no oscillatory modulation of the (power-law) decay of
the auto-correlation function of the nucleosome occupancy
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(a)

(b)

(c)

(d)

Figure 28. Comparison between the experimental occupancy profile from the in vitro MNase-seq experiment of Kaplan et al. (2009)
(orange), the theoretical low-density occupancy profile (blue) and the energy landscape (green) (subsection “Intrinsic’ nucleosome for-
mation energy landscape’) over regions of 10 kbp of several S. cerevisiae chromosomes. The theoretical predictions were obtained with
the following parameter values: μ̃ = −6 kT, δ = 2 kT and lw = 125 bp.

Figure 29. Histograms of Pearson correlation values r as mea-
sured in a 1 kbp sliding window between our physical modelling
(μ̃ = −6 kT, δ = 2 kT and lw = 125 bp) and the Kaplan et al.
S. cerevisiae in vitro MNase-seq data (Kaplan et al. 2009) (light
blue), Field et al. statistical model (Field et al. 2008) (pink) and a
random occupancy landscape (black).

thereby confirming the absence of statistical ordering at low
nucleosome density.

Remark: Let us mention that other attempts to describe
nucleosome positioning in S. cerevisiae based on sequence-
dependent nucleosome score (N-score) models built from
the learning on two training sets of sequences, one corre-
sponding to nucleosome sequences and the other one to
linker sequences, do not provide competitive predictions
(Peckham et al. 2007; Yuan and Liu 2008). For example, the
Peckham et al. model performance for Kaplan et al. in vitro
MNase-seq data is rather modest as quantified by a mean
Pearson correlation r = 0.48. Concerning other physical
models proposed using either different di- or tri-nucleotide
coding tables (Miele et al. 2008) rather than the PNuc cod-
ing table used here or constructed ab initio (Tolstorukov
et al. 2007; Morozov et al. 2009; Tolkunov and Moro-
zov 2010), the obtained performances are even poorer, e.g.
r = 0.38 for the Miele et al. model, and r = 0.01 for the
Tolstorukov et al. model. However, very recent physical
modelling based on a new ab initio computation of DNA
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(a) (b)

Figure 30. Comparing the predictions of our physical modelling (μ̃ = −6 kT, δ = 2 kT and lw = 125 bp) with the Kaplan et al. S. cere-
visiae in vitro MNase-seq data (Kaplan et al. 2009). (a) Histograms of nucleosome occupancy Y (s) values centered at their typical value:
model (blue), in vitro data (orange). (b) Corresponding auto-correlation function C(�s) = 〈δY (s)δY (s + �s)〉; the green curve corresponds
to the auto-correlation function of the theoretical nucleosome formation energy profile (see the chromosome 7 panel in Figure 28).

(a)

(b)

(c)

(d)

Figure 31. Comparison between the experimental occupancy profile from the in vivo MNase-chip experiment of Lee et al. (2007) (red),
the theoretical high-density occupancy profile (blue) and the energy landscape (green) (subsection “Intrinsic’ nucleosome formation energy
landscape’) over regions of 10 kbp of several S. cerevisiae chromosomes. The theoretical predictions were obtained with the following
parameter values: μ̃ = −1.3 kT, δ = 2 kT and lw = 125 bp.

sequence-dependent elasticity provides a very good match
at TSS and TTS of yeast genes (Deniz et al. 2011).

Modelling of in vivo nucleosome occupancy data in
S. cerevisiae
As shown in Figure 31 for various budding yeast chro-
mosomes (same 10 kbp contigs as in Figure 28), when
increasing the chemical potential μ̃ (= −1.3 kT) to reach

the in vivo nucleosome density (75%), our physical model
predicts nucleosome occupancy profiles that are still in good
agreement with the experimental data (Chevereau et al.
2009). However, as reported in Figure 32(a), the histogram
of Pearson correlation values is significantly shifted to lower
values as compared to the one previously obtained at lower
(in vitro) nucleosome density in Figure 29, with a mean
value r = 0.33 and a rather wide support. The weakest cor-
relations observed with our model are also shared by other
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(a) (b) (c)

Figure 32. Histograms of Pearson correlation values r between the Lee et al. S. cerevisiae in vivo MNase-chip data (Lee et al. 2007)
and our physical modelling (μ̃ = −1.3 kT, δ = 2 kT, lw = 125 bp) (blue), Yuan and Liu (2008) model (pink) and a random occupancy
landscape (black). The Pearson correlation was measured in a 1 kbp sliding window over the 16 yeast chromosomes: (a) no shift d = 0
between the theoretical and experimental signal; (b) for a shift dM that maximizes the correlation; (c) histogram of optimal shift dM values.
In (a,b), the green dots correspond to the histogram of Pearson correlation values obtained between the in vivo data and the theoretical
nucleosome formation energy profile (actually with the affinity −E(s)) (see the chromosome 7 panel in Figure 31).

(a) (b)

Figure 33. Comparing the predictions of our physical modelling (μ̃ = −1.3 kT, δ = 2 kT, lw = 125 bp) with the Lee et al. (2007)
S. cerevisiae in vivo MNase-chip data. (a) Histograms of nucleosome occupancy Y (s) values centered at their typical value: model (blue),
in vivo data (red). (b) Corresponding auto-correlation function C(�s) = 〈δY (s)δY (s + �s)〉.

models based on statistical learning like the Yuan and Liu
(2008) model that yields a Pearson correlation histogram
very similar to the one obtained with our physical model
(Figure 32a), the Field et al. (2008) model (r = 0.39), the
Kaplan et al. (2009) model (r = 0.34) and the Peckham
et al. (2007) model (r = 0.22). As a careful inspection
of the theoretical and in vivo experimental nucleosome
occupancy profiles in Figure 31 seems to indicate, these
weakest correlations result from two main features, namely,
(i) experimental NFRs that do not correspond to genomic
energy barriers but more likely result from the action of
external factors like transcription of other proteic factors
(TF, Insulators, PIC…) and (ii) regions (up to 1 kbp) where
the experimental nucleosomal pattern is shifted by a few
tens bp with respect to the predicted nucleosomal pattern as
the possible outcome of ATP consuming remodelling fac-
tors. We will come back to this point in more details in the
next subsection.

Let us emphasize that at a statistical level, our phys-
ical model accounts very well for the in vivo distri-
bution of nucleosome occupancy values obtained from
the Lee et al. (2007) MNase-chip data (Figure 33a) as
well as for the harmonic modulation with a period l∗ =
172 bp which is slightly larger than the NRL l∗ = 167 bp

Figure 34. Histograms of local NRL: comparison of the pre-
dictions of our physical modelling (μ̃ = −1.3 kT, δ = 2 kT and
lw = 125 bp) for budding yeast (blue) (the same histogram is
obtained for C. elegans) with the in vivo S. cerevisiae MNase-chip
data of Lee et al. (2007) (red) and C. elegans MNase-seq data of
Valouev et al. (2008) (green).

observed in vivo in the two-point correlation function
(Figure 33b). As reported in Figure 34, the distribution
of the local NRL values obtained from the predicted
nucleosome profile is indeed shifted towards larger val-
ues (centered around l∗ = 172 bp), but present a fluctuation
range similar to the experimental distribution. Note that
the NRL computed as the periodic modulation of the
two-point correlation of the (one-point) nucleosome dis-
tribution is not stricto sensus equal to the NRL that we
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have introduced and discussed in subsection ‘Homoge-
neous energy profile E = Eo’, as characterizing the spatial
periodic modulation of the two-point nucleosome distri-
bution. The equality holds in the particular case of the
semi-confined fluids, i.e. around vertical energy barriers,
where both density and pair distribution function indeed
coincide. The extreme situation is in regions where the
density (occupancy) is almost flat (or unorganized) and
where, consequently, the two-point correlation function
(or the Fourier spectrum analysis) cannot account for the
internal periodic ordering of the nucleosomal array. These
results confirm that the stretches of well-ordered nucleo-
somes observed in vivo but not in vitro (i.e. at high but not
at low nucleosome density) are the direct consequence of
the organizing role of effective nucleosome energy barri-
ers that condition nucleosome ordering over rather long
distances consistent with the statistical physics princi-
ples (see section ‘Thermodynamical model of nucleosome
assembly’).

Remark: As noticed in the section ‘In vivo and in vitro
genome-wide primary structure of chromatin’, the fact that
our physical modelling reproduces quite well the distribu-
tion of in vivo nucleosome occupancy values obtained in S.
cerevisiae by Lee et al. (2007) (MNase-chip), questions the
reliability of the in vivo Kaplan et al. (2009) (MNase-seq)
data that surprisingly yields the same nucleosome occu-
pancy histogram as obtained in vitro (Figures 7b and 10c)
whereas the nucleosome density is more than twice bigger
in vivo (75%) than in vitro (30%).

From in vitro to vivo: ‘Intrinsic’ versus ‘extrinsic’
nucleosome positioning
The small-scale chromatin structure, as defined by the local
nucleosome occupancy, conditions the regulation of tran-
scription in particular by modulating the accessibility of TFs
to their cognate regulatory sites (Kornberg and Lorch 1999;
Li et al. 2007; Morse 2007; Rando and Ahmad 2007; Segal
and Widom 2009b). Actually, as seen in the previous sec-
tions, the nucleosome occupancy profile predicted, directly
from the DNA sequence, by our physical model using a
grand canonical description, accounts remarkably well for
the nucleosome occupancy profile observed in vitro (see
subsection ‘Modelling of in vitro nucleosome occupancy
data in S. cerevisiae’) (Vaillant et al. 2007; Chevereau et al.
2009). However, the comparison with in vivo data reveals
that the ‘intrinsic’ nucleosome positioning encoded in the
sequence can be influenced and perturbed by the action of
‘extrinsic’ factors like TFs and ATP-dependent remodellers
(Segal and Widom 2009; Radman-Livaja and Rando 2010).

Transcription factors
TFs can influence nucleosome positioning in vivo by com-
peting with histones to access to their DNA target sites
(Koerber et al. 2009). The outcome of this competition
likely depends on the relative affinities of the nucleosomes
and TFs to the underlying DNA sequence but also on
their relative concentrations (Segal and Widom 2009c). As
shown in Figures 35(a) and (b), when comparing the nucle-
osome occupancy profile predicted by our physical model

(a) (b)

(c) (d)

Figure 35. Nucleosome occupancy profiles observed in vivo (red) and predicted by our physical model for parameter values μ̃ = −1.3 kT,
δ = 2 kT and lw = 125 bp (blue) along fragments of S. cerevisiae chromosome 2 (a), 7 (b), 2 (c) and 6 (d). For comparison also represented
are the corresponding theoretical energy landscapes (green). The symbols represent the positions of TSS (red dots) and TFS (black triangle).
The arrows at TSS indicate the transcription sense.
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at high nucleosome density with the in vivo yeast data, we
observe mainly two kinds of differences. There are locations
where a NFR is observed in vivo but not in vitro as predicted
by our physical model (Figure 35a). At many other loca-
tions where some nucleosome depletion is predicted by our
model, the in vivo nucleosome occupancy profile displays
a deeper and pronounced depleted region. At a larger scale,
as seen in the intergenic region between the two divergent
yeast genes in Figure 35(b), the high concentration of TFs
coincides with a significant lowering of the in vivo mean
nucleosome occupancy. Importantly, this lowering has not
disturbed the regular nucleosome ordering predicted by
the physical model consistent with the emerging view that
nucleosome and TFs compete to occupy DNA in thermo-
dynamic equilibrium (Raveh-Sadka et al. 2009; Segal and
Widom 2009b, 2009c). Even more interesting, TFs reside
in the predicted nucleosome depleted linker regions of the
intergenic regular nucleosome array suggesting some coop-
erativity in TF binding (Adams and Workman 1995; Polach
and Widom 1996; Vashee et al. 1998; Miller and Widom
2003) as the result of a collaborative competition against
‘intrinsic’ collective nucleosome ordering and not just of
specific protein–protein interactions. Note that the theoret-
ical NFR of the anti-sense gene at the left of Figure 35(b)
has been disturbed (mainly shifted) by the binding of TFs
that have induced a second NFR nearby possibly catalyzed
by remodelling factors.

ATP-dependent chromatin remodelling factors
Nucleosome positioning can also be controlled by a family
of enzymes that consume the energy from ATP hydroly-
sis to move nucleosomes to different locations along the
DNA or even to disassemble nucleosomes (Tsukiyama and
Wu 1997, Längst et al. 1999; Lorch et al. 1999; Travers
1999; Whitehouse et al. 1999, 2007; Peterson and Work-
man 2000; Hamiche et al. 2001; Angelov et al. 2003; Boeger
et al. 2008; Shivaswamy et al. 2008; Hartley and Madhani
2009; Clapier and Cairns 2009). In vitro these molecular
motors were shown to actively drive nucleosomes away
from presumed equilibrium positions (Montel et al. 2007;
Rippe et al. 2007) and this regardless of the underlying
DNA sequence. As illustrated in Figures 35(c) and (d),
some in vivo nucleosome occupancy patterns including the
5′ NFR (resp. 3′ NFR) and the flanking ordered nucleo-
somes inside the corresponding genes are globally shifted
by ∼50–100 bp from their predicted positions by our DNA
sequence directed grand canonical modelling. This obser-
vation is confirmed statistically in Figures 32(b) and (c)
where we have re-computed the Pearson correlation his-
togram between our physical theoretical occupancy profiles
and the in vivo experimental ones of Lee et al. (2007), when
allowing a possible shift (−200 < d < 200 bp) between the
numerical and experimental profiles. When optimizing the
shift (dM ) for each 1 kbp sliding window, the histogram
is significantly shifted towards higher values with a mean

value r = 0.5. Note that a similar histogram is now obtained
with a random control where our 1 kbp theoretical profiles
were compared to randomly chosen 1 kbp experimental pro-
files along the 16 yeast chromosomes. But as shown in
Figure 32(c), whereas the distribution of optimal shift dM
values is rather flat for the control, it is narrowly peaked
around dM = 0 with a width � 60 bp, confirming that up to
some local shift of a few tens bp, this sequence-dependent
model accounts remarkably well for in vivo nucleosome
positioning data. Let us point out that these distances are
typical of distances over which the ATP consuming remod-
elling factors are known to operate in vivo (Whitehouse et al.
2007; Shivaswamy et al. 2008; Hartley and Madhani 2009).
This ‘extrinsic’ nucleosome positioning under the action of
remodelling factors is likely to explain the strong phasing
of the 5′ NFR with respect to the gene TSS observed in vivo
as compared to our physical model predictions as discussed
in Chevereau et al. (2009), and Vaillant et al. (2010).

But as noticed by Rippe et al. (2007), some remodelling
complexes only change the relative nucleosome occupancy
without altering nucleosome positions. This suggests that
equilibrium positioning can also be relevant even during
remodelling activity. Since these chromatin remodellers are
found all over the yeast chromosomes, they may contribute
to increasing the effective temperature so that thermal equi-
librium is attained much faster, in particular along most
yeast genes as discussed in the subsection ‘Bistability
induced by statistical confining in between two energy bar-
riers’. In that context, our grand canonical physical model
can be used as a theoretical reference for in vitro nucleo-
some positioning whose comparison with in vivo data is
likely to provide very instructive information for future
modelling of both remodeller (Teif and Rippe 2009) and
TF (Raveh-Sadka et al. 2009) driven ‘extrinsic’ nucleosome
positioning.

Remark: Let us note that at high density, our ‘intrinsic’
model could be improved by allowing a short-range attrac-
tion between nucleosomes as the result of the folding of
the nucleosomal array into higher-order chromatin struc-
ture (Chereji et al. 2011; Riposo and Mozziconacci 2012).
Works in this direction are under progress.

What about other genomes?
S. kluyveri
As shown in Figure 36(a) on a 10 kbp fragment of
S. kluyverii chromosome C, when using the same parame-
ters (μ̃ = −1.3 kT, δ = 2 kT and lw = 125 bp) as used in the
previous subsection to model the nucleosome occupancy
profiles observed in vivo in S. cerevisiae, our physical model
again predicts theoretical profiles that match rather well the
experimental data of Tsankov et al. (2010) (Figure 3). When
averaging over the eight S. kluyveri chromosomes, we get a
mean Pearson correlation r = 0.32 in good agreement with
the value previously obtained for S. cerevisiae (r = 0.33).
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(a)

(b)

Figure 36. Comparison between our physical model predictions (μ̃ = −1.3 kT, δ = 2 kT, lw = 125 bp) (blue) and in vivo nucleosome
occupancy MNase-seq data (Tsankov et al. 2010, 2011) (orange): (a) S. kluyveri; 10 kbp fragment on chromosome C; (b) S. pombe; 10 kbp
fragment on chromosome 2.

Let us point out that quite similar results are obtained for
other Hemiascomycota fungi (data not shown).

S. pombe
The comparison of our physical model predictions with
the nucleosome occupancy profiles observed in vivo in
S. pombe (Figure 4) looks much less satisfactory as illus-
trated in Figure 36(b) on a 10 kbp fragment of chromo-
some 2. Indeed if the model parameters estimated in the
previous subsection for S. cerevisiae are still rather opti-
mal, the mean Pearson correlation obtained when averaging
over the three S. pombe chromosomes r = 0.1 is much
weaker than for S. cerevisiae and S. kluyverii. Let us men-
tion that a similar observation was reported by Lantermann
et al. (2010) when comparing their in vivo MNase-chip data

(Figure 4a) and the predictions of models based on statistical
learning (Field et al. 2008; Kaplan et al. 2009).

C. elegans
As can be seen by a simple visual inspection of Figure 37,
our physical model accounts much better for the C. ele-
gans in vivo nucleosome occupancy MNase-seq data of
Valouev et al. (2008) (see Figure 5) and this without requir-
ing any change in the model parameters estimated from
S. cerevisiae data. As shown in Figure 38, the histogram
of Pearson correlation values computed in a 10 kbp slid-
ing window along the entire C. elegans genome is rather
wide with a maximum at r∗ = 0.51 and a mean r = 0.43.
This mean value is significantly larger than the mean values
previously obtained for the different yeast genomes. Again

(a)

(b)

Figure 37. Comparison between our physical model predictions (μ̃ = −1.3 kT, δ = 2 kT, lw = 125 bp) (blue) and the C. elegans in vivo
nucleosome occupancy MNase-seq data (Valouev et al. 2008) (red): (a) and (b) correspond to two 15 kbp fragments of chromosome 1.
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Figure 38. Histogram of Pearson correlation values r between our physical model (μ̃ = −1.3 kT, δ = 2 kT, lw = 125 bp) and the Valouev
et al. MNase-seq in vivo nucleosome occupancy data (Valouev et al. 2008) (see Figure 37). The Pearson correlation r was measured in a
10 kbp sliding window over the six C. elegans chromosomes.

it compares and competes remarkably well with the mean
correlation values obtained with models based on statistical
learning, namely the Kaplan et al. (2009) model (r = 0.47),
the Field et al. (2008) model (r = 0.46) and the Peckham
et al. (2007) model (r = 0.29). As previously observed
for S. cerevisiae, the performances of formely proposed
physical models are by far less satisfactory, e.g. the much
weaker r values obtained with the Miele et al. (2008)
model (r = 0.21) and the Tolstorukov et al. (2007) model
(r = −0.001).

Human
As previously noticed in the subsection ‘In vivo nucleo-
some occupancy profiles’ (Figure 6), the sequencing depth
in the human in vivo nucleosome occupancy MNase-seq
data obtained by Schones et al. (2008) is too weak to allow
us to perform a quantitative comparison with the predictions
of our physical model. However, as shown in Figure 39
on several 10 kbp fragments of the human chromosome
6, the agreement is good. In particular, when focusing on
the nucleosome occupancy profiles observed around human
gene TSS, the numerical and experimental mean profiles
are quite consistent, in particular for CpG poor gene pro-
moters (data not shown). A more quantitative comparison
with the recent in vivo and in vitro nucleosome occupancy
MNase-seq data of Valouev et al. (2011) is currently under
progress.

Discussion
Rôle of the genomic sequence on nucleosome
positioning: 10 bp periodicity versus long-range
correlations?
10 bp periodicity
With the objective of finding consensus nucleosome posi-
tioning sequences, in a pioneering analysis of the original
S. cerevisiae in vivo nucleosome occupancy data of Yuan
et al. (2005), Ioshikhes et al. (2006) and Segal et al. (2006)

have concluded that a large set of well-defined nucleosome
positions could effectively be related to a ‘genomic nucle-
osomal pattern’ based on the 10 bp periodicity in the distri-
bution of given dinucleotide steps (e.g. AA/TT) (Satchwell
et al. 1986; Ioshikhes et al. 1996; Widom 1996, 2001).
Indeed, using probabilistic models that take into account
the matching of their patterns to the sequence and the
steric hindrance between nucleosomes, they both obtained
nucleosome occupancy profiles that correlate rather well
with the in vivo experimental data, specially in regions
of well-positioned nucleosomes. However, later studies by
Peckham et al. (2007) and Yuan and Liu (2008) have seri-
ously questioned the conclusions of Ioshikhes et al. (2006)
and Segal et al. (2006). When using a HMM (Hidden
Markov Model) prediction algorithm to compare the per-
formances of their models to those of Ioshikhes et al. and
Segal et al. models, they both found that no more than
20% of the in vivo nucleosome positioning above what
is expected by chance is determined by intrinsic signals
in the genomic DNA. As shown in Figure 40(a), when
applying a similar HMM approach to the numerical nucle-
osome occupancy profiles predicted by our physical model
and then comparing to the set of well-positioned nucleo-
somes obtained by Lee et al. (2007) on their S. cerevisiae
in vivo data, we get performances quite similar to those
obtained with the Yuan and Liu (2008) model. Indeed our
physical model predicts 48.7% of true positive within a
distance of 35 bp as compared to 42% by chance. This is
actually nothing but the expression, at the level of (HMM
derived) well-positioned nucleosomes, of the remodelling
shifting effects previously discussed in the subsection ‘ATP-
dependent chromatin remodelling factors’. When focusing
on well-positioned nucleosomes, the characteristic ‘remod-
elling distance’ (i.e. the ‘shifting’ distance above which the
overlapping between predicted and experimental nucleo-
somes is decreasing) is about 35 bp (Figure 40a). The fact
that our physical model performs as modestly on well-
positioned nucleosomes as the Peckham et al. (2007) and
Yuan and Liu (2008) models, is an indication that these
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Figure 39. Comparison between our physical model predictions (μ̃ = −1.3, δ = 2 kT, lw = 125 bp) (blue) and the in vivo nucleosome
occupancy MNase-seq data obtained by Schones et al. (2008) in human CD4+ T cells (red). The four panels correspond to 10 kbp fragments
of chromosome 6.

authors were right to moderate the too hasty statement made
by Ioshikhes et al. (2006) and Segal et al. (2006) that 10 bp
periodic dinucleotide patterns could explain a majority of
well-positioned nucleosomes. However, let us point out that
when computing the performance of the HMM predictions
of our physical model in a 5 kbp sliding windows over
the 16 S. cerevisiae chromosomes, we obtain a histogram
of performance values that now strikingly deviates from
random expectation (Figure 40b). If performance is rather
homogeneously distributed along the genome around the
expectation value for the random control (42%), there is a
greater heterogeneity for our theoretical predictions with a
large proportion of genomic regions where performance is
much better than expected by chance, while in some other
regions it is worse. Again, this reflects at the level of well-
positioned nucleosomes, which is what we observed for the
Pearson correlation distribution in Figure 32.

Actually the rather modest predictive power of methods
based on a 10 bp periodicity of some di- or tri-nucleotides
is not surprising since this periodicity has been established

on strongly positioning sequences that present large varia-
tions in nucleotide contents (from 0.1 to 0.5, Figure 41a).
Among these sequences that have an anomalously large
affinity to the histone octamer to form the nucleosome, the
601 sequence (Lowary and Widom 1998; Thåström et al.
2004) was shown to have a gain in the formation energy of
the DNA–histone complex of �E = −4.9 ± 0.55 kT rel-
ative to a reference sequence (the sea urchin 5S rRNA
gene sequence (Dong et al. 1990)). This 601 sequence was
recently shown to prevent the nucleosome from sliding
(Shlyakhtenko et al. 2009) which explains that, for obvi-
ous functional reasons, no organism actually possesses this
sequence in its genome. As shown in Figure 41(a), the
sequences that are known to bind to the histone octamers
in eukaryotic organisms have a much weaker nucleotide
content variability, typically 5–10% for the chicken and
3–12% for S. cerevisiae. As illustrated in Figure 41(b),
this simply means that nucleosomes adapt themselves bet-
ter on sequences that display a 10 bp periodicity with
AA/TT/AT that oscillate in phase with each other and
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(a) (b)

Figure 40. Performances of our physical model (μ̃ = −1.3 kT,
δ = 2 kT, lw = 125 bp) and of Yuan and Liu (2008) N-score
model in terms of well-positioned nucleosomes as obtained by
HMM methods. The comparison is made against the set of
well-positioned nucleosomes obtained by Lee et al. (2007) on
their S. cerevisiae in vivo experimental data using a similar HMM
algorithm. Performance is measured by the proportion of true
positive i.e. well-predicted positioned nucleosomes at a given
overlapping distance of an experimental nucleosome. (a) Mean
performance value versus the overlapping distance for the the-
oretical predictions of our physical model for the nucleosome
occupancy profile (blue) and the energy landscape (green), and
the Yuan and Liu N-score model (magenta). (b) Statistics of the
performance values (at 35 bp accuracy) computed in a sliding win-
dow of size 5 kbp along the entire S. cerevisiae genome for our
theoretical nucleosome occupancy predictions (blue) and for the
random control (black). The vertical dashed lines (black and blue)
indicate the corresponding mean values.

facing the minor groove, and out of phase with GC fac-
ing the major groove. As originally pointed out in Audit
et al. (2001, 2002, 2004), when performing time–frequency
analysis of eukaryotic genomic sequences using either di-
nucleotide codings or more elaborated di- or tri-nucleotide
experimental tables coding for the structural and/or bending
properties of the DNA double helix, there is no significant

peak that emerges in the power spectrum at the frequency
1/10 bp−1. This confirms that if locally the 10 bp periodic-
ity sketched in Figure 41(b) can help to phase and position
some nucleosomes, at the genome scale this periodicity is
clearly not exploited to position the majority of well-defined
nucleosomes observed in vivo.

Long-range correlations
Actually when performing power-spectrum and correlation
analysis on the in vivo nucleosome occupancy data of Lee
et al. (2007) (Figure 1), we mainly reveal the existence of a
mean period l∗ ∼ 167 ± 10 bp that corresponds to regular
arrays of well-ordered nucleosomes. This chacteristic NRL
manifests as a bump in the power spectrum (Figure 42)
at high frequencies (1/167 bp−1) and not as a peak for
strict periodicity, as the signature of some fluctuations
in the NRL values. As previously reported in subsection
‘Modelling of in vivo nucleosome occupancy data in S. cere-
visiae’ (Figure 33), this statistical nucleosome ordering can
also be diagnosed from the periodic modulations observed
in the auto-correlation function C(�s) = 〈δY (s)δY (s +
�s)〉. But in addition and very importantly, when plot-
ted in a logarithmic representation, the power spectrum
displays a very convincing power law decay S(k) ∝ k−ν ,
with exponent ν = 2H − 1 = 0.74 ± 0.02 (H = 0.87) that
is likely to be a direct consequence of the large-scale (low
frequency k < 1/200) LRC regime observed in the yeast
DNA bending profile in Audit et al. (2001, 2002, 2004).

When reproducing this statistical analysis on the in vitro
nucleosome occupancy data of Kaplan et al. (Figure 10),
consistently with the disappearance of the periodic mod-
ulations in the auto-correlation function (Figure 10d), the
power spectrum in Figure 42 no longer displays a bump

Figure 41. (a) Fraction in dinucleotides AA/TT/TA (3 bp moving average) at each position of centre aligned yeast, chicken and random
chemically synthesized nucleosome-bound DNA sequences showing ∼10 bp periodicity of these dinucleotides. (b) Key dinucleotides
inferred from the alignment are shown relative to the three-dimensional structure of one-half of the symmetric nucleosome. Adapted from
Segal et al. (2006).

D
ow

nl
oa

de
d 

by
 [

B
ib

lio
th

èq
ue

 D
en

is
 D

id
er

ot
 -

 E
N

S 
de

 L
yo

n 
- 

B
IU

 L
sh

 -
 I

A
O

 ]
, [

va
ill

an
t c

ed
ri

c]
 a

t 0
8:

59
 3

0 
A

ug
us

t 2
01

2 



Frontiers in Life Science 61

Figure 42. Power spectrum analysis of nucleosome occupancy
profiles obtained from the in vivo data of Lee et al. (2007)
(red), the in vitro data of Kaplan et al. (2009) (orange), the
physical model described in the section ‘A sequence-dependent
physical model of nucleosome occupancy’ for δ = 2 kT and low
μ̃ = −6 kT (cyan) and high μ̃ = −1.3 kT (dark blue) nucleo-
some density. For comparison, the green curve corresponds to
the power spectrum of the formation energy landscape. The
dashed lines correspond to the power-spectrum scaling expo-
nent values ν = 0.65, 0.74, 0.68, 0.74 and 0.46 from top to
bottom corresponding to the following Hurst exponent values
H = 0.82, 0.87, 0.84, 0.87 and 0.77, respectively.

at high frequency (l∗)−1 = (167 bp)−1 as an indication of
a significant weakening of periodic nucleosome ordering.
But what is remarkable is the fact that the power spectrum
(as well as the auto-correlation function) still presents a very
convincing power-law behavior with exponent ν = 0.74
corresponding to a Hurst exponent value H = 0.85 > 1/2,
the hallmark of the presence of LRC.

In Figure 42 are also shown for comparison the power
spectra of the nucleosome occupancy profiles predicted by
our physical model at low (μ̃ = −6 kT) and high (μ̃ =
−1.3 kT) nucleosome density. As previously observed for
the auto-correlation functions in Figures 30(b) and 33(b)
respectively, the theoretical power spectra are in good
agreement with the experimental ones. In particular the
power-law decay of the power-spectrum is well reproduced
with an exponent ν = 0.65 (H = 0.82) and 0.46 (H = 0.73)
respectively at low and high nucleosome densities which
corroborates the existence of LRC in the numerical nucle-
osome occupancy profiles and further strengthens the rele-
vance of these LRC in the experimental in vitro and in vivo
data. But the most important result reported in Figure 42
is the fact that these LRC are also observed in the power
spectrum of the nucleosome formation energy landscape
with a power-law exponent ν = 0.68 (H = 0.84), as likely
dictated by the LRC encoded in the DNA sequence (Audit
et al. 2001, 2002). Furthermore, as shown in Figure 43,
when recomputing the energy landscape after randomly
shuffling the DNA sequence, the obtained energy profile
displays uncorrelated Gaussian fluctuations without any-
more tail at large �E > 0 values corresponding to the
presence of excluding energy barriers in the genuine DNA
sequence. This is a strong indication that the sequence sig-
naling which prevails is excluding energy barriers that result
from the presence of LRC in the DNA bending profile. As
reported in the subsection ‘Modelling of in vitro nucleo-
some occupancy data in S. cerevisiae’, they explain the

(a)

(b) (c)

Figure 43. Energy landscape statistics (�E(s) = E(s) − Ē) computed with the following parameter values: δ = 〈(E − Ē)2〉1/2 = 2 kT
and lw = 125 bp. The colors correspond to the LRC genomic DNA sequence (green) and to its randomly shuffled uncorrelated version
(black). (a) �E(s) along a 50 kbp long fragment of budding yeast chromosome 2. (b) Energy pdfs computed for the 16 yeast chromosomes.
(c) Energy auto-correlation function C(�s)/C(0) vs �s.
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NFRs observed in vitro in S. cerevisiae as well as the regular
nucleosome ordering observed nearby in vivo (subsection
‘Modelling of in vivo nucleosome occupancy data in S. cere-
visiae’) as the result of statistical confining according to
thermal equilibrium principles (Section ‘Statistical posi-
tioning’). But as discussed in the subsection ‘From in vitro
to in vivo: ‘Intrinsic’ versus ‘extrinsic’ nucleosome posi-
tioning’, there are much more (2 or 3 times) NFRs observed
in vivo than in vitro and than predicted from the energy
barriers encoded in the DNA sequence. These additional
NFRs likely result from the action of external factors (TF,
chromatin remodellers) and contribute to strengthen the col-
lective nucleosomal ordering observed in vivo and specially
in S. cerevisiae genes as shown in the subsection ‘Bistabil-
ity induced by statistical confining in between two energy
barriers’ (Figure 23).

(G + C) content drives nucleosome occupancy:
experimental bias or reality?
As originally pointed out by Miele et al. (2008), the nucle-
osome occupancy profile observed in vivo in S. cerevisiae
turns out to be significantly correlated to the local (G + C)

content when estimated in a 125 bp sliding window. As
shown in Figure 44, the (G + C) content provides an
excellent prediction of the in vitro nucleosome occupancy
MNase-seq data obtained by Kaplan et al. (2009) in S. cere-
visiae. The mean Pearson correlation is as large as r = 0.78
and is comparable to the performances of our physical
model (r = 0.74) and of more sophisticated models based
on statistical learning (see the subsection ‘Modelling of in
vitro nucleosome occupancy data in S. cerevisiae’). In vivo,
this correlation is still strong and comparable with the ones
obtained with the nucleosome profiles predicted by other
models (see the subsection ‘Modelling of in vivo nucleo-
some occupancy data in S. cerevisiae’). This is particularly
true for the S. cerevisiae in vivo MNase-seq data of Kaplan
et al. (2009), r = 0.40. A significantly smaller but still sig-
nificant value r = 0.25 is obtained with the S. cerevisiae
in vivo MNase-chip data of Lee et al. (2007). Note that a
similar correlation between (G + C) content and nucleo-
some occupancy is observed in the C. elegans in vivo data
of Valouev et al. (2008): r = 0.42, as compared to r = 0.43

Figure 44. Comparison between the (G + C) content estimated
in a 125 bp sliding window (black) and the S. cerevisiae in vitro
nucleosome occupancy MNase-seq data of Kaplan et al. (2009)
(orange). The horizontal line indicates the genome wide average
(G + C) content value of 0.38.

with our physical model. Overall, it turns out that in terms
of the genomic rule, the (G + C) content is the one that
appears to contribute most significantly to ‘intrinsic’ nucle-
osome occupancy. As a consequence, all the models which
are based on an affinity of DNA to the histone octamer that
strongly correlates to the (G + C) content are likely to pre-
dict nucleosome occupancy profiles that match quite well
the in vitro experimental data (Tillo and Hughes 2009). This
is typically the case of the ‘Pnuc’ structural bending cod-
ing table (Goodsell and Dickerson 1994; Gabrielian and
Pongor 1996) used in our physical model (see subsection
‘Intrinsic’ nucleosome formation energy landscape) and of
other di- or tri-nucleotide coding tables proposed in other
studies (Anselmi et al. 2000; Miele et al. 2008; Santis et al.
2010). As previously mentioned, another well-established
and major compositional factor is the poly(dA:dT) which
are known to correspond to rigid DNA fragments that impair
nucleosome formation (Yuan et al. 2005; Bao et al. 2006;
Segal and Widom 2009a; Tillo and Hughes 2009) and favor
nucleosome disassembly (Iyer and Struhl 1995; Suter et
al. 2000) by increasing the DNA wrapping free energy
cost. Overall, as estimated on synthetic 150 bp oligonu-
cleotides (Kaplan et al. 2009; Tillo and Hughes 2009),
over the range of (G + C) content from 20% to 60%, the
DNA/histone affinities can be five-fold or greater. This
means that the difference in nucleosome formation energy
between the genomic low (G + C) unfavorable sequences
and high (G + C) more favorable sequences is ∼ 1.6 kT
(maximum value ∼ 3 kT). As far as poly-A are concerned,
the depletion observed with respect to random sequences
actually depends on their size, namely 2 (−0.7 kT) to 6
(−1.7 kT) fold for 5 to 15 bp fragments up to 30 fold
(−3.4 kT) for 25 bp fragments. Thus according to these in
vitro data (Kaplan et al. 2009) which are ‘MNase indepen-
dent’ (see below), the range of affinities, or in other words,
the energy variability for a genomic sequence to form the
nucleosome is rather weak (as compared to strongly posi-
tioning artificial sequences, as the 601 sequence (Lowary
and Widom 1998, Thåström et al. 2004)) but non-negligible
as implemented in our physical model in the subsection
“Intrinsic’ nucleosome formation energy landscape’ by fix-
ing the parameter δ = 〈(E − E)2〉1/2 = 2 kT that controls
the fluctuation range in the energy landscape.

Experimental artefact
The observed important correlation between the (G + C)

content and in vitro (and to a less extent in vivo) nucleosome
occupancy data raises the issue of a possible experimen-
tal artefact. Indeed, it is well known that the MNase
presents a sequence specificity, cutting preferentially at AT
steps (Dingwall et al. 1981; Hörz and Altenburger 1981).
Recently, Chung et al. (2010) and Fan et al. (2010) have
shown that MNase digestion profiles obtained on genomic
naked DNA (S. cerevisiae) are indeed significantly corre-
lated to the (G + C) content fluctuations as well as to the
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chromatin digestion profiles obtained in vitro and in vivo.
Similar observation at the promoters of yeast to fly genes
was already reported in Miele et al. (2008). As performed in
some experimental studies (Yuan et al. 2005; Lantermann
et al. 2010), a way to overcome this possible bias consists
in normalizing the chromatin MNase digestion data by the
corresponding ones obtained on naked DNA. Hopefully,
in an experimental study that just appeared (Allan et al.
2012), equivalent patterns of nucleosome positioning sites
were obtained when using two nucleases that have notable
differences in cleavage behavior, namely the MNase and
the Caspase-Activated DNase (CAD). These recent results
indicate that possible biases (e.g. content) in nucleosome
positioning collected using MNase are likely to be insignif-
icant. As noticed by Chung et al. (2010) this correlation
with (G + C) content might be related to the reconstitu-
tion procedure (salt-gradient dialysis) that would naturally
favor the sequence specificity of the tetramer (H3/H4)2
which has been shown to preferentially bind to (G + C)

rich sequences at high salt concentration. The physical ori-
gin of this sequence specificity (of the tetramer) and its
effectiveness in the in vivo context remain elusive.

(G + C) content dependent DNA/histones interactions
Increasing experimental evidence seems to validate the
central effect of the mean (G + C) content on the nucleoso-
mal organization of the 10 nm chromatin fiber as recently
reported by Valouev et al. (2011) for different types of
human cells. This has led to a renewal in the modelling
of DNA sequence evolution and specially of its (G + C)

content across the eukaryotic kingdom in relationship with
the availability of nucleosome occupancy data (Kenigs-
berg et al. 2010). Let us note that this correlation of the
nucleosome occupancy profile with the (G + C) content
is not revealed by most of the energetic models used in
molecular dynamics to account for the detailed atomic

(a)

(b)

(c)

(d) (e)

Figure 45. Comparison between the S. kluyveri in vivo nucleosome occupancy profile δY (s) of Tsankov et al. (2010) and the theoretical
profile predicted by our physical model (see sections ‘Statistical positioning’ and ‘A sequence-dependent physical model of nucleosome
occupancy’). (a) Formation energy landscape �E(s) = E(s) − E along the chromosome C computed with the following parameters
δ = 2 kT, lw = 125 bp; the high (G + C) content (52%) contig corresponds to the first 1 Mbp of the chromosome; low (G + C) content
(G + C = 40%) part corresponds to the last 250 kbp. (b,c) Comparison of the predictions of our physical modelling (μ̃ = −1.3 kT) (dark
blue/cyan) with Tsankov et al. (2010) data (Figure 3) (red/orange) along a 10 kbp fragment of the high/low (G + C) content contig
(indicated in (a) by the red/orange segments). (d,e) Corresponding auto-correlation functions C(�s) = 〈δY (s)δY (s + �s)〉.
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interactions involved in the nucleosome complex (Moro-
zov et al. 2009; Tolkunov and Morozov 2010). Indeed
the physical models that perform as well as the one used
all along in this paper (Vaillant et al. 2007; Chevereau et
al. 2009) are based on energetic coding tables that were
established from the local structural and mechanical prop-
erties of the DNA double helix, namely the ‘Pnuc’ coding
table (Goodsell and Dickerson 1994; Gabrielian and Pon-
gor 1996) in our study and the Anselmi et al. (2000)
coding table in the Miele et al. (2008) model. In both
these coding tables, the dominating contribution is given
by the roll angle which definitely strongly correlates with
the (G + C) content. A posteriori, it is therefore not so
surprising that our physical model accounts so well for
in vitro nucleosome positioning data in organisms like
S. cerevisiae (see subsection ‘Modelling of in vivo nucleo-
some occupancy data in S. cerevisiae’) where the (G + C)

content is rather homogeneous around 39% with a typi-
cal variability in the nucleosome formation energy profile
δ = 2 kT (see the subsection ‘Rôle of the genomic sequence
on nucleosome positioning: 10 bp periodicity versus long-
range correlations?’). But this raises the issue of modelling
nucleosome occupancy data in higher eukaryotic organisms
like in human where the so-called isochore structure mani-
fests as large-scale domains (several 100 kbp) with uniform
(G + C) content and appreciable scatter of the average
(G + C) content when comparing domains (Bernardi 1989,
1995, 2000, 2001; Mouchiroud and Bernardi 1993; Lander
et al. 2001; Li et al. 2003; Duret et al. 2006). Is the variabil-
ity in the fluctuations in the energy landscape, namely large
δ in (G + C) rich isochores and small δ in (G + C) poor
isochores, sufficient to reproduce the experimental nucle-
osome densities and NRL in these regions? Do we need
to change accordingly the chemical potential μ̃ as the pos-
sible signature of compensatory co-evolutive mechanisms
of regulation of the nucleosomal array? If yes, what are
these sequence-dependent ((G + C) dependent) chromatin
regulation mechanisms (Dekker 2008)? In Figure 45 are
shown the results of a preliminary analysis of regions in
the S. kluyveri genome that have a significantly different
(G + C) content (Payen et al. 2009): the first 1 Mbp of the
chromosome C has an average (G + C) content of 52.9%
which is significantly higher than the 40.4% of the rest of
the genome. As revealed by the auto-correlation functions
of the experimental in vivo data of Tsankov et al. (2010)
reported in Figure 45(e), the observed NRL in the high
(G + C) domain is actually the same as the one observed
in the rest of the genome, i.e. a typical value of l∗ =
167 bp (Figure 9). This contrasts with our physical model
that clearly predicts a smaller NRL for the high (G + C)

region (l∗ = 167 bp) than for the rest of the genome (lower
(G + C)) (l∗ = 172 bp) (Figure 45d). This results from a
lower nucleosome formation energy and thus a higher resid-
ual chemical potential in high as compared to low (G + C)

regions (Figure 45a). Remarkably, the predicted value in

the high (G+C) domain is exactly the one observed in vivo
whatever the genomic content. This indicates that either
our sequence-dependent model overestimates the influence
of the (G + C) content variations or there is a mechanism
that fully compensates/eliminates this ‘intrinsic’ nucleo-
some energy difference. A similar comparative analysis
of our physical model predictions with the human in vivo
nucleosome occupancy data of both Schones et al. (2008)
and Valouev et al. (2011) at the genome scale is currently
under progress. It is likely to provide new insight on the
isochore stucture of mammalian genomes in relation with
their primary nucleosomal chromatin structure.
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