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Abstract—Because of the increasing complexity of modern embedded systems, High-Level Synthesis (HLS) has gained momentum. Most HLS tools employ Control Data Flow Graph (CDFG) based approaches. An alternative route from C to RTL was presented in [1], where a CDFG based approach was augmented with a polyhedral process network based approach. This alternative route enables application of high-level transformations giving a significant increase in utilization of pipelined components, which positively affects throughput. However, increased pipeline utilization could be obtained only after manually selecting a set of transformations to apply, which is a non-trivial task. The main contribution of this paper is a reordering buffer that enables automatic improvement of pipeline utilization.

I. INTRODUCTION

Today's embedded systems are typically implemented using multiple processing units to meet increased computational demands. Some of these processing units are specialized hardware architectures, which offer higher throughput than microprocessor-based solutions. However, manually designing such specialized architectures at the Register Transfer Level (RTL) is challenging because of complexity and tight throughput constraints. To simplify the design of specialized architectures, High-Level Synthesis (HLS) tools have gained popularity. Such tools allow algorithmic specification of a design in C code, and then generate synthesizable RTL [2]. The main operating principle of an HLS tool is to compute a static schedule for a Control Data Flow Graph (CDFG) that meets certain constraints [2].

The CDFG based approach has proven effective for synthesis of fine-grained blocks, such as kernel functions. However, when interconnecting such fine-grained blocks, a static schedule may not yield the same performance as the optimal self-timed schedule [3]. Instead, we employ a self-scheduling approach to interconnect fine-grained blocks. Our approach is based on Polyhedral Process Networks (PPN), which are a subclass of Kahn Process Networks. An alternative route from sequential C code to RTL implementations employing PPNs was explored in [1]. The authors showed that by employing the PPN model, high-level transformations such as skewing become available that can have a major impact on throughput. By manually skewing the source code, the authors reported a 4x speedup at the cost of only 27% increase in resource usage. However, such speedups cannot be obtained if the designer is not fully aware of the most appropriate transformations. This paper presents a scheduling step and a reordering buffer that enable avoiding the need for manual selection of transformations.

This paper is organized as follows. In Section II we give background information and in Section III we present our problem statement. In Section IV we discuss related solutions to the problem and in Section V we describe our solution. In Section VII we show results of experiments. We conclude in Section VIII.

II. PRELIMINARIES

We use the flow depicted in Figure 1 to obtain RTL implementations from static affine nested loop programs specified in C. We employ the the PN compiler [4] to derive an equivalent PPN from C code. This PPN is implemented in RTL using the ESPAM tool [5]. A PPN is a directed graph \( G = (V, E) \) in which \( V \) is a set of vertices, or processes, and \( E \) is a set of edges, or channels. For each function call in the C program, PN constructs a process. Each process \( p \in V \) iterates over an \( N \)-dimensional domain \( D_p \) which is defined by for-loops and if-statements surrounding the function call. For every iteration point in \( D_p \), data is read from incoming channels, that data is processed by a function \( F \), and then the transformed data is written to outgoing channels.

A C program is shown in the upper left of Figure 2. In the bottom left of Figure 2, we show the PPN derived by the PN tool, consisting of one process and six channels. Two of these channels are self-loops, because during certain iterations, elements of \( x \) and \( y \) are both produced and consumed by function \( F \). The remaining four channels are connected to other processes which are omitted for the sake of brevity.

![Figure 1. The PPN based C-to-RTL synthesis flow.](image-url)
of simplicity. The domain $D_F \subseteq \mathbb{Z}^2$ of the process derived from function $F$ is shown on the right. Each point in the domain corresponds to an execution of function $F$.

Synchronization in a PPN is achieved by blocking read and write operations on the channels. Therefore, no global schedule expressing the firing order of different processes is required for a PPN. A local schedule expresses the execution order of different iterations of an individual process. We focus on such local schedules in this work to improve throughput of processes. In current PPN implementations, $D_P$ is always traversed in the order specified in the original C program: That is, the original schedule follows the lexicographical order in which the for-loops iterate through $D_P$, as depicted by the numbers inside the points in Figure 2.

III. MOTIVATION & PROBLEM STATEMENT

In high-performance streaming applications, the function $F$ of a process is typically implemented using a pipelined IP core [5] to satisfy throughput requirements. This pipelining allows for overlapped execution of multiple points of $D_P$. A high degree of overlapped execution is desirable, since this leads to higher throughput of the process. Whether overlapped execution actually takes place depends on multiple factors, such as pipeline depth and the chosen local schedule. In this paper, we assume pipeline depth is a given. Therefore, we want to focus on the local schedule.

The original schedule does not always yield the highest degree of overlapped execution. For our example of Figure 2, data dependencies require that iteration $(1, 1)$ executes before iterations $(1, 2)$ and $(2, 1)$. Similarly, $(1, 2)$ should execute before $(1, 3)$. When implementing $F$ using a $P$-stage pipeline and following the original schedule, execution of the first four iterations takes $3P + 1$ clock cycles, as depicted in Figure 3. However, if we execute the first four iterations in the order $(1, 1)$, $(1, 2)$, $(2, 1)$, $(1, 3)$, we still respect data dependences but execution takes only $3P$ cycles. Although in this simplified scenario the gain is only one cycle, we show that more substantial gains are achievable for real applications in Section VII.

IV. RELATED WORK

A natural way to overlap execution of process iterations is to perform loop parallelization, using for example Feautrier’s algorithm [6]. Feautrier’s algorithm has a high computational complexity, which motivated Feautrier to apply the algorithm to sets of communicating regular processes [7]. Unfortunately, Feautrier does not elaborate on the implications of the new schedule for the communication channels between processes. In Section VI we show that these implications cannot always be ignored. Another way to address the computational complexity of Feautrier’s algorithm and control flow overhead of the resulting schedules was presented in [8]. They limit the possible schedule coefficients resulting in simpler schedules. This leads to more scheduling dimensions, which may counteract the benefits of simpler schedules. Feautrier’s algorithm is employed by e.g. the MMAuto tool [9] to generate hardware from algorithms specified in the Alpha language.

In [1], [10], the authors apply a skewing transformation by rewriting the source code. This is an effective way to increase overlapped execution, and consequently, improve pipeline utilization. However, identifying the skewing transformation parameters, such as the loop to skew, requires thorough studying of the application. This motivated us to investigate an automated approach to improve pipeline utilization without requiring designer decisions.

V. SOLUTION APPROACH

Both the PPN model and Feautrier’s scheduling algorithm are based on the polyhedral model. This allows us to incorporate a scheduling pass in the PPN derivation flow, such that pipeline utilization is improved without any effort from the designer. Our solution involves adding a scheduling step to the C-to-RTL synthesis flow, as depicted by the schedule block in Figure 1. The precise details of the scheduling step are beyond the scope of this paper. Changing a local schedule affects inter-process communication, which is the topic of the remainder of this paper.

VI. COMMUNICATION

Ideally, a producer process produces tokens in the same order as the consumer process consumes them. Such in-order communication allows the channel from producer to consumer to be realized using a relatively inexpensive FIFO
buffer. However, the schedule computed by Feautrier's algorithm does not necessarily enforce in-order communication of data between processes. Thus, after applying the schedule, the order in which tokens are produced by the producer process may be different from the order in which tokens are consumed by the consumer process, and vice versa. For such out-of-order communication, channels can no longer be realized using FIFO buffers. Instead, more sophisticated interconnects in the form of reordering buffers are required. Such reordering buffers store incoming tokens in order in a private memory and contain reordering logic which outputs the stored tokens in the order required by the consumer.

In Figure 4, we show two different process domain traversals for the running example in which the $x[1]$ accesses have been removed from function call F. On the left, we follow the original schedule. Channel $y_{\text{out}}$ receives tokens in the order $y[1], y[2], y[3]$. On the right, we follow another valid schedule in which the inner loop is traversed in the reverse direction. As a result, channel $y_{\text{out}}$ receives tokens in the order $y[3], y[2], y[1]$, which is different from the order resulting from the original schedule. If we assume that the schedule of $y_{\text{out}}$’s consumer process is not modified, the tokens would arrive in reverse order if $y_{\text{out}}$ would be implemented using a FIFO buffer. To respect the correct token order, channel $y_{\text{out}}$ has to be implemented using a reordering buffer.

In [11], different realizations of reordering buffers have been proposed, such as linear, pseudo-polynomial, and Content Addressable Memory (CAM) implementations. The authors showed that these reordering buffer designs have a considerable negative impact on performance and resource usage. For example, read and write operations of a CAM implementation take four and two clock cycles [12], respectively, which would counteract improvements gained from rescheduling.

To avoid counteracting the benefits of a better schedule because of possible reordering communication, we have developed a new reordering buffer. The primary difference with previous work is that read and write operations now take only one clock cycle. This means that replacing a FIFO buffer with a reordering buffer increases resource usage, but does not introduce additional delay cycles.

Our reordering buffer is composed of a Write Address Generator (WAG), a Read Address Generator (RAG), and a private memory. The memory is dual-ported, with one port being addressed by the WAG and the other port being addressed by the RAG. The WAG and RAG both contain a set of counters which iterate through domains associated to the channel. These counters are used by the address generation logic to compute the next write and read addresses. To avoid delay cycles, the counters and address generation logic are implemented in a pipeline fashion. To minimize the latency of the address generation logic, we employ a linear addressing scheme. This addressing scheme is based on conventional linearization of an n-dimensional array into a 1-dimensional array. As such, the resulting address expressions are linear polynomials that can be realized efficiently in hardware.

The interface of the reordering buffer resembles a point-to-point FIFO buffer interface. This allows straightforward integration of reordering buffers in ESPAM-generated PPN implementations. That is, when rescheduling introduces out-of-order communication, we do not have to modify the interfaces of the processes involved in the out-of-order communication. The interface is depicted in Figure 5. The outgoing slave interface exposes an output data bus, an exist signal to indicate if a token is available, and a read signal to acknowledge a read operation. The incoming master interface exposes an input data bus, a full signal to block write operations when the buffer is not ready to accept them, and a write signal to acknowledge a write operation.

We illustrate the memory organization of our reordering buffer at the bottom of Figure 5. In the bottom left, we show a producer domain consisting of four points $(0, 0)$, $(0, 1)$, $(0, 2)$, and $(1, 2)$. The producer produces four tokens in the order A, B, C, D. We store these tokens according to a linear addressing scheme at address

$$W_{\text{Addr}}(i_p, j_p) = i_p + 2 \cdot j_p.$$  \hspace{1cm} (1)

The slot for each token is shown in the memory of Figure 5. For example, token C is produced in iteration $(0, 2)$ and is therefore stored at address 04. Because of the linear addressing scheme, some addresses may remain unused for non-rectangular domains. In our example, this occurs for addresses 01 and 03. The consumer domain shown on the
bottom right consumes the four tokens in the order C, D, B, A. To retrieve these tokens in the correct order from the memory, we compute

\[ r\text{Addr}(t_1, j_0) = w\text{Addr}(M(i_1, j_0)) \]  

(2)

for each point in the consumer domain. That is, we first apply the channel relation \( M \) as found by the PN compiler. This gives the point \((i_p, j_p)\) in the producer domain that corresponds to the point \((i_c, j_c)\) in the consumer domain. We then compute \( w\text{Addr}(i_p, j_p) \) to obtain the address from which the token should be read.

For a token \( C \), which is consumed in iteration \((0, 0)\), the \( r\text{Addr} \) function yields address \( 04 \) which is the same address that was computed by the WAG. However, a token may not have been written by the producer yet. For example, token C may not be available yet at address \( 04 \). Therefore, we introduce an additional valid bit for each memory location. The valid bit is set once a token has been written to its address. To comply with the blocking read semantics of the PPN model, the RA blocks until the token corresponding to the current consumer iteration is written. In the memory of Figure 5, tokens A and B have been written, as indicated by the "*"s, whereas tokens C and D have not been written yet, as indicated by the "\( \cdot \)"s.

VII. EXPERIMENTAL RESULTS

To assess the impact of rescheduling on resource usage and performance, we have experimented with the following applications: QR decomposition, which is used in e.g. wireless receivers and radar; grid, taken from [10]; and matrix-matrix multiplication (mm). We target a Xilinx Virtex-5 XC5VLX110T-2 FPGA and use Xilinx ISE 13.1 for synthesis. We instruct the synthesis tools to report the maximum achievable clock frequency.

In the second and third columns of Table I, we show the number of output channels and the total number of channels for the original and rescheduled implementations, respectively. For example, the rescheduled PPN of QR contains twelve channels, of which three require a reordering buffer. We found that the linear realization of our reordering buffers provides a good balance between control overhead and memory usage. In each experiment, the reordering buffers are not part of the critical path limiting clock frequency and each reordering buffer requires only a single 2KB block memory primitive.

<table>
<thead>
<tr>
<th>Application</th>
<th># OO / Orig. Channels Resched. # LU / Resched.</th>
<th>Speedup Resched.</th>
</tr>
</thead>
<tbody>
<tr>
<td>grid</td>
<td>0 / 6</td>
<td>6 / 7</td>
</tr>
<tr>
<td>mm</td>
<td>0 / 6</td>
<td>6 / 7</td>
</tr>
<tr>
<td>QR</td>
<td>0 / 12</td>
<td>7 / 7</td>
</tr>
</tbody>
</table>

VIII. CONCLUSIONS

In this paper, we have presented an approach that enables obtaining improved pipeline utilization in polyhedral process networks in an automated way. Our approach consists of leveraging Feautrier's optimal multi-dimensional scheduling algorithm to improve overlapped execution in a pipelined design by altering local schedules of processes. We take into account the impact of a new schedule on inter-process communication using a new reordering buffer design that has a lower access latency than existing solutions. This enables automatic generation of improved RTL implementations from applications written in C. In experiments with three applications we have obtained speedups of 2.7× without requiring additional effort from the designer.
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