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# A Naive Introduction 

(based on simple examples)
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## Now:

- A naive introduction to some basic ideas.
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\begin{equation*}
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\end{equation*}
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## Answer．

－Consider the non－terminating program

$$
\begin{gathered}
\text { loop (b:bool): } \\
\text { while true: } \\
\text { skip } \\
\text { return true }
\end{gathered}
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－If $\llbracket b o o l \rrbracket$ is as in（1），then we can not have
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－We shall therefore represent divergence and assume
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can be defined as

$$
\text { add }:=Y \text { add_rec }
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where

```
add_rec := fun f, x, y ->
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```
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## Gödel's System T.

- Restrict $Y$ to recursion over $\mathbb{N}$ :

$$
\begin{array}{ll}
\operatorname{rec} u v \underline{0} & =u \\
\operatorname{rec} u v t+1 & =v t(\operatorname{rec} u v t)
\end{array}
$$

- Allows to see important basic techniques in a simple setting.
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## Courses 7-12:

- Categories, functors and natural transformations.
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## Courses 13-: Survey of Some Active Research Topics.

