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1 Small questions on LLL

1. Consider the LLL-reduction with parameter δ = 0.99. Give an LLL-
reduced basis which is not Minkowski-reduced. Same question with δ = 1.

2. Let α ∈ (0, 3/4). Let (b1, . . . ,bd) be a basis of a lattice L. We say it
is α-Siegel reduced if for any i we have α‖b∗

i ‖
2 ≤ ‖b∗

i+1‖
2. Give some

properties of LLL-reduced bases that are still satisfied by Siegel-reduced
bases and some that are not anymore. Hint: Siegel-reduced bases are not
necessarily size-reduced.

3. Let (b1, . . . ,bd) be a lattice basis and (b̂1, . . . , b̂d) be its dual basis.

Show that if (b1, . . . ,bd) is Siegel-reduced, then (b̂d, . . . , b̂1) is also Siegel-
reduced (with that ordering of the vectors). Does it also hold if we replace
the Siegel-reduction by the LLL-reduction?

2 Hermite normal form

Let B ∈ Z
n×n. Then there exists a unimodular matrix U such that the matrix H

defined by H = B · U satisfies the three following properties:

(a) The matrix H is upper triangular.

(b) The diagonal coefficients of H are positive.

(c) If j > i, then Hi,j ∈ (−Hi,i/2, Hi,i/2].

The decomposition A = H · U−1 is unique and is called the Hermite normal
form.

1. Explain how to make all three conditions satisfied when condition (a)
already holds.
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2. By using the LLL algorithm, show that one can find a matrix U such
that A · U has exactly one non-zero entry in its last row. Hint: multiply
the last row of A by a large constant, and use the fact that if (b1, . . . ,bd)
is an LLL-reduced basis of a d-dimensional lattice L, then

∏
i ‖bi‖ ≤

2d2/4 · det(L).

3. Using the two questions above, describe an algorithm that computes the
Hermite normal form. Does this algorithm run in polynomial time?

3 RSA with a small decryption exponent

Let N = p · q be the product of two primes such that p > q > p/2. Let e
and d be such that ed = 1 mod (p − 1)(q − 1). In the RSA cryptosystem,
the public key is (N, e) and the private key is (p, q, d). The encryption of an
integer m ∈ [0, N − 1] is the operation m 7→ me mod N and the decryption of
an encrypted message c is the operation c 7→ cd mod N . Fermat’s little theorem
ensures that (me)d = m mod N , allowing the receiver to recover the message
that was sent to him. The integer d is called the decryption exponent. The
smaller d, the faster the decryption. The goal of this exercise is to show that
when d is too small, then one can factor N in polynomial time, thus breaking
the system.

In the following, we suppose that e belongs to [N/2, N ] and that N and e are
known, while p, q and d are unknown. We suppose that d ≤ eδ for some δ < 1.

1. Let P (x, y) = x(N +1+ y)− 1. Show that P has a root (x0, y0) modulo e
with y0 = −(p + q), and

|x0| ≤ c1 · e
δ and |x1| ≤ c2 · e

1/2,

for some constants c1 and c2. Show that if we could find that root (x0, y0)
in polynomial time, then we could factor N in polynomial time.

2. Let α ≥ 1 be an integer. Consider the polynomials:

gi,k = xiP k(x, y)eα−k for k ∈ [0, α] and i ∈ [0, α − k]

hj,k = yjP k(x, y)eα−k for k ∈ [0, α] and j ∈ [1, t],

where t will be determined later on. Show that for any polynomial Q in
that family, we have Q(x0, y0) = 0 mod eα.

3. Let ε > 0. By using the LLL algorithm on a lattice related to the above
polynomials, and by optimizing t, show that if δ < 0.284− ε, then one can
find a polynomial Q such that Q(x0, y0) = 0 holds over the integers.

4. A single bivariate polynomial is not sufficient to recover the desired y0 in
polynomial time. Suggest a way to work around that difficulty. Hint: use
the fact that if (b1, . . . ,bd) is an LLL-reduced basis of a d-dimensional

integral lattice, then
∏

i ‖bi‖ ≤ 2d2/4 det(L) and ‖b1‖ ≥ 1.
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4 A transference theorem

Let (b1, . . . ,bd) be a Hermite-Korkine-Zolotarev-reduced basis of a lattice L.
For any i ≤ d, we define L(i) as the projection of L orthogonally to the vec-
tors b1, . . . ,bi−1. Let L̂ be the dual of L. The goal of this exercise is to obtain a
bound on each quantity λi(L)λd−i+1(L̂) that depends only on the dimension d.

1. Show that for any i and any j ≤ d − i + 1, we have λj(L̂) ≤ λj(L̂(i)).

2. Show that for any i, we have ‖bi‖
2 ≤

∑
j≤i λ1(L

(j))2.

3. Show that for any i, we have λi(L)2λ1(L̂)2 ≤ dγ̃d
2, where γ̃d = maxi≤d γi

and γi is the i-th dimensional Hermite constant.

4. Show that for any i we have λi(L)λd−i+1(L̂) ≤ dγ̃d.
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