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1- the learning parity with noise problem

Let n and tau in (0,1).
The (search version of) the learning parity with noise problem is to find a in Z_2^n from arbitrarily many samples of 
the form (a_i, <a_i,s>+e_i) in Z_2^{n+1}, where the a_i’s are iid uniform and the ei’s are from a Bernoulli distribution 
of parameter tau. 
The decision version consists in distinguishing such samples from a uniform s, from uniform samples in Z_2^{n+1}.
(give the oracle based definition, give the distinguishing advantage)

Give the search to decision reduction?

Remarks.

this is like decoding a random linear code in the low-weight error regime, but with an arbitrary code length.   
Draw a matrix.
Tau is known. 
Tau =0 => trivially easy
Tau=1/2 => trivially hard
Tau <=1 without loss of generality

Given an s, how to check it’s the correct one?
Take bi-<ai,s>. It’s either uniform, or Bernoulli. How to distinguish? Majority test.
Pr [N>= m*tau* (1+delta) or <= m*tau* (1-delta)] <= 2*exp(-m*tau*delta^2/3)

To distinguish with error less than eps, take  delta  such that
m tau(1+delta) <= m *1/2 * (1-delta). For example, delta = (1/2-tau)/2. And m linear in ln(1/eps)/(tau*delta^2).

2- Aleknovitch’s encryption
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