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Abstract

Small regulatory RNAs are central players in the regulation of many cellular processes across all kingdoms of life. Experiments in mouse and human have shown that a typical small RNA may regulate the expression of many different genes, suggesting that small RNAs act as global regulators. It is noted though that most targets respond only weakly to the presence of the small RNA. At the same time, evidence in bacteria and animals suggest that the phenotypes associated with small RNA mutants are only due to a few of their targets. Here we assume that targets regulated by a small RNA to control function is in fact small, and propose that the role of the many other weak targets is to confer robustness to the regulation of these few "principal" targets. Through mathematical modeling we show that auxiliary targets may significantly buffer both number and kinetic fluctuations of the principal targets, with only minor slowdown in the kinetics of response. Analysis of genomic data suggests that auxiliary targets experience a non-specific evolutionary pressure, playing a role at the system-level. Our work is of importance for studies on small RNA functions, and impacts on the understanding of small RNA evolution.
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Introduction

Small RNA molecules play critical regulatory roles in many different organisms, from small regulatory RNAs regulating stress response in bacteria to microRNAs regulating development and homeostasis in mammals (1, 2). Many small RNA families achieve target-specificity at the post-transcriptional level via base-pairing of a very short (6-8 nucleotides) region with the targeted mRNA. Consequently, one predicts that a particular binding sequence could appear at random in multiple loci across the genome, which may explain why many genes carry binding sites in their 3'UTR. Sequence pairing, however, may not be sufficient for successful interaction, and one might expect that most of these putative sites are non-functional, and would be lost during evolution. Surprisingly, bioinformatic searches for microRNA targets that focus on highly conserved sites still predict a large number of target genes per microRNA (3). In addition, recent experiments in mouse (4) and human (5) demonstrate that the transfection of a single microRNA affects the expression of many genes that carry a seed match, although most of these genes respond to the microRNA very weakly. It is therefore reasonable to hypothesize that these many binding sites mediate real interactions and have some functionality within the cellular context. One tempting interpretation is that microRNAs act as global regulators, affecting directly genes across pathways or modules of the cellular network.

On the other hand, detailed studies focused on particular small regulatory RNAs (srRNAs) draw a very different picture. Studies in bacteria and animals (6–16) suggest that the phenotype associated with mutating srRNAs is due only to few of their targets. For example, the lethal phenotype associated with mutating the recognition sequence in the heterochronic microRNA let-7 of Caenorhabditis elegans (6, 7), is rescued by a compensating mutation in only one gene (lin-41). Similarly, concurrent re-expression of only 3 targets of the human microRNA miR-31 (10) (out of the hundreds predicted) is enough to abrogate the metastasis suppression phenotype associated with overexpression of the microRNA. These and other examples suggest that only few targets are directly involved in the cellular response to the level of the srRNA.

As the functions of more and more small regulatory RNAs are being elucidated in a variety of organisms and tissues, the mystery remains: what is the role of the many weakly interacting conserved targets (17). Recently, it has been proposed that the number of phenotypically relevant targets regulated by a srRNA is in fact small (18, 19) and that the many other weak targets which we accordingly term "auxiliary" might be competitive inhibitors for the srRNA by preventing the sr-
RNA binding to the few "principal" targets. In this paper we propose that the role of these "auxiliary" targets is to confer robustness and suppress both number and kinetic fluctuations. Through dynamical analysis we show that auxiliary targets can strongly suppress intrinsic fluctuations in their target levels with only minor effect on the kinetics of response. We support these predicted functional role of auxiliary targets by analyzing their conservation across vertebrates, and show that auxiliary targets experience an non-specific evolutionary pressure, suggesting that their role is at the system level. With small RNAs acting in development and response pathways, these features are expected to be of major physiological consequence.

Materials and Methods

Unified model for srRNA regulation

General description of the model

In absence of auxiliary targets, the general picture of srRNA post-transcriptional regulation is well-described by modeling the dynamics of the number of free sr-RNA $s$, of the number of principal target mRNAs $m$ and of the number of principal target proteins $p$, by a set of mass-action equations (20):

$$\frac{ds}{dt} = \alpha_s - \beta_s s - ksm,$$  
$$\frac{dm}{dt} = \alpha_m - \beta_m m - ksm,$$  
$$\frac{dp}{dt} = \gamma m - \beta_p p.$$ (1) (2) (3)

where $\alpha_s$ ($\alpha_m$) refers to the transcriptional rate of srRNA (mRNA) and $\beta_s$ ($\beta_m$) to its degradation or turnover rate. $k$ represents the interaction rate between the sr-RNA and its target mRNA. The target proteins are produced at a rate $\gamma$ per mRNA molecule and self-degrade at a rate $\beta_p$. Eqs. 1 and 2 assume that the pairing between the srRNA and the mRNA either leads to degradation of the complex or sequesters it (e.g. while blocking translation) for considerable time. Active co-degradation is believed to occur for many prokaryotic small RNA-mRNA couples (1), while titration may be a more dominant mode of action of eukaryotic miRNAs (2). Within the same framework, it is easy to generalize the model and allow
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a fraction of the srRNA to be recycled (see Text S1 Sec.B in the Supporting Material). This does not affect the main results of our work (see Text S1 Sec.C 3c in the Supporting Material).

We generalize this model by accounting for the interaction between the srRNA and the auxiliary targets, leading to the formation of a transient complex (Fig.1). The kinetics of the number of free auxiliary target mRNAs \( n \) and of complexed srRNAs \( c \) follow the mass-action equations

\[
\frac{dn}{dt} = \alpha_n - \beta_n n - k_a sn + k_d c,
\]

\[
\frac{dc}{dt} = -\beta_c c + k_a sn - k_d c,
\]

where \( \alpha_n \) is the total production rate over all auxiliary targets and \( \beta_n \) is their average turnover rate. \( k_a \) is the association rate between the srRNA and the auxiliary targets and \( k_d \) the dissociation rate of the transient complex which is degraded at a rate \( \beta_c \ll k_d \). To account for the effect of the auxiliary targets on the srRNA level, one has to augment Eq.1 by \([-k_a sn + k_d c + \beta_c (1 - p_d)c]\), with \( p_d \) the probability that the srRNA is also eliminated during the complex degradation.

**Accounting for stochasticity**

Stochasticity of the underlying biochemical reactions, including the transcriptional burstiness (21, 22) and the effect of transport by diffusion of the interacting molecules (23, 24), are accounted for by augmenting the previous set of mass-action equations with Langevin terms (25, 26) which captured the intrinsic fluctuations of each reactions (see Text S1 Sec. A-D in the Supporting Material for a detailed description of the full stochastic model).

**Analysis of steady-state properties**

We analyzed the steady-state properties of srRNA regulation in absence or in presence of auxiliary targets within the limit of small noise, using the linear noise approximation (25). The mean steady-state levels were estimated by solving the mass-action equations (1-5). Fluctuations were analyzed by solving the fluctuation-dissipation relation

\[
JC + CJ^\dagger + N = 0,
\]

with \( C \) the covariance matrix of the system, \( J \) the Jacobian of the set of mass-action equations (1-5) and \( N \) is a diagonal matrix whose entries are the amplitudes of the noise (Langevin) terms (see Text S1 Sec. B).
Efficacy of the srRNA regulation and limit between slow and fast transport modes

As a robust measure of the efficacy of the srRNA regulation, we choose an information-theory based measure, which considers the interactions between a regulator and its target as a communication channel, and measure the information capacity of this channel (27, 28). The major advantage of this choice is that it does not require any specific knowledge of the function of the regulator or the precise signal it transduces. Moreover, this measure is insensitive to the particular form of the response function, and can therefore be applied across the entire range of parameters in our model.

In the limit of low noise, the information capacity for srRNA pathways can be approximated by (see Text S1 Sec. C3)

$$I_{\text{max}} = \log_2 \left( \frac{1}{\sqrt{2\pi e}} \int d\alpha_s \left| \frac{d\langle p \rangle(\alpha_s)}{d\alpha_s} \right| \frac{1}{\sigma_p(\alpha_s)} \right)$$

(7)

where $\langle p \rangle$ and $\sigma_p$ are, respectively, the steady-state mean and standard deviation of the principal target level. At a fixed set of parameters the impact of auxiliary targets on this information-based efficacy strongly depends on the mobility of the molecules: auxiliary targets increase the capacity of the channel if they diffuse rapidly, but decrease its capacity if diffusion is slow. One can therefore define a critical diffusion rate which marks the boundary between these two behaviors (see Text S1 Sec. C3).

Analysis of kinetic properties

The kinetic response of the pathway was studied using stochastic Gillespie simulations (29), where, for simplicity, we neglect fluctuations in the total number of auxiliary targets. Each simulation starts with a configuration sampled from the steady state distribution of principal targets (Poissonian distribution with mean $\alpha_m/\beta_m$). At $t = 0$ the transcription of srRNA is switched on, and the kinetic response is assessed by measuring the distribution of the first passage time when the number of principal mRNAs reaches zero.

Choice of parameter values

Typical values for parameters are only known for bacterial srRNA pathways (20, 30). We choose to use these ranges of values (given in Text S1 Sec. F) to plot
our figures. However, Fig. S2 in the Supporting Material shows that the effects described in the paper are robust over a wide range of parameters values which likely also includes the eukaryotic pathways.

Analysis of genomic data

The conservation of microRNA targets was studied for a set of 87 microRNAs conserved among vertebrates (Dataset S1 in the Supporting Material) and compared with a artificially generated set of 1,000 “mock”-microRNAs (Dataset S2). Seeds of the mock microRNAs were generated as 7-mers that obey the same dinucleotide statistics as the 87 conserved microRNAs in our sample (31). See Text S1 for details.

For each microRNA, a list of predicted targets in 12 vertebrates (Homo sapiens, Pan troglodytes, Macaca mulatta, Mus musculus, Rattus norvegicus, Canis familiaris, Equus caballus, Bos taurus, Monodelphis domestica, Ornithorhynchus anatinus, Gallus gallus and Xenopus tropicalis) was obtained using the TargetScan algorithm and the aligned 3’UTRs dataset available at the TargetScan website (32). The number of targets $N_{i,s}$ per microRNA $i$ in each species $s$ was normalized by the total number of genes per species $N_{tot,s}$ in the alignment. Conservation of the number of targets was quantified by computing for each microRNA the relative fluctuations of $\{N_{i,s}/N_{tot,s}\}$ across species (see Sec.E in Text S1).

Taking the list of human targets as reference, we represent TargetScan predictions by a binary array $x^t_{i,s}$, where $x^t_{i,s} = 1$ if gene $t$ is a target of microRNA $i$ in human and in species $s$, and 0 otherwise. The observed frequency $f^t_i$ is then defined as the mean value of $x^t_{i,s}$ across species. The corresponding conservation score $C^t_i$ is obtained by normalizing $f^t_i$ by the number of species that carry a homolog of gene $t$ (see Sec. E in Text S1). For example, $C^t_i = 1$ means that gene $t$ is a target of microRNA $i$ in every species where $t$ is present.

To investigate the conservation of principal and auxiliary targets, we use published experimental data that measured global proteome response to transfection of a microRNA (miR-1, miR-124 and miR-181) in (human) HeLa cells (4). For each transfected microRNA, we extract from the experimental dataset the protein level change of each of its target genes (as defined above), if it had been been measured. Dataset S3 contains the list of these genes for miR-1 (382 genes), miR-124 (249 genes) and miR-181 (345 genes), as well as the corresponding fold-change in protein level (in log₂ unit).

The distributions of fold-repression does not offer a natural separation between
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principal and auxiliary targets in HeLa cells. We therefore split the targets based on their fold-change into an subset of “strong targets”, representing targets with a fold-repression below a given arbitrary limit (log$_2$ of the fold-change $\leq -0.6$) and the complementary subset of “weak targets”. We verified that our conclusions do not depend on the choice of this limit (Sec. E of Text S1).

Results

Simple model for srRNAs with two classes of targets

While it is still unclear which factors determine the efficiency of a given srRNA on a particular target, experiments on mammalian somatic tissues have revealed that most of the putative targets are only weakly affected by the transfection of a single microRNA, and only a small proportion is more significantly repressed (4, 5). Below we identify the phenotypically relevant srRNA targets with this limited subset of strongly affected targets. This assumption may not be always justified, as in some cases small modulation may have strong physiological impact (see Table 2 in (18)), and conversely one could imagine an auxiliary role even for a strongly suppressed target (17, 33) (see Text S1 Sec.C 4 in the Supporting Material).

Despite the fact that small RNA pathways differ in many details (including their biogenesis and mechanism of action), at an abstract level they can all be described by a unified model (20, 26, 30, 34–38), which accounts for synthesis of all RNA species, interaction of the srRNA with its targets, and the consequential suppression of translation and/or promotion of degradation of the mRNA (and, perhaps, the small RNA molecule itself). This model can be translated into a simple mathematical framework (20) that we augment to describe the interactions with two classes of targets: the principal targets and the auxiliary targets (Fig.1). Within a Langevin formalism, our model accounts for the stochastic nature of the underlying biochemical reactions, including the effect of transport by diffusion of the interacting molecules, by taking the limit of weak noise (for details see Materials and Methods as well as Text S1 Sec. A in the Supporting Material).
Auxiliary targets can finely tune the expression of principal targets

In absence of auxiliary targets, the effect of srRNAs on the mean level of principal targets falls into one of three categories (20), depending on the relative strength of the small RNA expression compared with that of the target (Fig. 2A, black line). For efficient srRNA production (i.e. in cases where the synthesis rate of mature srRNAs $\alpha_s$ is much larger than that of mRNA, $\alpha_m$), most of the mRNAs are targeted by the large srRNA pool, leading to complete silencing. Conversely, under conditions where the production of the srRNA is less efficient ($\alpha_s \ll \alpha_m$) the target is almost unaffected by the presence of the small RNA and is normally expressed. Intermediate scenarios, where the production rates of the srRNA and of the mRNA are comparable ($\alpha_s \sim \alpha_m$) allow fine-tuning of the target expression. Under these conditions, quantitative changes in the transcription rate of the srRNA correspond to quantitative changes in the target level. The sharpness of the transition between silenced and expressed regimes is controlled by the strength of the interaction between srRNA and mRNA. For strong interactions, the regulatory logic is a sharp linear-threshold response (Fig. S1 A in the Supporting Material).

Additional targets may affect the level of srRNA available for regulating the principal targets in many ways, and one possibility is that auxiliary targets could significantly change this simple picture. At steady-state, auxiliary targets can be interpreted as stoichiometric weak targets with an effective interaction constant $k_{eff} = \frac{k_a p_d (\beta_c/k_d)}{1 + \beta_c/k_d}$. The fact that the auxiliary targets are, by definition, weakly affected by the srRNA suggests that $k_{eff} \ll k$. The level of auxiliary targets would therefore play a measurable role on the principal one only at $k_{eff} \alpha_n \gtrsim k \alpha_m$ (20). In this situation, the auxiliary targets modify the steady-state level of the srRNA and then indirectly that of principal targets. This could help in finely tuning the position of the transition between the expressed and silent regimes (Fig. 2A) but does not change the regulatory logic of the post-transcriptional regulation. Typical parameters (20, 30) suggests that this effect starts to be significant for thousands of auxiliary targets molecules.

This characteristic regulatory logic has been verified experimentally in vivo for bacterial small RNA pathways in *Escherichia coli* (20) and for the mammalian microRNA pathway in HeLa cells (38). These results allow to characterize the effect of a small RNA on a target in terms of three qualitatively different operating regimes: the silencing regime, the tuning (or crossover) regime, and the expression regime. In this language, one may deduce that the effect of many mammalian microRNAs at their normal expression level lies within the tuning category. In-
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deed, on one hand, overexpression experiments show at most a 2-fold-repression compared to wild-type (4, 5), suggesting that in normal tissues the targets are not completely silenced. On the other hand, knockdown of the same microRNA leads to at most a 2-fold up-regulation (5), suggesting that targets are already somewhat suppressed in normal tissues. It is therefore possible that many microRNA-target pairs act in the crossover regime, which - as we discuss next - exposes them to amplified fluctuations.

Auxiliary targets reduce the intrinsic noise of the principal targets

The stochastic nature of the biochemical reactions composing gene regulation pathways leads to intrinsic fluctuations around the mean signal levels (39–41). A canonical way to appreciate the strength of protein fluctuations is to consider the Fano factor \( \nu = \frac{\sigma_p^2}{\langle p \rangle} \), with \( \sigma_p^2 \) the variance and \( \langle p \rangle \) the mean level of the principal protein number \( p \) at steady-state. \( \nu \) is a measure of the noise-to-signal ratio, which confers two advantages: in simple cases it does not depend on the transcription rate, and it allows comparison of the fluctuations in a particular system to a simple memoryless Poisson process, where \( \nu = 1 \). For example, in absence of srRNA regulation, the noise-to-signal ratio is mainly driven by the burstiness of the protein translation and \( \nu \approx 1 + b \) (39) with \( b = \frac{\gamma}{\beta_m} \) the protein burst size, that is the average number of protein translated from a single mRNA molecule.

Models of post-transcriptional regulation by srRNAs suggest that this mode of regulation is particularly effective in suppressing intrinsic fluctuations in the silenced regime (26, 35) (Fig.2C, black lines). Indeed, in the limit of efficient transport, the effective life-time of an active mRNA \( (\frac{1}{\beta_m + k \langle s \rangle})^{-1} \) is dramatically reduced through the interaction with the srRNA and \( \nu \approx 1 + b^* \) with \( b^*/b = \langle p \rangle/\langle p \rangle_{\max} = \beta_m/\beta_m + k \langle s \rangle \ll 1 \) and \( \langle p \rangle_{\max} = \frac{\gamma \alpha_m}{\beta_m \beta_p} \) the expression level in absence of srRNA (see Text S1 Sec. B in the Supporting Material). If transport is inefficient, the slow stochastic diffusion of a very low number of mRNA molecules can lead to relatively high fluctuations in the local mRNA concentration and diffusion noise may dominate (Fig.2B, black lines).

In the crossover regime, where synthesis of srRNA and mRNA are similarly efficient, the ultra-sensitivity of the stoichiometric system leads to a high correlation between the abundance of the srRNA and that of its principal target (42). The cell state becomes broadly distributed and alternates between unrepressed and repressed states, yielding a large distribution for the protein level with a high noise-
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to-signal ratio (26, 35, 42) (Fig. 2C, black lines). These fluctuations are enhanced by strong RNA-RNA interaction (Fig. S1 B) and amplified by stochasticity in active gene copy number and transcriptional bursting (26, 35). The presence of such large fluctuations deems small RNAs unsuitable for fine-tuning gene expression, and has adverse impact on their suitability for patterning gene expression during development (43). As discussed above, it is likely that many mammalian microRNA-target pairs act within the tuning-regime and are therefore exposed to these amplified fluctuations. In what follows we suggest that the role of auxiliary targets is to suppress these fluctuations, making the tuning regime operational.

Our key observation is that the presence of auxiliary targets serves to diminish the correlation between the free srRNA copy number and that of its principal target, thus reducing fluctuations significantly (Fig. 2C). By following the propagation of fluctuations within the model, we find that large intrinsic fluctuations in the srRNA level are quickly absorbed by the dynamic equilibrium between free and complexed srRNAs. To appreciate the effect of auxiliary targets on the fluctuations of principal targets, we first simplify the model by assuming that auxiliary targets have no effect on the mean steady-state level of principal targets ($\beta_c/k_d \to 0$). We will return to this point at the end of this section.

Consider first the case of efficient transport. The presence of auxiliary targets has a weak impact on the steady-state level of free srRNA while creating a pool of complexed srRNA. This pool plays the role of particle reservoir that absorbs srRNA fluctuations (due e.g. to transcriptional burstiness or ultra-sensitivity of the interaction with the principal targets). In particular, for a high number of auxiliary targets, the noise-to-signal ratio of the principal targets is given by $\nu \approx 1 + b^*$ (Text S1 Sec.C in the Supporting Material). To appreciate this result we call the reader’s attention to the fact that in the absence of auxiliary targets this expression is only valid in the repressed regime. The presence of auxiliary targets reduces the fluctuations for any level of the srRNA, even in the noise-sensitive crossover regime, thus permitting fine-tuning and better control.

Interaction between srRNAs and their targets occur in a complex environment in the cytoplasm, perhaps in dedicated bodies (44). We reason that the presence of auxiliary targets may alter the delivery of a srRNA to its principal targets and consequently increases fluctuations. We therefore depart from the limit of efficient diffusion, and study the model over a range of diffusion constants governing the srRNA mobility. As suspected, when transport is slower, the presence of auxiliary targets yields a notable increase in fluctuations (Fig. 2B). Indeed, the stochastic diffusion of a small number of free srRNAs (compared with the high number of free auxiliary targets) impacts on the noisy formation of the srRNA-auxiliary tar-
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get complexes, leading to an increase of the srRNA fluctuations which propagates into that of principal targets.

We conclude that auxiliary targets have two opposing effects on the fluctuations in the level of a principal targets: they buffer number fluctuations due e.g. to bursty transcription or chromatin fluctuations, while increasing noise due to slow transport. Using the notions of efficacy and information capacity of the regulatory pathway (27) (see Materials and Methods and Text S1 Sec.C), we show that the competition between these two effects is mainly settled by comparing the diffusibility of the RNA molecules and their half-lives (see Fig.3 and Fig. S2 in the Supporting Material). Based on these two parameters (which may be srRNA and condition specific) the principal targets of a srRNA may benefit or suffer from the presence of auxiliary targets. Interestingly, the boundary between these two situations does not depend significantly on the microscopic details of the various interactions in the model. For bursty promoters, the buffering of fluctuations is even stronger and auxiliary targets help maintaining a low noise level even for slow transport.

Which regime characterizes the behavior of naturally occurring small RNAs? It has long been assumed (and in some cases verified experimentally) that srRNAs are stable (45, 46), and that they are actively mobile (46). We therefore expected srRNA to be in the "fast diffusion slow decay" regime, that is favorable for auxiliary targets. Indeed, estimating typical parameters for small RNAs in bacteria, yeast and metazoan taken from the BioNumbers web site (47) (see Table 1) suggests that they all sit safely in the region where auxiliary targets serve to suppress fluctuations. This observation can explain the ability of natural microRNAs present in somatic tissues to regulate their principal targets with low noise, even in the cross-over regime.

To complete our discussion of noise attenuation we comment that the general picture presented above is not changed when allowing the srRNA-auxiliary target complexes to have a short but finite lifetime (see Text S1 Sec. C 3b in the Supporting Material). However, in this case the presence of auxiliary targets may affect the efficacy of the regulation. Indeed, under this conditions auxiliary targets effectively reduce the number of srRNA that are presented to their principal targets. In principle, one could have used this feature to impose a bound on the number of allowed auxiliary targets. However, as discussed in the next section, auxiliary targets act also kinetic traps for the srRNAs and slow-down the regulation process. As it turns out, this imposes even a stronger bound on the number of auxiliary targets.
Auxiliary targets maintain a robust kinetic response

In response to changes in environmental signals or development transitions, cells may need to adapt by stopping the expressions of specific proteins. Post-transcriptional regulation has been suggested as a mechanism to accelerate the response of gene expression to changes in the input signals (26, 30). Indeed, in the absence of auxiliary targets newly produced srRNAs are directly used for depleting the pool of principal mRNA targets. However, it is natural to assume that auxiliary targets could act as kinetic traps and decelerate the adaptation of principal targets to signals that affect the srRNA production. The number of auxiliary targets exceeds significantly that of the principal target (4, 5), and one may wonder if this would not result in an impossible hindrance of cellular response.

To address this question, we compare the kinetic response of two simple scenarios. In Scenario I, the srRNA bares the sole responsibility for suppression of the target. Transcription of the mRNA is unaffected while the production of the srRNA is turned on at a high rate ($\alpha_s \gg \alpha_m$), thus switching from the expressed to the repressed regime of Fig.2A. In Scenario II, which is srRNA-free, transcription of mRNA is stopped (e.g. by binding of transcription factors (TF)) and the remaining mRNAs and proteins are allowed to self-degrade. As we just mentioned, in the absence of auxiliary targets the response time is much faster in the srRNA-based Scenario I than in the TF-based Scenario II (Fig.4, green arrow), and the question is whether this effect is wiped out by the presence of auxiliary targets. To answer this question we extend the analysis by measuring the statistics of the first passage time when the number of principal target mRNAs reaches zero, using exact stochastic simulations (29) (for details see Text S1 Sec.D in the Supporting Material).

Our results suggest that the presence of auxiliary targets does not represent an overwhelming limitation to the reactivity of principal targets. As expected, the mean first-passage time increases as the number of auxiliary targets is increased, imposing an upper bound on that number. To quantify it, we define $n_{\text{max}}$ as the number of auxiliary target molecules that slows down the response time such that it is comparable with the response time in the TF-based Scenario II. Fig. 3 depicts this number for typical sets of parameters. We find that in a significant part of the parameter space this number can be very large (1,000 auxiliary target molecules and more).

What determines the magnitude of $n_{\text{max}}$ are the characteristics of the interaction between auxiliary targets and the srRNA. In particular, the rates of association and dissociation of srRNAs from their auxiliary targets turn out to be crucial for
setting an upper bound on the number of auxiliary targets allowed without dramatically affecting the response time (Fig. 5 A). For example, if the srRNA-auxiliary target complex is very unstable (high dissociation constant $K_d \equiv k_d/k_a$), the effect of these targets on the response time is weak, and even a high number of targets can be present with no slow-down in response. On the other hand, if this complex is stable (low $K_d$), the dynamics is strongly affected even by a small number of auxiliary targets. Typical numbers for the association and dissociation rates ($k_a \approx k$ and $K_d \approx 10^{-100}$, (30)) suggest that the number of auxiliary target molecules should be of order $10^3 - 10^4$ to significantly slow down the kinetic response of the principal targets.

The statistics of first-passage times allows us to consider another aspect of fluctuations that is typically ignored. In a fluctuating environment like the cell, the time at which all mRNA molecules initially present are degraded, bares some uncertainty: in one cell this time can be longer than in another. Looking back at the two scenarios described above, we notice that in the absence of auxiliary targets not only the response time is significantly reduced, but also the uncertainty (Fig. 4, green arrow). This is yet another aspect of the robustness that small RNAs confer to their regulatory logic. Once again one may be worried that the presence of auxiliary targets might reverse this outcome, and make the response time not only longer but also significantly less predictable.

Our model shows that this is not the case (Fig. 4 and Fig. 5 B). For example, consider the extreme case where the number of auxiliary targets is $n_{\text{max}}$, such that the mean response time is the same as in the TF-based Scenario II (blue arrow in Fig. 4). We find that the variance of this first-passage time is still significantly (at least 2-fold) smaller in Scenario I than in Scenario II. Indeed, over the relevant range of parameters, and for any number of auxiliary targets below $n_{\text{max}}$, the uncertainty in the response time in Scenario I is significantly reduced compared to Scenario II.

Buffering of environmental noise by auxiliary targets

The cellular regulatory network is responsive to environmental changes, such that a change in the environment should lead to a robust response in gene expression. At the same time it is possible that a transient change in the environment should be ignored. We have previously suggested that small RNAs offer an inherent mechanism to buffer transient environmental changes that would result in the activation of a target gene (35). In this mechanism, the accumulation of target mRNAs is delayed with respect to the activation of transcription. Accumulation of the mRNA
only starts after the pool of free srRNAs, that exists when the mRNA transcription is reactivated, is depleted. The size of the srRNA pool in the repressed state dictates the time window during which the changes in environmental signals are buffered.

Here we propose that the existence of auxiliary targets offers a similar mechanism in the opposite direction, i.e. when a change in environmental signals should result in suppression of the target (Scenario I above). We observe that under certain choices of parameters, the auxiliary targets provide the same kind of buffer for the srRNAs (Fig. 5 C,D). When the formation of auxiliary complexes is kinetically favored compared to the formation of principal complexes, srRNAs are first drawn to the pool of free auxiliary targets. Only after a significant fraction of these have been integrated into complexes, the srRNAs can efficiently interact with the principal targets and silence their expression. This introduces a delay in the response time, followed by an abrupt repression of the principal targets. Both parts of this kinetic process are relatively noise free, and together do not take longer than the more continuous (but slower) degradation occurring in Scenario II. This highlights a potential role for the auxiliary targets to delay the onset of the cell response without significantly affecting its efficiency.

Not surprisingly, the buffering effect exists when the rate of complex formation with auxiliary targets $k_a$ is somewhat larger than the corresponding rate for principal targets $k$. The relevant range of parameters can be identified by observing the plateaus in the mean and the variance of the response time when plotted as a function of $k$. Such a range can be found for intermediate values of the association rate $k_a$ and of the number of auxiliary targets $n$, such that $(k_a n)$ is comparable with $k$, but no fine-tuning is required (cyan lines in Fig. 5 C,D).

**Non-specific evolutionary pressure on auxiliary targets**

In our model, the precise identity of the auxiliary targets is not significant for their role in suppression of noise. Indeed, the only requirement is that these targets would not be sensitive to a minor down regulation by their ineffective interactions with the srRNA, and that they would be co-expressed (at least partially) with the principal targets. The one important property for the functionality of the auxiliary targets is at the system level: the number of auxiliary targets should be large enough to create a noise-suppressing reservoir, and on the other hand not too large to titrate the srRNA away from its principal targets or to significantly slow down their temporal response. A prediction of this model is that the evolutionary force to maintain the interaction between auxiliary targets and the srRNA is nonspecific,
and permits replacement of one target by another. We therefore ask if one could observe this evolutionary signature in available genomic data.

We focus on the conservation of microRNA targets across vertebrates for a set of 87 conserved microRNAs (Dataset S1 in the Supporting Material). Using the bioinformatic target prediction tool TargetScan (32), we generated a list of predicted targets for each microRNA in a set of 12 genomes. As a control, we employed the same procedure to a set of 1,000 “mock”-microRNAs, that were generated to mimic real microRNAs in many ways but carry a random seed (Dataset S2 in the Supporting Material).

To explore the conservation of target identities, we focused on microRNA-target pairs in human. For each such pair we computed the probability that the target gene interacts with the microRNA in the other 11 species. Fig. 6B shows the cumulative distribution of conservation scores. As expected, predicted targets of real microRNAs are slightly but significantly more conserved than those of mock microRNAs, suggesting a selection pressure acting on the interaction between natural microRNAs and their targets. Importantly, we observe that the total number of targets of each microRNA (but not their identity) remains strongly conserved among the 12 species (Fig. 6A).

In order to classify the predicted targets as "principal" and "auxiliary", we used published experimental data following the change in the proteome in human HeLa cells following transfection of three different microRNAs (4). Targets that were strongly repressed (based on some arbitrary threshold) were classified as "principal" targets, while the many predicted targets that showed little or no response were classified as "auxiliary". We note that in this approximation we do not use – or have – any information about the physiological significance of the different targets.

As observed previously (48), our data suggests that targets in the "principal" group are more conserved than those in the "auxiliary" group. Indeed, the data of Fig. 6C, comparing the conservation of these two subsets of targets to those of mock microRNA, supports this claim. This reflects the strong evolutionary pressure that acts to conserve the interactions between microRNAs and their principal targets.

Taken together, we find that the number of targets for each microRNA is highly conserved, and that for "principal" targets this probably comes from the fact that the targets themselves are conserved. For the "auxiliary" targets, however, this target-number conservation is stronger than the conservation of target identity, supporting the notion that it is their collective effect that is important, not their individual regulation.
Discussion

Single microRNAs have been shown to regulate the expression of many different target genes (hundreds if not thousands), although most of them very weakly (4, 5). This seems to be a universal feature, applicable to many small RNA pathways (including those acting in bacteria) that rely on a very short seed for specificity. These findings stimulated the current view in the field, that small RNAs act as global modulators of gene expression at a network scale, rather than gene-by-gene.

On the other hand, in all cases we are aware of, where the functionality of a small RNA has been carefully studied, only a small number of target genes were identified as being phenotypically relevant (6–15). If this is the rule rather than the exception, one is lead to ask what is the function of the other many weak targets of a srRNA. One possibility is that seed matching between most of the targets and a srRNA are completely coincidental and neutral (49). However, it has been reported that most of these interactions are evolutionary conserved, suggesting possible functionality (3, 18).

Our results support an elegant viewpoint of the relationships among srRNA targets, initially formulated by Seitz (18), that is unique to srRNA regulation, but not limited to a particular pathway or organism. Even if the precise molecular mechanisms which control the actual strength of the srRNA regulation on a specific target remain unclear (50), evidence suggest a hierarchy among srRNA targets. "Principal targets" are the ones behind the physiological role of the srRNA. Examples of such targets include the cancer-related proteins Suz12 for miR-200 (13), ANP32A and SMARCA4 for miR-21 (11), or integrin-α5, radixin and RhoA for miR-31 (10). In contrast, "auxiliary targets" are not functionally regulated by the srRNA. In addition to the sponge-like effect (51) which allows a fine-tuning of the expression of principal targets (18), our model work suggests functional roles for auxiliary targets in conferring robustness to the regulation and the kinetics of the principal targets. At an affordable price of slowing down the (already accelerated) reactivity of regulation, auxiliary targets significantly reduce fluctuations in the level of the principal targets, while maintaining the sensitivity of the regulatory logic. This observation is robust over the large range of in vivo parameters and does not depend on the details of the model. The buffer effect induced by the presence of auxiliary targets may not be limited to srRNA regulation and has also been suggested as a functional role for the many "decoy" binding sites of transcription factors along a genome (52).

These features may explain the widespread of srRNAs in development and
stress response pathways (1, 2) where a precise but reactive response is needed. Specificity of each post-transcriptional pathway may have governed the evolution of the number of auxiliary targets for a given srRNA to find a compromise between the loss in reactivity and the gain in fidelity.

What are the auxiliary targets? The emerging picture suggests that auxiliary targets should be co-expressed with the "principal" targets of a srRNA. For a srRNA with multiple "principal" targets, that are not co-expressed, we expect a set of auxiliary targets associated with each principal target. Any gene that share a pattern of expression with a principal target can be recruited as an auxiliary target, since the expression of these genes is hardly affected by the srRNA. Our results indicate that the exact number of auxiliary targets and their exact level of expression is of little consequence.

The role of most srRNA targets as auxiliary targets predicts that the evolutionary pressure in place to maintain the interaction between a srRNA and its auxiliary targets is non-specific (18), and cannot be explained in evolutionary models that accounts for targets "one at a time" (53). The pressure to maintain auxiliary targets should also be contingent on the conservation of the principal targets. This type of evolutionary pressure should have unique fingerprints, and we expect it to be detectable as more whole-genome sequences become available.
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Tables

<table>
<thead>
<tr>
<th></th>
<th>E. coli</th>
<th>Budding yeast</th>
<th>HeLa cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$ ($\mu m^2 s^{-1}$)</td>
<td>5</td>
<td>60</td>
<td>100</td>
</tr>
<tr>
<td>$\Omega$ ($\mu m^3$)</td>
<td>0.7</td>
<td>33</td>
<td>2000</td>
</tr>
<tr>
<td>$\beta$ (min$^{-1}$)</td>
<td>1/10</td>
<td>1/20</td>
<td>1/600</td>
</tr>
<tr>
<td>$\beta/d$</td>
<td>0.05</td>
<td>0.09</td>
<td>0.11</td>
</tr>
</tbody>
</table>

*Table 1: Diffusion mode in different organisms*

Estimation of typical parameters for different organisms. The transition between fast and slow diffusion modes is mainly controlled by the ratio between the RNA self-degradation rate $\beta$ and the diffusion rate $d \equiv D\ell/\Omega$ with $D$ the effective diffusion constant, $\Omega$ the volume of the cell (or of the cytoplasm) and $\ell \sim 5$ nm the length-scale of the reaction volume (see Text S1 Sec.A). A small (high) ratio means fast (slow) transport mode. Numbers are taken from the BioNumbers database (47).
Figure Legends

Figure 1. Interactions of a srRNA with its targets. In the pathway, the main difference between auxiliary and principal targets resides in the fate of the mRNA-srRNA complexes: for principal targets, the complexes are rapidly degraded leading to a strong effect on the overall principal protein level, while for auxiliary targets, the complexes preferentially dissociate, leading to only a weak effect on the auxiliary protein level.

Figure 2. Steady-state properties of the principal targets in absence or presence of auxiliary targets. (A) Mean protein level of the principal targets as a function of the ratio $\alpha_s/\alpha_m$ between the production rates of srRNA and principal mRNAs, and for different numbers $n$ of auxiliary mRNA molecules (black: 0, red: 100, blue: 1,000, green: 10,000). (B, C) Effect of the number of auxiliary targets on the noise-to-signal ratio (Fano factor) of the principal target proteins in the slow (B) and fast (C) transport limit.

Figure 3. Impact of the srRNA degradation rate on the transition between fast and slow diffusion limit in presence of auxiliary targets. In the fast transport region (colored zone), auxiliary targets help maintaining a low noise level for the principal targets. In the slow transport region (black zone), diffusion noise dominates and the presence of auxiliary targets increases the internal fluctuations of the principal targets. Colors represent the upper bound of the number of auxiliary targets $n_{\text{max}}$ imposed by limiting the slow-down in temporal response (see text).

Figure 4. Impact of auxiliary targets on the temporal response of the principal targets. The temporal response is quantified by the first-passage time, when the number of principal target mRNAs reaches zero. Solid lines are the mean first-passage time for the srRNA-based Scenario I and the TF-based Scenario II, as a function of the number of auxiliary targets. Dashed lines represent the standard deviation from the mean.

Figure 5. Impact of kinetic parameters on the efficiency of the temporal response of the post-transcriptional repression. (A,B) Number $n_{\text{max}}$ of auxiliary targets (A) at which the mean time required for full suppression of the principal target by the srRNAs is equal to the corresponding time required by TF-based regulation, and the uncertainty in the response time (B) of the post-transcriptional
regulation for \( n = n_{\text{max}} \) (normalized by the corresponding value for the transcriptional regulation). (C,D) Mean and variance of the first-passage time (FPT) as a function of the ratio \( k/k_a \) between the interaction rate of the principal targets and the one of the auxiliary targets, for different numbers of auxiliary target molecules \( n \) and different values of the dissociation constant for the formation of the srRNA-auxiliary target complexes \( K_d = 10 \) (full line), 1 (dashed line), 0.1 (dotted and dashed line) and 0.01 (dotted line). Results are normalized by the corresponding values for the TF-repression.

**Figure 6. Conservation of microRNA targets across vertebrates.** (A) Cumulative distributions for the relative fluctuations of the number of targets per microRNA across species for natural (red) and fake (black) microRNAs. Differences between the two distributions are significant (p-value < \( 10^{-4} \) for the Kolmogorov-Smirnov test). Number of targets is more conserved for natural microRNAs. (B) Cumulative distributions for the conservation scores of predicted targets of natural (red) and fake (black) microRNAs. Differences between the two distributions are small but significant (p-value < \( 10^{-10} \), K.-S. test). Proportion of conserved targets is slightly more important for natural microRNAs. (C) Cumulative distributions for the conservation scores of a subset of genes which are weak (red dashed line) or strong (red dotted line) targets of 3 natural microRNAs (miR-1, miR-124 and miR-181) in human (see Materials and Methods). The red full line is the distribution for the merged ensemble (weak and strong). The black lines represent the corresponding cumulative distributions for the same genes but when associated with fake microRNAs. Differences between natural and random microRNAs are always significant (p-values < \( 10^{-10} \), K.-S. test). Proportion of conserved targets is larger for strong targets of natural microRNAs, then for weak targets of natural microRNAs, then for targets of fake microRNAs.
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Fig. S1: Review of the steady-state properties of a protein regulated by a sRNA in the absence of auxiliary targets. Mean protein level (A) and the corresponding Fano factor (B) are plotted as a function of the ratio between the sRNA and the mRNA transcription rates for different values of the interaction rate k (full lines: 0.1 min⁻¹, dashed: 1, dotted: ∞). Strong interactions lead to sharp ("ultra-sensitive") linear-threshold response. Fixed parameters are (in min⁻¹) $\alpha_m = 1$, $\beta_m = 0.1$, $\beta_s = 0.1$, $\gamma = 4$, $\beta_p = 1/200$ (see SI Text, Sec.A for a detailed definition of each parameter).
Fig. S2: Impact of parameters on the transition between fast and slow diffusion limit in presence of auxiliary targets. In the fast transport regions (white zones), auxiliary targets help maintaining a low level of intrinsic noise for the principal targets. In the slow transport regions (black zones), diffusion noise dominates and the presence of auxiliary targets increases the internal fluctuations of the principal targets. The frontier between fast and slow modes was computed using the notion of information capacity of the regulatory pathway (see SI Text Sec. C for details). In (E), we augment the burstiness of the srRNA promoter by decreasing the switch-off rate. Fixed parameters as in Fig. S1, completed by (in \( \text{min}^{-1} \)) \( \beta_n = 0.1, \beta_c = 0, k_0 = 0.1, k_{a0} = 0.1, k_{d0} = 1 \), (see SI Text Sec. A for a detailed definition of each parameter).
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Appendix A: Unified model for small RNA regulation

In this section, we present in details the model we used to study the srRNA-mediated regulation of principal targets in presence of auxiliary targets.

1. Stochastic model without auxiliary targets

The general picture of srRNA post-transcriptional regulation is well-described by modeling the dynamics of the number of srRNA $s$, of the number of principal mRNA targets $m$ and of the number of target proteins $p$, by a set of mass-action equations [1–5] where intrinsic fluctuations are captured by adding Langevin-like noises $\xi_i$ accounting for the stochasticity of the underlying reactions [6]:

$$\frac{ds}{dt} = \alpha_s - \beta_s s - k_{sm} s + \xi_s,$$

$$\frac{dm}{dt} = \alpha_m - \beta_m m - k_{sm} s + \xi_m,$$

$$\frac{dp}{dt} = \gamma_m - \beta_p p + \xi_p,$$

where $\alpha_i$ refers to the transcriptional rate of species $i$, $\beta_i$ to its degradation or turnover rate, and $\gamma$ to the translational rate of the target protein. $k$ represents the second-order kinetic constant between the srRNA and its target mRNA. Eq.1 and 2 assume that the pairing between the srRNA and the mRNA leads to a rapid and full degradation of the complexes. This type of active co-degradation is believed to occur for many prokaryotic small RNA-mRNA couples [7]. In eukaryotic pathways, evidence suggests that the degradation of the mRNA in the complex does not always yield the degradation of the srRNA [8]. However, in many cases the mRNA-srRNA pair is sequestered for considerable time, thus titrating the srRNA. Moreover, within the same framework it is easy to extend the model such that only a fraction of the srRNA is co-degraded with the mRNA (see section B 3). This does not affect the results of our work (see section C 3 c). In the following, for simplicity, we consider the minimal model given above, except in the sections B 3 and C 3 c.

Within the Langevin framework, each reaction is treated as an independent Poissonian process with white delta-correlated noise

$$\langle \xi_i(t) \rangle = 0,$$

$$\langle \xi_i(t) \xi_j(t') \rangle = \delta_{ij} N_i \delta(t-t'),$$

with $\delta_{ij}$ the Kronecker symbol, $\delta(t)$ the Dirac function, $N_s = \alpha_s + \beta_s(s)$, $N_m = \alpha_m + \beta_m(m)$, $N_k = k(s|s)m$ and $N_p = \gamma|m| + \beta_p(p)$, where $\langle \cdot \rangle$ represents the expectation value. The Langevin approach can be viewed as an approximation of the corresponding Master-equation for large numbers of molecules [9]. One of its advantage is that it allows to add extra contribution to the noise (such as diffusion or external noise) in a simple way (see below).

Within the same framework, transcriptional burstiness [10–13] can be efficiently accounted for by allowing the promoter $g$ to switch between two (on/off) states [6, 14]:

$$\frac{dg}{dt} = k_{on}(1-g) - k_{off} g + \xi_g,$$

with

$$\langle \xi_g(t) \rangle = 0,$$

$$\langle \xi_g(t) \xi_g(t') \rangle = 2(k_{on} + k_{off}) \langle g \rangle (1-\langle g \rangle) \delta(t-t'),$$

and

$$\alpha_i = \alpha_i^0 g.$$

Here $k_{on}$ and $k_{off}$ are respectively the on and off rate of the promoter, and $\alpha_i^0$ the maximal transcription rate when the promoter is fully induced ($g = 1$). Arguably, the Langevin formalism is not natural to describe a two-state system. Indeed, instead of considering a binary switch dynamics between the two allowed states (on/off), $g$ is a continuous variable, and its equation of evolution (Eq.A6) is equivalent to a diffusion process in a quadratic potential centered around $\langle g \rangle$. However, steady-state values for the mean and the variance of the promoter occupancy are perfectly described by the Langevin framework (see Fig. S4). As seen below, this requirement is enough to provide excellent agreement with stochastic simulations in the regime where the linear noise approximation is adequate.
2. Effect of diffusion

This Langevin formalism implicitly assumes that the different species are well-mixed in the cell and that spatial correlations could be neglected. This is true so long as the typical diffusion time across the cell (of typical dimension \( L \)) \( \tau_c = L^2/D \) is much shorter than the different relevant time-scales of the system. However, even in a well-mixed solution, diffusion plays an effective role by renormalizing the interaction constant between two reactants [15]

\[
k = \frac{4\pi Dk^0/\Omega}{4\pi D\ell + k^0},
\]

(A7)

with \( \Omega \propto L^3 \) the volume of the cell, \( D \) the relative diffusion constant between the two reactants, \( \ell \) the typical scale of the reaction volume and \( k^0 \) the microscopic reaction rate which accounts for the local effective interaction between the two molecules. If \( k^0 \gg D\ell \) then \( k \approx 4\pi D\ell/\Omega \) and the macroscopic reaction is diffusion-limited. If \( k^0 \ll D\ell \) then \( k \approx k^0/\Omega \) and the interaction is reaction-limited.

Moreover, interaction between two molecules occurs in a very small volume (\( \ell \ll L \)). Therefore, diffusive arrival of molecules inside the reaction volume is also a stochastic process and leads to fluctuations in the local concentrations of the different species [14, 16, 17]. The corresponding variation in the rate \( k_{sm} \) would be given in the linear noise approximation [9] by

\[
\delta(k_{sm}) \approx k(s)\delta m + \langle m \rangle \delta s,
\]

(A8)

with \( \delta s \) (\( \delta m \)) the random variable characterizing the fluctuations of \( s \) (\( m \)) due to diffusion. As long as the typical diffusion time in the reaction volume (\( \sim L^2/D \)) is much shorter than the other characteristic times of the system, terms in Eq. A8 could be considered as a white Langevin noise defined as

\[
\langle \delta(k_{sm}) \rangle = 0,
\]

(A9)

\[
\langle \delta(k_{sm})(t)\delta(k_{sm})(t') \rangle = k^2\tau\langle s \rangle^2|\delta m|^2 + \langle m \rangle^2|\delta s|^2 \delta(t-t'),
\]

(A10)

where \( \tau \) is a typical time-scale, and \( |\delta s|^2 \) and \( |\delta m|^2 \) are the strengths of the diffusion fluctuations [16]

\[
|\delta s|^2 = \frac{\Omega/(D\ell)}{\tau} \langle s \rangle, \quad |\delta m|^2 = \frac{\Omega/(D\ell)}{\tau} \langle m \rangle,
\]

(A11)

and \( D = D_s + D_m \) is the relative diffusion constant between the two species.

Grouping together all the terms related to the intrinsic fluctuations of the interaction between the srRNA and the mRNA, the diffusion noise can be captured by correcting the amplitude of the Langevin noise \( \xi_k \) by

\[
N_k = k\langle s \rangle\langle m \rangle (1 + \Sigma(\langle s \rangle + \langle m \rangle)),
\]

(A12)

with \( \Sigma = k\Omega/D\ell \). For diffusion-limited interactions, the prefactor \( \Sigma \) is constant and independent of \( D \). For reaction-limited interactions, \( \Sigma \sim k^0/(D\ell) \ll 1 \), and the diffusion noise is negligible.

3. Accounting for interactions with auxiliary targets

Next, we generalize the framework discussed above by considering the interaction between the srRNA and the auxiliary targets. These targets represent mRNAs molecules which could interact with the srRNA (i.e., containing a binding site) but whose mean levels are just weakly affected by the srRNA. Interaction between a srRNA and an auxiliary target leads to the formation of transient complexes. The kinetics of the numbers of auxiliary targets \( n \) and of complexes \( c \) follow the Langevin-like equations

\[
\frac{dn}{dt} = \alpha_n - \beta_n n - k_sn + k_dc + \xi_n + \xi_a + \xi_d,
\]

(A13)

\[
\frac{dc}{dt} = -\beta_c + k_sn - k_d c + \xi_c - \xi_a - \xi_d,
\]

(A14)

where \( \alpha_n \) is the total production rate over all auxiliary targets. \( k_s = (4\pi D\ell k_s^0/\Omega)/(4\pi D\ell + k_s^0) \) is the association rate between the srRNA and the auxiliary targets and \( k_d = (4\pi D\ell k_d^0/\Omega)/(4\pi D\ell + k_d^0) \) the dissociation rate of the transient complex. The dissociation constant \( K_d = k_d/k_a = k_d^0\Omega/k_a^0 \) is independent of the diffusion constant. Degradation of
the evolution of the vector $\vec{\delta}$. The Langevin noises are characterized by their amplitudes: $N_n = \alpha_n + \beta_n \langle n \rangle$, $N_c = \beta_c (c)$, $N_d = k_d (s) \langle n \rangle (1 + (k_d \Omega / D_b) [\langle s \rangle + \langle n \rangle ])$ and $N_d = k_d (c)$.

To account for the effect of the auxiliary targets on the srRNA level, one has to augment Eq.A1 by $(-k_s s n + k_s c + \beta_c (1 - p_d) c + \xi_a + \xi_d + \xi'_d)$, with $p_d$ the probability that the srRNA is also eliminated during the complex degradation, and $N'_d = \beta_c (1 - p_d) (c)$.

Note that for each type (principal and auxiliary) of targets, we focus on the dynamics of the whole ensemble. We do not consider possible heterogeneities (e.g. in the values of $k$ or $\alpha_m$) within each ensemble that, for example, may lead to hierarchical crosstalk between principal targets [1] (see Section C4).

Appendix B: Steady-state properties without auxiliary targets

In this section, we review the steady-state properties of srRNA regulation for a single target.

1. Mean levels

The mean steady-state levels could be estimated by setting to zero all the time derivatives and the Langevin noises present in our set of equations (Eq.A1-A3) [1]:

$$\langle s \rangle = \frac{\alpha_s - \alpha_m - \lambda + \sqrt{(\alpha_m - \alpha_s - \lambda)^2 + 4 \alpha_m \lambda}}{2 \beta_s}, \quad (B1)$$

$$\langle m \rangle = \frac{\alpha_m - \alpha_s - \lambda + \sqrt{(\alpha_m - \alpha_s - \lambda)^2 + 4 \alpha_m \lambda}}{2 \beta_m}, \quad (B2)$$

$$\langle p \rangle = \frac{\gamma \langle m \rangle}{\beta_p}, \quad (B3)$$

with $\lambda = \beta_s \beta_m / k$ the leakage rate which control the efficiency of the regulation [1]. These equations describe a linear-threshold response for the protein level (see Fig. S1 A) where three different regimes could be identified: (i) an unpressed regime ($\alpha_s \ll \alpha_m$) where the srRNA-induced degradation of the mRNA target is small and the protein is expressed ($\langle p \rangle \approx p_{max}$); (ii) a crossover regime around the threshold ($\alpha_s \approx \alpha_m$) where both the srRNA and the mRNA levels are low; and (iii) a repressed regime ($\alpha_s \gg \alpha_m$) where most of the mRNAs are targeted by the large srRNA pool and the expression of the protein is very low ($\langle p \rangle / p_{max} \approx \lambda / \alpha_s \ll 1$).

2. Fluctuations

The stochastic nature of the biochemical reactions composing gene regulation pathways leads to intrinsic fluctuations around the mean signal levels [18–20]. Total intrinsic fluctuations in the output protein level are the results of the propagation of the different sources of intrinsic noise along the regulatory pathway [20]. A canonical way to appreciate the strength of protein fluctuations is to consider the Fano factor $\nu = C_{p,p} / \langle p \rangle$, with $C_{p,p}$ the variance of $p$ at steady-state. $\nu$ is a measure of the noise-to-signal ratio, that allows estimating the deviation of the corresponding distribution of protein number from the Poisson limit ($\nu = 1$).

a. Linear noise approximation (LNA)

To compute $C_{p,p}$, we apply the linear noise approximation [9] to the set of Langevin equations. If we consider small perturbations around the steady-state ($s = \langle s \rangle + \delta s$, $m = \langle m \rangle + \delta m$ and $p = \langle p \rangle + \delta p$), the system of equations driving the evolution of the vector $\delta = \{ \delta s, \delta m, \delta p \}$ could be written in the general form

$$\frac{d}{dt} \delta = J \delta + \xi,$$  \quad (B4)

where $(J_{i,j})$ is the Jacobian of the full system and $\xi_i$ the different noise contributions ($\langle \xi_i \rangle = 0$, $\langle \xi_i(t) \xi_j(t') \rangle = N_{i,j} \delta(t - t')$).
There are two standard (and equivalent) approaches to estimate correlations between species in the weak noise limit. The first consists in taking the Fourier transform of Eq.B4, leading to

$$\tilde{\delta} = \mathcal{A}^{-1} \tilde{\xi},$$  \hspace{1cm} (B5)

with $A_{i,i} = \omega - J_{i,i}$, $A_{i,j} = -J_{i,j}$ ($i \neq j$), and $\langle \tilde{\xi}_i(\omega)\tilde{\xi}_j^\dagger(\omega') \rangle = 2\pi N_{i,j}\delta(\omega - \omega')$. The power spectrum $S(\omega)$ is then obtained from

$$\langle \tilde{\delta}(\omega)\tilde{\delta}(\omega') \rangle = \mathcal{A}^{-1} \langle \tilde{\xi}(\omega)\tilde{\xi}^\dagger(\omega') \rangle \mathcal{A}^{-\dagger} = 2\pi \delta(\omega - \omega') [\mathcal{A}^{-1}N(A^{-1})^\dagger] = 2\pi \delta(\omega - \omega') S(\omega).$$  \hspace{1cm} (B6)

Using the Wiener-Khintchine theorem, the covariance matrix is then given by

$$C \equiv \langle \tilde{\delta}\tilde{\delta}^\dagger \rangle = \int \frac{d\omega}{2\pi} S(\omega) = \int \frac{d\omega}{2\pi} [\mathcal{A}^{-1}N(A^{-1})],$$  \hspace{1cm} (B7)

The second method starts by explicitly writing the time-derivative of the covariance matrix

$$\frac{d}{dt} C \equiv \frac{d}{dt} \langle \tilde{\delta}\tilde{\delta}^\dagger \rangle = JC + CJ^\dagger + \langle \tilde{\xi}\tilde{\xi}^\dagger + \tilde{\xi}\tilde{\delta}^\dagger + \tilde{\delta}\tilde{\xi}^\dagger + \tilde{\delta}\tilde{\delta}^\dagger \rangle.$$

Formally, the solution of Eq.B4 is given by

$$\tilde{\delta} = \exp[Jt]\tilde{\delta}_0 + \int_0^t dt' \exp[J(t-t')] \tilde{\xi}(t').$$  \hspace{1cm} (B9)

Therefore,

$$\langle \tilde{\xi}\tilde{\xi}^\dagger + \tilde{\xi}\tilde{\delta}^\dagger + \tilde{\delta}\tilde{\xi}^\dagger + \tilde{\delta}\tilde{\delta}^\dagger \rangle = \exp[Jt]\langle \tilde{\delta}_0\tilde{\xi}^\dagger \rangle + \int_0^t dt' \exp[J(t-t')] \langle \tilde{\xi}(t')\tilde{\xi}^\dagger(t) \rangle + \langle \tilde{\xi}\tilde{\delta}_0 \rangle \exp[J^\dagger t] + \int_0^t dt' \langle \tilde{\xi}(t)\tilde{\xi}^\dagger(t') \rangle \exp[J^\dagger(t-t')]$$

$$= \exp[Jt]\langle \tilde{\delta}_0\tilde{\xi}^\dagger \rangle + \int_0^t dt' \exp[J(t-t')] \delta(t-t')N + \langle \tilde{\xi}\tilde{\delta}_0 \rangle \exp[J^\dagger t] + \int_0^t dt' N\delta(t-t') \exp[J^\dagger(t-t')]$$

$$= N.$$  \hspace{1cm} (B10)

Using this result in Eq.B8, one arrives at

$$\frac{d}{dt} C = JC + CJ^\dagger + N,$$  \hspace{1cm} (B11)

(which can also be obtained using the $\Omega$-expansion of the Master-equation [9]). The steady-state covariance matrix is given by solving the linear system $JC + CJ^\dagger + N = 0$ (often referred to as the fluctuation-dissipation theorem).

In the following, analytical results were derived using the first method whereas numerical results were computed using the second.

### b. Protein fluctuations

The Fourier transform method applied to Eq.A3 gives

$$\langle |\delta p|^2 \rangle = \frac{2\beta_p p}{\omega^2 + \beta_p^2} + \frac{\gamma^2}{\omega^2 + \beta_p^2} \langle |\delta m|^2 \rangle,$$  \hspace{1cm} (B12)

$$C_{pp} = \langle \delta p \delta p^\dagger \rangle = \int \frac{d\omega}{2\pi} \langle |\delta p|^2 \rangle = p + \gamma^2 \int \frac{d\omega}{2\pi} \frac{\langle |\delta m|^2 \rangle}{\omega^2 + \beta_p^2}.$$  \hspace{1cm} (B13)

The last equation illustrates that the noise in the protein level is the sum of a characteristic Poisson noise and of the propagation of the mRNA noise through a lowpass filter of frequency $\beta_p$. Generally speaking, one expects the protein lifetime to be longer than interaction time-scales and mRNA lifetimes. Therefore, the lowpass frequency can be considered much lower than other typical frequencies in the system, and Eq.B13 reduces to

$$C_{pp} = p + \frac{\gamma^2}{2\beta_p} \langle |\delta m|^2(0) \rangle.$$  \hspace{1cm} (B14)

The Fourier transform method applied to the couple \((s, m)\) leads to
\[
\delta \hat{m} = \frac{(i\omega + \beta_s + km)\hat{\xi}_m + (i\omega + \beta_s)\hat{\xi}_k - km\hat{\xi}_s}{(i\omega + \beta_s)(i\omega + \beta_m + ks) + km(i\omega + \beta_m)}.
\] (B15)

Accounting for transcriptional burstiness leads to the same expression if we renormalize \(\hat{\xi}_{s,m} \rightarrow \hat{\xi}_{s,m} + \alpha_{s,m}^{0}\hat{\xi}_{g_{s,m}}/(i\omega + k_{on_{s,m}} + k_{off_{s,m}}).

Using Eq.B14 and B15 and after some algebra, we can find simple expressions for the Fano factor in the unrepressed and repressed regimes. In the unrepressed regime, the Fano factor is given by
\[
\nu^{unrep} \approx (1 + b) + b \left(1 - \frac{p}{p_{max}}\right) \left[\frac{\alpha_m - \lambda}{\alpha_m + \lambda} + \left(\frac{\alpha_m\beta_m\lambda}{(\alpha_m + \lambda)^2}\right) \left(\frac{\Omega}{2D\ell}\right)\right],
\] (B16)
where \(b = \gamma/\beta_m\) is the protein burst size (average number of proteins produced per mRNA) and \(p_{max} = \gamma\alpha_m/(\beta_p\beta_m)\) is the maximal mean protein number obtained when \(\alpha_s = 0\). The first term of Eq.B16 reflects the burstiness of the translation of the mRNA [18]. Diffusion noise intervenes in the second (first-order) term and has only a very small effect on the global noise in this regime.

In the repressed regime, we find
\[
\nu^{rep} \approx (1 + b^*) + b\beta_m \left(\frac{\Omega}{2D\ell}\right) \left(1 - \frac{b^*}{b}\right),
\] (B17)
where \(b^* = b/(1 + k\langle s\rangle/\beta_m) = b(p)/p_{max} \ll b\) is the effective protein burst size. \(b^*\) is much smaller than the natural value \(b\) since the effective lifetime of the mRNA \((\beta_m + k\langle s\rangle)^{-1}\) is greatly reduced by srRNA-induced degradation. The last term in Eq.B17 is the signature of the diffusion noise (Eq.A12) which tends to increase the expression basal level. For slow diffusion (compared with \(\beta_m\)), the slow stochastic diffusion of a very low number of mRNA molecules can lead to relatively high fluctuations in the local mRNA concentration and diffusion noise may dominate. In the limit of high diffusion, intrinsic fluctuations are greatly suppressed by a strong srRNA regulation \((\nu^{rep} \ll \nu^{unrep})\).

In the crossover regime, the mRNA and srRNA levels are both very low. The ultra-sensitivity of the system leads to large (near critical) fluctuations [21] (see Fig. S1 B). Indeed, near the threshold, the cell state becomes broadly distributed and alternates between unrepressed and repressed states, yielding to a large distribution for the protein level with a high noise-to-signal ratio [22]. This effect is significantly enhanced by strong interaction \((k \gg 1)\). In this regime, varying the diffusion modifies the strength of the fluctuations mainly by changing the sensitivity of the system via \(k\) (Eq.A7).

c. Comparison with stochastic simulations

We now compare the results of the linear noise approximation to those of stochastic simulation. Simulations were implemented using the Gillespie algorithm [23]. Fig. S3A shows the good agreement between the solutions of the rate equations (Eqs.B1-B3) and of the full-stochastic system. Small deviations are observed around the threshold where correlations between the levels of srRNA and mRNAs are important. As already pointed out by Mehta et al [6], Fig. S3B shows the good quality of the LNA to describe the mean and the variance of the different species, even in the cross-over regime where numbers of molecules are low and the fluctuations are high. The position and amplitude of the peak of the Fano factor, predicted by the LNA, deviate only slightly from the result from Gillespie simulations. However, while the LNA well describes the behavior of the covariance matrix of the system, it is known [21] that the classic LNA fails to reproduce the bistable distribution due to the ultra-sensitivity of the system close to the threshold.

As discussed above, the LNA perfectly describes the steady-state values for the mean and the variance of the promoter occupancy even when we consider transcriptional burstiness (Fig. S4), despite the intrinsic binary nature of the promoter states.

3. Effect of recycling the srRNA

Here we assume that only a fraction \(f\) of the srRNA is co-degraded with the principal target mRNA [24]. The system of mass-action equations describing the dynamics of \(s, m, p\) and \(c_0\) (number of srRNA-mRNA complexes) is
FIG. S3: Comparison of the linear-noise approximation (full lines) and stochastic simulations (dots/circles). Steady-state (A,B) and temporal response (C) for the mean number of principal targets $\langle m \rangle$ (A,C) and the corresponding Fano factor $\nu$ (B,inset in C) as a function of the srRNA production rate $\alpha_s$ (A,B) or time (C), in absence (black) or presence (red) of auxiliary targets ($\langle n \rangle = 10$ in A,B; and $n_{tot} = 100$ in C,D). (D) Probability distribution function (p.d.f) of the first-passage time (FPT) for $m$ ($\alpha_m = 1$ min$^{-1}$) to reach 0, after the activation of the srRNA transcription ($\alpha_s = 10$ min$^{-1}$). The inset in D shows the p.d.f of the FPT for $m$ ($\alpha_m = 5$ min$^{-1}$) to reach $\langle m(0) \rangle/2$ ($\alpha_s = 50$ min$^{-1}$). Same parameters as in Fig. S1, completed by $k_a = k_d = 1$ min$^{-1}$ and $\beta_n = 0.1$ min$^{-1}$.

FIG. S4: Comparison of the linear-noise approximation (full lines) and stochastic simulations (dots) for the steady-state mean (A) and variance (B) of the promoter state $g$ (see Eq.A6) if one considers transcriptional burstiness in the model ($k_{off} = 1$).
FIG. S5: Steady-state properties of the principal target proteins in absence of auxiliary targets when we consider a partial recycling of the srRNA. Mean protein level $\langle p \rangle / p_{max}$ (A) and Fano factor (B) as a function of the ratio $\alpha_s/\alpha_m$ for different values of the fraction $f$ of srRNA co-degraded with the principal target mRNA: $f = 1$ (full lines), 0.5 (dashed lines) and 0.1 (dotted lines). Fixed parameters as in Fig. S1.

In this section, we discuss the impact of auxiliary target on steady-state properties of the principal targets.

Appendix C: Steady-state properties with auxiliary targets

In this section, we discuss the impact of auxiliary target on steady-state properties of the principal targets.
1. Mean levels

Substituting the steady-state mean value of \( c \) \( (c) = k_a(s)(n)/(k_d + \beta_c) \) in Eq.A1 and A13, allows interpreting the auxiliary targets as stoichiometric weak targets of the srRNA with an effective interaction constant \( k_{\text{eff}} = k_a p_a (\beta_c/k_d)/(1 + \beta_c/k_d) \ll k \):

\[
\begin{align*}
\frac{d(m)}{dt} &= 0 = \alpha_m - \beta_m \langle m \rangle - k \langle s \rangle \langle m \rangle \\
\frac{d(s)}{dt} &= 0 = \alpha_s - \beta_s \langle s \rangle - k \langle s \rangle \langle m \rangle - k_{\text{eff}} \langle s \rangle \langle n \rangle \\
\frac{d(n)}{dt} &= 0 = \alpha_n - \beta_n \langle n \rangle - \frac{k_{\text{eff}}}{p_d} \langle s \rangle \langle n \rangle
\end{align*}
\]

(C1) (C2) (C3)

The explicit solution of this system is quite cumbersome so we do not give its exact form here.

The level of auxiliary targets would start to play a significant role only when \( k_{\text{eff}} \langle n \rangle \sim k \langle m \rangle \) [1], i.e. when \( \alpha_n \sim (k/k_{\text{eff}}) \alpha_m \gg \alpha_m \). In this situation, the auxiliary targets modify the steady-state level of the srRNA and then indirectly the one of the principal target. This could help to finely tune the position of the transition between repressed and unrepressed regime (Fig. 2A of the main text) but this effect does not change the regulatory logic of the post-transcriptional regulation.

In the following we focus on the regime where the auxiliary targets have a negligible effect on the steady-state mean levels of the free srRNAs and of the principal targets.

2. Fluctuations

To appreciate the effect of auxiliary targets on the fluctuations of principal targets, we first simplify the model by assuming that auxiliary targets have no effect on the mean steady-state level of principal targets \( (\beta_c/k_d \to 0) \). Effects of a finite \( \beta_c \) on the fluctuations are briefly discussed in the end of Sec.C 3. Results are obtained, as previously, within the linear noise approximation.

Applying the Fourier transform method to \( n \) and \( c \) (Eqs. A13 and A14), we find expressions for \( \delta \tilde{n} \) and \( \delta \tilde{c} \) as a function of \( \delta \tilde{s} \). Substituting these expressions in the linearized Fourier equation for \( s \) gives

\[
\delta \tilde{s} = -k \langle s \rangle \delta \tilde{m} + \xi_s + \xi_k + i \omega \left( \frac{\omega + \beta_k}{E} \right) (\xi_s + \xi_d) - i \omega \frac{k_a \langle s \rangle}{E} \xi_n - \frac{\beta_s}{E} \omega (k_a \langle n \rangle) + k \langle m \rangle
\]

(C4)

with \( E = (\omega + k_a)(\omega + \beta_n) + i \omega k_a (s) \).

For high numbers of auxiliary targets \( \langle n \rangle/K_d \gg 1 \), Eq.C4 leads to

\[
\langle |\delta \tilde{s}|^2 \rangle \approx \langle s \rangle \frac{\Omega}{D \ell}.
\]

(C5)

The fluctuations due to the interaction with the principal targets \( -k \langle s \rangle \delta \tilde{m} \) and \( \xi_k \) as well as those due to the srRNA production (including transcriptional burstiness) and degradation \( \xi_s \) have been absorbed by the large pool of complexed srRNAs, leaving only the contribution due to diffusion noise. Since fluctuations of \( s \) propagate in those of \( m \) and \( p \), the Fano factor is given by

\[
\nu = 1 + b \left[ \frac{1 + (k^2 \langle m \rangle/\alpha_m)(2 \langle m \rangle + \langle s \rangle)(\Omega/2D \ell)}{1 + k \langle s \rangle/\beta_m} \right].
\]

(C6)

For high diffusion constant, this expression reduces to \( \nu = 1 + b' \). Note that unlike the case with no auxiliary target, where this expression was only valid in the repressed regime (see Eq.B16), here the reduction of fluctuations holds for any level of the srRNA.

For an arbitrary number of auxiliary targets, no simple expression can be found for \( \nu \). Figures 2 B, C of the main text show numerical results of the Fano factor for different values of the parameters.

It should be noted that the relevant parameter here is not \( \langle n \rangle \) but \( \langle n \rangle/K_d \), since the efficacy of the fluctuation absorption depends on the size of the complexed pool \( \langle c \rangle = (\langle n \rangle/K_d)\langle s \rangle \). Changing \( \alpha_n, \beta_n, k_a \) and \( k_d \) while keeping \( \langle n \rangle/K_d \) constant does not impact significantly on the behavior of the process.

As before, Fig. S3B shows the remarkable ability of the LNA to describe the general behavior of post-transcriptional regulation in presence of auxiliary targets.
3. Information capacity

In the last section we saw that interactions with auxiliary targets reduce or increase the noise-to-signal ratio, depending on the importance of diffusion noise in the system. Next we aimed to quantify the impact of these results on the function of the srRNA regulatory pathway. Motivated by its recent successful applications to gene regulation [25–28], we decided to focus on the capacity of this pathway to convey information.

In information theory, transfer of information between an input $X$ and an output $Y$ via a given channel is well-characterized by the concept of mutual information [29]:

$$I(X;Y) = \int dX \int dY \frac{P(X,Y)}{P(X)P(Y)} \log_2 \left[ \frac{P(X,Y)}{P(X)P(Y)} \right], \quad (C7)$$

where $P(X,Y)$ is the joint probability distribution function of $X$ and $Y$, $P(X)$ and $P(Y)$ are the marginal probability distribution functions. Intuitively, the mutual information represents the number of different output levels achievable by varying the input, and depends on the intrinsic noise properties of the channel. The maximal mutual information with respect to the distribution of inputs is called the information capacity of the channel.

Since biological circuits could be seen as information channel between environmental or internal signals and internal responses, information theory concepts have been recently applied to genetic networks. It can be shown [25, 26] that the information capacity of such circuit could be approximated, in the low-noise limit, by

$$I_{\text{max}} = \log_2 \left( \frac{1}{\sqrt{2\pi e}} \int dX \left| \frac{d(Y|X)}{dX} \right| \left( \frac{1}{\sigma_Y^2(X)} \right) \right), \quad (C8)$$

with $\sigma_Y^2$ the variance of the output for a given input level. The information capacity therefore depends directly on the variation in the mean output level in response to a change in the input level and on the intrinsic noise properties of the channel (via $\sigma_Y$). For example, a system with a flat or a very noisy response cannot carry information, and would have a low information capacity.

a. Effect of auxiliary targets

We use Eq.C8 to estimate the global effect of auxiliary targets and diffusion on the information capacity of the srRNA post-transcriptional regulation. We define the input as the transcription rate $\alpha_s$ of the srRNA and the output as the protein level $p$. Fig. S6 shows the effect of auxiliary targets on the information capacity of the srRNA regulation. For slow transport, diffusion noise dominates and the information capacity is reduced by an increase of the number of targets. In contrast, for fast transport, the pool of complexed srRNA allows an efficient absorption of the srRNA
fluctuations in the crossover region, and promotes a good information transfer. More precisely, there exists a value for the diffusion parameter \( d \equiv D/\Omega \) such that, for \( d > d_c \), adding auxiliary targets in the system decreases globally the intrinsic noise of the output protein and improve the information capacity of the post-transcriptional regulation; for \( d < d_c \), auxiliary targets increase the output noise and the information transmission is less efficient.

The value of \( d_c \) depends on the different parameters of the system in a non trivial way, as shown in Fig. S2. As expected the value of the production rate of the principal targets does not influence the position of the transition (Fig. S2 C), since \( \alpha_m \) mainly defined the position of the different regulation regimes but not the general behavior of the process. More surprisingly, \( d_c \) does not depend significantly on the microscopic reaction rate \( k_0 \) (Fig. S2 D).

The main contribution comes from the srRNA and mRNA turnover rates (Fig. S2 A,B). Since \( \beta_m \) controls the strength of the diffusion noise of the srRNA-mRNA interaction (see Eq.B17), high mRNA degradation rate will have an impact on \( d_c \). Regarding \( \beta_s \) we note that at the transition the fluctuations of the srRNA with (see Eq.C5) or without (\( \langle |\delta\tilde{s}|^2 \rangle \sim \langle s \rangle /\beta_s \)) auxiliary targets have the same amplitude. This implies that \( \beta_s \sim d \). Therefore, increasing \( \beta_s \) reduces the influence of burstiness absorption, and diffusion noise starts to dominate at higher values of the diffusion constant.

When the srRNA transcription is highly bursty, one gain in information capacity even at slow diffusion (Fig. S2 E). This is due to buffering of transcriptional noise, which is higher for a bursty promoter, by the auxiliary targets. Diffusion noise, however, does not depend on the nature of the transcription process. Thus, for bursty promoters the advantage of auxiliary targets surpasses the disadvantage dues to diffusion noise even at slow diffusion.

\textit{b. Effect of the degradation of the complex}

The previous part suggests that if \( d > d_c \), the more auxiliary targets the better. However, as explained in Sec.C1, at high number of auxiliary targets, the level of the free srRNAs and therefore that of the principal targets become influenced by the presence of the auxiliary targets due to the (slow but finite) degradation of the complexes. If we set \( \beta_c \) to a non-zero value, in addition to affect the fluctuations (\( \sim \sigma_Y \)) of principal targets, the number of auxiliary targets will also influence the sensitivity of the regulatory logic of the principal targets (\( \sim d(Y)/dX \)). Therefore, from Eq.C8 we expect a change in the behavior of the information capacity as a function of \( n \). While the boundary between slow and fast transport mode does not significantly depend on the degradation rate of the complex (Fig. S7B), information capacity in the fast diffusion regime exhibits a maximum at a finite number of auxiliary targets (Fig. S7A). This then defines an upper limit for the number of auxiliary targets that improves the information transfer. Auxiliary targets act also as kinetic traps for the srRNAs and slow-down the regulation process, as discussed below, imposing a stronger bound on the number of auxiliary targets.
c. Effect of recycling the srRNA

We saw in section B3 that the partial recycling of the srRNA during the degradation of the complex srRNA-principal mRNA increased the intrinsic fluctuations of the principal targets. Therefore, as in the situation of a bursty srRNA transcription, one gain in information capacity even at slow diffusion (Fig. S2 F). Indeed, auxiliary targets buffer the intrinsic noise of the free srRNAs which is more important at low $f$, and diffusion noise does not impact the degradation of the complex $c_0$. Thus, the advantage of auxiliary targets surpasses the disadvantage due to diffusion noise even at slow diffusion.

4. Effect of strong auxiliary targets

In our work, we have identified the principal targets with the few strongly affected targets. However, some of these targets may not be phenotypically relevant and may be defined as “strong auxiliary” targets [30]. In this section, we briefly discuss the effect of such targets on the steady-state properties of the principal targets by augmenting our set of Langevin equations by

\[
\frac{dm_a}{dt} = \alpha_a - \beta m_a - km_a + \xi_a + \xi ka
\]  

with $m_a$ the number of strong auxiliary mRNAs.

Fig. S8A shows that strong auxiliary targets have a significant impact on the regulatory logic of principal targets, shifting the threshold position ($\alpha_s \sim \alpha_m + \alpha_a$) to higher values. They play a role a sponge by sequestering the srRNA molecules away from the principal targets and therefore delaying the entry in the silenced regime.

However, Fig. S8B illustrates that the buffer effect played by weak auxiliary targets is not perturbed by the presence of strong auxiliary targets.
Appendix D: Kinetic properties

In this section, we describe the numerical method used to compute the first passage time (FPT) statistics. We also present results on FPT if we account for diffusion noise.

1. Method

We use the Gillespie algorithm [23] to sample exact stochastic trajectories of the process where, for simplicity, we neglect fluctuations in the total number of auxiliary targets \( n_{\text{tot}} \). Each simulation starts with a configuration sampled from the steady state distribution of principal targets (Poissonian distribution with mean \( \alpha_m/\beta_m \)). At \( t = 0 \) the transcription of srRNA is switched on, and the kinetic response is assessed by measuring the statistics of the first passage time when the number of principal targets reaches zero.

2. Effect of diffusion

To estimate the effect of diffusion on the first-passage time distribution, we use the linear-noise approximation (see Sec. B2a). In the LNA, fluctuations around the mean are assumed to be small and normally distributed [9]. The total probability \( P(m,s,c;t) \) to observe the microstate \((m,s,c)\) at time \(t\) is then given by a multivariate normal distribution

\[
P(m,s,c;t) = \frac{1}{(2\pi)^{3/2}|\det[C(t)]|^{1/2}} \exp[-X(t)^{\dagger}C^{-1}(t)X(t)/2],
\]

with the vector \( X = (m - \langle m \rangle(t); s - \langle s \rangle(t); c - \langle c \rangle(t)) \). The evolution of the covariance matrix \( C(t) \) follows Eq. B11. Denoting \( S_m(t) = \int_{m_0}^{\infty} dm \int ds dc P(m,s,c;t) \) the probability for \( m \) to be larger than \( m_0 \) at time \( t \), the first-passage time probability \( h_{m_0}(t) \) at \( m_0 \) is given by

\[
h_{m_0}(t) = -\frac{d}{dt}[S_m(t)]/S_{m_0}(0) - S_{m_0}(\infty).
\]

Fig. S3C shows the very good agreement between results from the LNA and those from the Gillespie algorithm for the time evolution of the mean and the variance of \( m \). However, the distribution of the FPT to reach \( m_0 = 0 \) predicted by the LNA has a long tail which dramatically increases (by almost 8 times) the predicted variance for the FPT (see Fig. S3D). This underlines the limits of the LNA to describe the exact probability distribution functions in systems with small number of particles.

In order to study the effect of diffusion on the FPT distribution, we place ourselves in a regime where the LNA should well characterize also the first-passage time. We choose higher production rates for \( m \) and \( s \) (\( \alpha_m = 5 \text{ min}^{-1}, \langle m \rangle(0) = 50 \) and \( \alpha_s = 50 \text{ min}^{-1} \)) and we study the first-passage time to reach \( m_0 = \langle m \rangle(0)/2 = 25 \). The inset in Fig. S3D confirms the success of the LNA in this regime.

Fig. S9A and B show the mean and variance of the FPT as a function of the diffusion rate and of the number of auxiliary targets. Low diffusion rates exhibit higher mean and variance. Even for a small number of auxiliary targets where the mean response of the srRNA-repression outperforms the one of the TF-like repression, the uncertainty of the response in the slow transport mode could be very large.

The entire probability distribution function for the FPT as a function of the diffusion rate is shown in Fig. S9C, D and E. For fast diffusion, as expected, the distributions are well peaked around a mean value, which increases with the number of auxiliary targets. When the diffusion is slow, however, all interactions become diffusion limited, and diffusion dominates the noise. In this limit the distribution is peaked at short first-passage times, due to possible avoidance of the auxiliary targets, but exhibits a long tail, due to possible long searches for the principal targets.

Appendix E: Conservation of microRNA targets

In this section we briefly describe the methods used to analyze the evolutionary data on microRNA targets.
FIG. S9: Effect of diffusion on the kinetic response of sRNA regulation. Mean (A) and variance (B) of the first-passage time (FPT) as a function of the diffusion rate $d = D/\Omega$ and of the number of auxiliary targets $n_{\text{tot}}$. And probability distribution function (p.d.f) of the FPT as a function of the diffusion rate for $n_{\text{tot}} = 0$ (C), 100 (D) and 500 (E). Results were obtained using the linear-noise approximation. Same fixed parameters as in Fig. S3.

1. Data set

We study the conservation of microRNA targets on a set of 87 microRNA families conserved among vertebrates (Dataset S1). The dataset, including sequences of seed regions and mature species for each microRNA in each of the 12 studied vertebrate genomes, was downloaded from the TargetScan web site (www.targetscan.org). The list of aligned 3′UTRs (corresponding to 30,887 genes) needed to search for target sites was downloaded from the same website.

As a control, we performed parallel analysis on a set of 1,000 “mock” microRNAs (Dataset S2). The mature sequences of the mock microRNAs were constructed by randomly picking one of the 87 natural mature sequences, and replacing the seed regions by randomly generated sequence having the same dinucleotide composition as the seed regions of the 87 natural microRNAs (Fig. S10).

2. Analysis

a. Defining target sites and conservation score

We used the TargetScan algorithm (implemented as perl script, available for download from the TargetScan website) to obtain the list of putative binding sites for each microRNA (real or mock) in the corresponding genome. The list of gene targets of a particular microRNA is defined as the list of all genes that have at least one putative binding sites of that microRNA in their 3′UTR. Fig. S11 shows that for all species the distributions of target numbers is similar for real and random seeds.

To investigate the conservation of the number of targets across species, we normalize the predicted number of targets $N_{i,s}$ per microRNA $i$ in each species $s$ by the total number of genes per species $N_{\text{tot},s}$ in the alignment. This allows to correct for the loss of gene homologs as the evolutionary distance with human increases. The relative fluctuation of the number of targets for the microRNA $i$ across species is then defined as the ratio between the standard deviation and the mean of the ensemble of values for $N_{i,s}/N_{\text{tot},s}$ ($s=$human, chimpanzee,..., frog).
Taking the list of human targets as reference, we represent the predictions of Targetscan by a binary array $x_{i,s}^t$, where $x_{i,s}^t = 1$ if gene $t$ is a target of microRNA $i$ in human and in species $s$, and 0 otherwise. The observed frequency $f_i^t$ of $t$ for microRNA $i$ is then defined as the mean value of $x_{i,s}^t$ across the species

$$f_i^t = \frac{1}{11} \sum_{s \neq \text{human}} x_{i,s}^t. \quad (E1)$$

We exclude human from the sum since $x_{i,s}^t$ is always equal to 1 in human by definition. To estimate the conservation of a human target in vertebrates, we define a conservation score $C_i^t$ as the ratio between $f_i^t$ and the background frequency $f_0^t$ ($C_i^t = f_i^t / f_0^t$) where $f_0^t = (1/11) \sum_{s \neq \text{human}} \delta_t s$, with $\delta_t s = 1$ if gene $t$ is present in species $s$, 0 otherwise. $f_0^t$ represents an upper bound for $f_i^t$. For example, $C_i^t = 1$ means that gene $t$ is a target of microRNA $i$ in every species where $t$ is present. This target-dependent normalization of $f_i^t$ permits unbiased comparisons between all the genes even if some are not present in every species.
b. Conservation of weak and strong targets

To investigate the conservation of principal and auxiliary targets, we use published experimental data that measured global proteome response to transfection of a microRNA (miR-1, miR-124 and miR-181) in (human) HeLa cells [31]. For each transfected microRNA, we extract from the experimental dataset the protein level change of each of its target genes (as defined above), if it had been measured. Dataset S3 contains the list of these genes for miR-1 (382 genes), miR-124 (249 genes) and miR-181 (345 genes), as well as the corresponding fold-change in protein level (in \( \log_2 \) unit).

The distribution of fold-repression does not offer a natural separation between principal and auxiliary targets in HeLa cells. We therefore split the targets based on their fold-change into a subset of “strong targets”, representing targets with a fold-repression below a given arbitrary limit (\( \log_2 \) of the fold-change \( \leq -0.6 \)) and the complementary subset of “weak targets”. We choose this arbitrary limit in order to have enough statistics for the strong target ensemble. We verified that our conclusions do not depend on the choice of this limit (see Fig. S12).

For each gene \( t \) of a given subset (weak or strong), we estimate its conservation scores relatively to the transfected natural microRNAs, or to the random microRNAs (\( \{ C^i_t \} \) for \( i \in \{ \text{miR-1, miR-124, miR-181} \} \) or \( i \in \{ \text{random seeds} \} \)). Comparisons between the corresponding distributions of conservation scores allows to check the specificity of conservation properties of weak and strong targets of natural microRNAs.

Appendix F: Parameters used in the main text

Typical values for parameters are only known for bacterial srRNA pathways [1, 4]. Therefore, we choose to use these ranges of values to plot our figures. However, Fig. S2 shows that the effects described in the paper are robust over a wide range of parameters values which likely also includes the eukaryotic pathways.

1. Figure 2 A

Fixed parameters are (in min-1) \( \alpha_m = 1, \beta_m = \beta s = 0.1, \gamma = 4, \beta_p = 1/200, k = 0.1, k_a = k, k_d = 1, \beta_n = 0.1, \beta_c = 1/200, d_p = 1/20 \).

2. Figures 2 B,C and 3

Fixed parameters are (in min-1) \( \alpha_m = 1, \beta m = \beta s = 0.1, \gamma = 4, \beta_p = 1/200, \beta_n = 0.1, \beta_c = 0, k^0 = 0.1, k^0_a = 0.1, k_d = 1, d = \infty \) (A) or 0.05 (B).
3. Figures 4 and 5

Fixed parameters are (in min-1) $\alpha_m = 1$, $\alpha_s = 10$, $\beta_m = \beta_s = 0.1$, $k = k_a = 0.1$, $k_d = 1$.


