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The efficient solution of optimization problems arising in real applications increasingly calls for the devel-
opment of efficient and easy-to-use implementations of derivative-free algorithms [1]. In applications such as
engineering design, medical image registration and design of algorithms (amongst many others), optimization
problems are often defined by functions computed by costly simulation. Functions have therefore to be treated as
expensive black-boxes (EBB), and due to the high computational cost involved, it is important to use optimization
algorithms that produce reasonably good solutions within a limited number of function evaluations.

In this stage we will deal with the main challenge in the solution of simulation-based optimization problems
via derivative-free optimization (DFO) : the DFO scalability. In this context, the internship student will study
multilevel optimization strategies.

The basic idea of multilevel strategies is to exploit the fact that many problems can be represented at different
scales [2], for instance an infinite dimensional problem can be discretized choosing different grid parameters,
problems in imaging can be represented at different levels of resolution reducing the number of pixels.

The main idea of the multilevel method is to consider a hierarchy of problems of reduced dimensions, rather
than directly solving a large problem with many variables. The computational cost can be reduced by not per-
forming expensive computations (such as the step computation) at higher levels (the ones with the largest number
of parameters) and instead transferring cheap information computed at lower levels to the higher ones. These
strategies are well-known in optimization [3,4] and it has been shown that they are really effective in reducing the
cost of the optimization process and to speed up the convergence. Such strategies are however highly dependent
on the information contained in the derivatives. In the context of the internship, we will extend these ideas to the
derivative-free context.

Required skills
The stage will focus on both numerical implementations and theoretical aspects. For this reason programming
skills in python or Matlab are required.
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