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Abstract. Borisov and Gunnells have proved that certain linear combinations of products of
Eisenstein series are Eisenstein series themselves, in analogy with the Manin relations for mod-
ular symbols. We devise a new method to determine and prove such relations, by differentiating
with respect to the parameters of the Eisenstein series.

1. Introduction

We mainly consider in this article the following Eisenstein series. Let H = {τ ∈C, Im(τ) > 0}
denote the upper half-plane. For integers k,N ⩾ 1 and parameters x1, x2 ∈ Z/NZ, we define

E
(k;N)

(x1,x2)
(τ) = −

(k − 1)!

(−2πi)k
∑

m,n∈Z
(m,n)≠(0,0)

e
2πi
N
(mx2−nx1)

(mτ + n)k∣mτ + n∣s
∣
s=0

(τ ∈ H).

This series converges for s ∈ C with Re(s) > 2 − k, and ⋅∣s=0 denotes the analytic continuation

to s = 0. The series E
(k;N)

(x1,x2)
is a modular form of weight k on Γ(N), except in the case k = 2

and x1 = x2 = 0 (where it is modular, but not holomorphic).
For any integers r, s ⩾ 0 and a, b ∈ (Z/NZ)2, we introduce the following symbol

(1) XrY s[a, b] ∶= E
(r+1;N)
a E

(s+1;N)
b .

For a homogeneous polynomial P = ∑ cr,sXrY s in C[X,Y ], we define by linearity

(2) P [a, b] =∑ cr,s ⋅X
rY s[a, b].

Note that if P is homogeneous of degree ℓ and a, b ≠ (0,0), then P [a, b] is a modular form of
weight ℓ + 2 on Γ(N). Our main result is that these modular forms satisfy the following linear
dependence relations.

Theorem 1. For any weight k ⩾ 2, any integers r, s ⩾ 0 such that r + s = k − 2, and any
a, b, c ∈ (Z/NZ)2 such that a + b + c = 0 and a, b, c ≠ 0, we have

XrY s[a, b] + (−X − Y )rXs[b, c] + Y r(−X − Y )s[c, a]

=
(−1)s+1

s + 1
E
(k;N)
a +

(−1)r+1

r + 1
E
(k;N)
b + (−1)r+s+1

r!s!

(r + s + 1)!
E
(k;N)
c .

(3)

Note that the product of two Eisenstein series is not an Eisenstein series in general, so that (3)
gives non-trivial relations in the full space of modular forms Mk(Γ(N)). In fact, under certain
conditions, such products span the space of modular forms [2, 3, 8]. This has algorithmic
applications to computing Fourier expansions of modular forms at the cusps [5, 6].

The relations (3) have been proved by Borisov and Gunnells [3, Theorem 6.2] in the special
case of Eisenstein series on Γ1(N), without an explicit right-hand side. Similar relations for
different Eisenstein series have been proved by Pas,ol [10, Theorem 3.1], and Khuri-Makdisi and
Raji [9, Theorem 2.8]. We refer to Section 2 for the comparison between our Eisenstein series
and those of [3, 10, 9].
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2 F. BRUNAULT

The Eisenstein series E
(k;N)

(x1,x2)
are in fact specialisations of the more general Eisenstein-

Kronecker function. For any z ∈ C, we denote e(z) ∶= exp(2πiz). Let k ⩾ 1 be an integer,
and x,x0, s ∈C. In the notations of Weil [11, VII, §12], we have the Kronecker double series

(4) Kk(x,x0, s) = ∑
w∈Z+τZ
w≠−x

e(
wx0 −wx0

τ − τ
)
(w + x)k

∣w + x∣2s
(τ ∈ H),

where the sum is extended to all w ∈ Z+τZ, except w = −x if x ∈ Z+τZ. The series Kk(x,x0, s)
converges for Re(s) > 1 + k

2 and extends to a holomorphic function on C [11, VII, §13].
For an integer k ⩾ 1, we define the Eisenstein series E

(k)
x with parameter x ∈C by

E
(k)
x (τ) = −

(k − 1)!

(−2πi)k
Kk(0, x, k).

As a function of x, the series E
(k)
x is periodic with respect to Z + τZ, so that x may be

considered in the complex torus C/(Z + τZ). We also define symbols XrY s[a, b] and P [a, b]

for a, b ∈ C/(Z + τZ) as in (1) and (2). We recover the Eisenstein series E
(k;N)

(x1,x2)
as E

(k)

(x1τ+x2)/N

for any choice of lifts of x1, x2 to Z. Theorem 1 is then a consequence of the following more
general result.

Theorem 2. For any weight k ⩾ 2, any integers r, s ⩾ 0 such that r + s = k − 2, and any
a, b, c ∈C/(Z + τZ) such that a + b + c = 0 and a, b, c ≠ 0, we have

XrY s[a, b] + (−X − Y )rXs[b, c] + Y r(−X − Y )s[c, a]

=
(−1)s+1

s + 1
E
(k)
a +

(−1)r+1

r + 1
E
(k)
b + (−1)

r+s+1 r!s!

(r + s + 1)!
E
(k)
c .

(5)

In the case of weight k = 2, this identity was proved by Zhang [12, Corollary 1.4.9] using a
different method. In weight k = 3, the identity (5) was proved with a different method in [4],
where it was crucially used to compute the regulator of elements in the K4 group of modular
curves.

The proof of Theorem 2 proceeds by induction on the weight k, using differential properties

of the series E
(k)
x explained in Section 3. Our method actually provides a way to determine the

precise form of the identity (5), without knowing it beforehand.
The idea of differentiating Eisenstein series with respect to their parameters dates back to

the work of Eisenstein [7, p. 223] and appears in [3, Remark 6.4] and [10]. The process here is
a bit different in that we actually take primitives to get from weight k to weight k + 1.

The Eisenstein series considered in [10, 9] are obtained via another specialisation Kk(x,0, k)
of the Eisenstein-Kronecker function. It might be possible to recover the identities in [10, 9]
from Theorem 1 by applying a discrete Fourier transform with respect to the parameters of the
Eisenstein series (see Section 2). Said differently, the explicit identities in [10] might lead to
another proof of Theorem 2.

It would be interesting to try to generalise Theorem 2 to products of more than two Eisenstein
series, as suggested in [3, Remark 7.15].

Acknowledgements. I am grateful to Pierre Charollois, Kamal Khuri-Makdisi and Wadim
Zudilin for useful feedback on this paper.

2. Eisenstein series with continuous parameters

For k ⩾ 1 and x ∈ C, we have the relation Kk(0,−x, k) = (−1)kKk(0, x, k), by changing w to
−w in the sum over the lattice. It follows that

(6) E
(k)
−x = (−1)

kE
(k)
x .
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Writing the complex parameter x as x1τ +x2 with x1, x2 ∈R, and identifying x with the row
vector (x1, x2), we have the following modularity property [4, Lemma 35]:

(7) E
(k)
x ∣k γ = E

(k)
xγ (k ⩾ 1, γ ∈ SL2(Z)),

where (f ∣k γ)(τ) = (cτ+d)−kf(γτ) denotes the usual weight k action of γ = ( a b
c d ) in SL2(Z). The

identity (7) implies that E
(k)
x is a modular form of weight k on Γ(N) when x is in 1

N (Z + τZ),
except in the case k = 2 and x ∈ Z + τZ. The identity (7) also directly implies

(8) P [a, b]∣k γ = P [aγ, bγ] (a, b ∈C, γ ∈ SL2(Z))

for any homogeneous polynomial P (X,Y ) of degree k − 2.

We will also need the Fourier expansion of E
(k)
x with respect to τ (see [4, Lemma 34]). For

any τ ∈ H and α ∈R, we write qα = e(ατ).

Lemma 1. Let k ⩾ 1 be an integer, and x = x1τ +x2 ∈C with x1, x2 ∈R. Assume that x /∈ Z+τZ
in the case k = 2. We have

(9) E
(k)
x (τ) = a0(E

(k)
x ) − ∑

m⩾1
n∈R>0

n≡x1 mod 1

e(mx2)n
k−1qmn + (−1)k+1 ∑

m⩾1
n∈R>0

n≡−x1 mod 1

e(−mx2)n
k−1qmn,

with

a0(E
(1)
x ) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

0 if x1 = x2 = 0,

−1
2
1+e(x2)

1−e(x2)
if x1 = 0 and x2 ≠ 0,

{x1} −
1
2 if x1 ≠ 0,

a0(E
(k)
x ) =

Bk({x1})

k
(k ⩾ 2),

where Bk(t) is the k-th Bernoulli polynomial and { ⋅} stands for the fractional part.

Finally, let us compare our Eisenstein series with those found in [3, 10, 9]. For integers
k,N ⩾ 1 and 0 ⩽ a ⩽ N − 1, with a ≠ 0 in the case k = 2, Borisov and Gunnells define an

Eisenstein series s̃
(k)

a/N
on Γ1(N) in [3, Section 2.1]. From Lemma 1, we obtain

s̃
(k)

a/N
(τ) = −Nk−1E

(k;N)
a,0 (Nτ).

Note that [3, Theorem 6.2] is then a special case of Theorem 1.
For an integer k ⩾ 1 and a = (a1, a2) ∈ Q2 ∖ Z2, Pas,ol considers in [10, Section 2.1] the

Eisenstein series Ek,a defined by

Ek,a(τ) =Kk(a1τ + a2,0, k).

It is a different specialisation of the Eisenstein-Kronecker function. It is related to our E
(k;N)
x

by a discrete Fourier transform:

Ek,a = −
(2πi)kNk−2

(k − 1)!

N−1

∑
x1,x2=0

e(a1x2 − a2x1)E
(k;N)

(x1,x2)
(a ∈

1

N
Z2 ∖Z2).

This follows from the definition (4) of Kk(x,x0, k).
The Eisenstein series considered by Khuri-Makdisi and Raji in [9] are the same as in [10].

3. A differential relation for Eisenstein series

One crucial ingredient is the following differential property of E
(k)
x as a function of x ∈C.

Lemma 2. For any k ⩾ 1, the function x↦ E
(k)
x (τ) is smooth on C∖(Z+τZ). On this domain,

we have

(10) −(τ − τ)
∂

∂x
E
(1)
x = 1, −(τ − τ)

∂

∂x
E
(k)
x = (k − 1)E

(k−1)
x (k ⩾ 2).
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Proof. The function x ↦ E
(k)
x (τ) is smooth away from Z + τZ by [4, Lemma 38]. Assume first

k ⩾ 2. By [1, Lemma 1.4], the Eisenstein-Kronecker function satisfies the differential property

∂

∂x
Kk(0, x, s) =

π

Im(τ)
Kk−1(0, x, s − 1).

Taking s = k, this implies the second formula of (10).

For k = 1, we will argue by using the Fourier expansion of E
(1)
x given in Lemma 1. For

x = x1τ + x2 and 0 < x1 < 1, we have

E
(1)
x = x1 −

1

2
− ∑

m⩾1
n⩾0

e(mx)qmn + ∑
m⩾1
n⩾1

e(−mx)qmn.

It follows that
∂

∂x
E
(1)
x =

∂x1

∂x
=

∂

∂x
(
x − x

τ − τ
) = −

1

τ − τ
.

The general case x ∈C ∖ (Z + τZ) follows by continuity. □

We now study the derivatives of the symbols P [a, b]. Let k ⩾ 2 be an integer, and Vk−2 be
the space of homogeneous polynomials in X,Y of degree k − 2 with coefficients in Q. Recall
that for any polynomial P = ∑ cr,sXrY s in Vk−2, we have defined the symbol

P (X,Y )[a, b] =∑
r,s

cr,s ⋅X
rY s[a, b] =∑

r,s

cr,sE
(r+1)
a E

(s+1)
b .

Lemma 3. For every P ∈ Vk−2 and every a, b ∈C ∖ (Z + τZ), we have

−(τ − τ)
∂

∂a
P [a, b] =

∂P

∂X
[a, b] + P (0,1)E

(k−1)
b

−(τ − τ)
∂

∂b
P [a, b] =

∂P

∂Y
[a, b] + P (1,0)E

(k−1)
a

Proof. The formula to be proved is linear in P , so it suffices to prove it for P = XrY s. In the
case r ⩾ 1, we have by Lemma 2

−(τ − τ)
∂

∂a
E
(r+1)
a E

(s+1)
b = rE

(r)
a E

(s+1)
b = rXr−1Y s[a, b] =

∂P

∂X
[a, b].

This concludes since in this case P (0,1) = 0. For P = Y k−2, we have

−(τ − τ)
∂

∂a
E
(1)
a E

(k−1)
b = E

(k−1)
b ,

which is what we want since ∂P /∂X = 0 and P (0,1) = 1. The formula for the derivative of
P [a, b] with respect to b is proved similarly. □

4. Determining the explicit form of the relations

We postulate the following shape of the Borisov-Gunnells 3-term relations:

(11) Pr,s[a, b]+Qr,s[b,−a− b]+Rr,s[−a− b, a] = αr,sE
(k)
a + βr,sE

(k)
b + γr,sE

(k)
−a−b (r + s = k − 2)

with Pr,s =XrY s, for some polynomials Qr,s,Rr,s in Vk−2 and some constants αr,s, βr,s, γr,s in Q.
Differentiating (11) with respect to a and using Lemma 3, we have

∂Pr,s

∂X
[a, b] + Pr,s(0,1)E

(k−1)
b −

∂Qr,s

∂Y
[b,−a − b] −Qr,s(1,0)E

(k−1)
b

−
∂Rr,s

∂X
[−a − b, a] −Rr,s(0,1)E

(k−1)
a +

∂Rr,s

∂Y
[−a − b, a] +Rr,s(1,0)E

(k−1)
−a−b

= (k − 1)αr,sE
(k−1)
a − (k − 1)γr,sE

(k−1)
−a−b .

(12)
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Note that ∂Pr,s/∂X = rXr−1Y s = rPr−1,s. Here we use the convention that any symbol
Pr,s,Qr,s,Rr,s, αr,s, βr,s, γr,s is zero whenever one of the indices r, s is equal to −1. This will
not affect the validity of the identities below.

So in order for the identity (12) to match the one corresponding to the indices (r − 1, s), we
should have

−
∂Qr,s

∂Y
= rQr−1,s (

∂

∂Y
−

∂

∂X
)Rr,s = rRr−1,s

(k − 1)αr,s +Rr,s(0,1) = rαr−1,s Qr,s(1,0) − Pr,s(0,1) = rβr−1,s

−(k − 1)γr,s −Rr,s(1,0) = rγr−1,s.

(13)

Similarly, differentiating (11) with respect to b, we should have

(
∂

∂X
−

∂

∂Y
)Qr,s = sQr,s−1 −

∂Rr,s

∂X
= sRr,s−1

Rr,s(0,1) − Pr,s(1,0) = sαr,s−1 (k − 1)βr,s +Qr,s(1,0) = sβr,s−1

−(k − 1)γr,s −Qr,s(0,1) = sγr,s−1.

(14)

We put Q0,0 = R0,0 = 1 and α0,0 = β0,0 = γ0,0 = −1. For these values, the identities (13) and (14)
are then all satisfied for r = s = 0. Furthermore, note that a polynomial in Vk−2 with k > 2 is
uniquely determined by its two partial derivatives. By induction, the polynomials Qr,s and Rr,s

with (r, s) ≠ (0,0) are therefore uniquely determined by the conditions (13) and (14). We find
that the following polynomials fulfill these conditions:

Pr,s =X
rY s, Qr,s = (−X − Y )

rXs, Rr,s = Y
r(−X − Y )s.

In the same way, the numbers αr,s, βr,s, γr,s with (r, s) ≠ (0,0) are uniquely determined by (13)
and (14), and we find the following solutions:

αr,s =
(−1)s+1

s + 1
, βr,s =

(−1)r+1

r + 1
, γr,s = (−1)

r+s+1 r!s!

(r + s + 1)!
.

We now have the precise form of the identity to be proved; it is stated in Theorem 2.

5. Proof of the main theorem

We prove Theorem 2 by induction on the weight. For integers r, s ⩾ 0 and complex numbers
a, b ∈C, denote by Hr,s(a, b) the difference of the left-hand side and the right-hand side of (5).
It is a (Z+ τZ)-periodic function of a and b. Fix an integer k ⩾ 2, and assume that Theorem 2
holds for all weights less than k. Let r, s ⩾ 0 such that r + s = k − 2. Fix b ∈ C, b /∈ Z + τZ. The
computation in Section 4 and the induction hypothesis show that Hr,s(a, b) is holomorphic in
a in the domain a /≡ 0,−bmod Z + τZ (this also holds in the case r = s = 0).
We are going to show that a ↦ Hr,s(a, b) extends to an holomorphic function on C, and

therefore is constant. To this end, we need to control the behaviour of E
(k)
x as the parameter

x ∈C tends to a point of the lattice Z+ τZ. By periodicity, it suffices to look at what happens
as x→ 0.

Lemma 4. If k ⩾ 3, then x↦ E
(k)
x (τ) is continuous at the points of Z + τZ.

If k = 2, then for x→ 0, x ≠ 0, with x = x1τ + x2, we have

E
(2)
x (τ) = −2G2(τ) +

x1

2πix
+Ox→0(x)

where G2(τ) = −
1

24
+ ∑
m,n⩾1

nqmn. In particular E
(2)
x (τ) is bounded as x→ 0 (but is not continuous

at x = 0).
If k = 1, then for x→ 0, x ≠ 0, we have

E
(1)
x (τ) =

1

2πix
+Ox→0(x).
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Proof. If k ⩾ 3, then the series defining Kk(0, x, k) is normally convergent, hence defines a
continuous function of x on C.

Assume k = 2. Since E
(2)
−x = E

(2)
x by (6), it suffices to prove the asymptotics as x = x1τ + x2

tends to 0 with x1 ⩾ 0. We assume x1 ∈ [0,
1
2] in what follows. By Lemma 1, we have

(15) E
(2)
x (τ) = A(x1, x2) − x1 ∑

m⩾1

e(mx2)q
mx1 ,

where

A(x1, x2) =
B2(x1)

2
− ∑

m,n⩾1

e(mx2)(n + x1)q
m(n+x1) − ∑

m,n⩾1

e(−mx2)(n − x1)q
m(n−x1)

is a C∞ function of x1, x2, whose value at x1 = x2 = 0 is −2G2(τ). The second term of (15), to
be considered only when x1 > 0, is

−x1
e(x)

1 − e(x)
= −x1(−

1

2πix
+Ox→0(1)) =

x1

2πix
+Ox→0(x).

Assume k = 1. Since E
(1)
−x = −E

(1)
x by (6), it suffices to prove the asymptotics as x = x1τ + x2

tends to 0 with x1 ⩾ 0. We again assume x1 ∈ [0,
1
2]. We use the Fourier expansion of E

(1)
x (τ)

from Lemma 1, distinguishing the cases x1 > 0 and x1 = 0. If x1 > 0, we have

E
(1)
x (τ) = x1 −

1

2
− ∑

m⩾1
n⩾0

e(mx2)q
m(n+x1) + ∑

m⩾1
n⩾1

e(−mx2)q
m(n−x1).

The terms of the series with m,n ⩾ 1 define a C∞ function of x1, x2, whose value at x1 = x2 = 0
is zero. The remaining terms are

x1 −
1

2
− ∑

m⩾1

e(mx) = x1 −
1

2
−

e(x)

1 − e(x)
=

1

2πix
+Ox→0(x).

In the case x1 = 0, x2 /∈ Z, we have

E
(1)
x (τ) = −

1

2
⋅
1 + e(x2)

1 − e(x2)
− ∑

m,n⩾1

e(mx2)q
mn + ∑

m,n⩾1

e(−mx2)q
mn.

Again, the series over m,n ⩾ 1 define a C∞ function of x1, x2 whose value at x1 = x2 = 0 is zero.
The remaining term is

−
1

2
⋅
1 + e(x2)

1 − e(x2)
=

1

2πix2

+Ox→0(x2) =
1

2πix
+Ox→0(x). □

Let us go back to Hr,s(a, b) and its behaviour as a tends to 0. Recall that b ∈C is fixed, with

b ∉ Z + τZ. By Lemma 2, the function a ↦ E
(ℓ)
−a−b is bounded as a → 0 for any ℓ ⩾ 1. So is the

function a↦ E
(ℓ)
a for any ℓ ⩾ 2, by Lemma 4. Therefore, it suffices to look at the contributions

of E
(1)
a in the expression of Hr,s(a, b). This series appears only when r = 0, and the contribution

in this case is

Y k−2[a, b] + (−X)k−2[−a − b, a] = E
(1)
a E

(k−1)
b + (−1)k−2E

(k−1)
−a−b E

(1)
a

= E
(1)
a (E

(k−1)
b −E

(k−1)
a+b ),

(16)

where we use the identity E
(k−1)
−x = (−1)k−1E

(k−1)
x from (6). Using the estimate E

(1)
a = O( 1a)

from Lemma 4 and the fact that x ↦ E
(k−1)
x is smooth at x = b by Lemma 2, we see that the

expression (16) is bounded as a→ 0.
The same analysis can be carried out when a tends to −b. The only contributing terms in

Hr,s(a, b) are those involving E
(1)
−a−b, namely

(−X)rXs[b,−a − b] + Y r(−Y )s[−a − b, a] = (−1)rE
(k−1)
b E

(1)
−a−b + (−1)

sE
(1)
−a−bE

(k−1)
a

= (−1)sE
(1)
−a−b(E

(k−1)
a −E

(k−1)
−b ),
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which is again bounded as a→ −b.
Since a bounded elliptic function is constant, we deduce that Hr,s(a, b) does not depend on

a. Because of the symmetry P (X,Y )[a, b] = P (Y,X)[b, a], we have Hr,s(a, b) = Hs,r(b, a), so
that Hr,s(a, b) does not depend on b either. Let us write fr,s(τ) =Hr,s(a, b). By the modularity
property (8), we have

fr,s∣k γ =Hr,s(a, b)∣k γ =Hr,s(aγ, bγ) = fr,s (γ ∈ SL2(Z)),

so that fr,s is invariant under the weight k action of SL2(Z). Moreover, when we specialise the
parameters a, b to nonzero N -torsion points of C/(Z + τZ), the function P [a, b] is a modular
form of weight k on Γ(N). For any N ⩾ 2, we may take N -torsion points a, b ≠ 0 such that
a + b ≠ 0. It follows that fr,s = Hr,s(a, b) is a modular form of weight k on Γ(N), and therefore
also on SL2(Z).

We are finally going to specialise the parameters a, b to points of infinite order in the torus.

We see from the q-expansion (9) of E
(k)
x that except the constant term, all the exponents of q

are of the form mx1+n with m ∈ Z∖{0} and n ∈ Z. Now fix a, b ∈C with 0 < a1, b1 < 1 such that
(1, a1, b1) are linearly independent over Q. Except the constant term, all the exponents of q in
P [a, b] are of the form ma1+m′b1+n with (m,m′) ≠ (0,0). This is still true for Hr,s(a, b), since
c1 ≡ −a1 − b1 mod Z. By assumption, these exponents can never be integral. But the Fourier
expansion of the modular form fr,s involves only integer powers of q. This implies that fr,s is
constant, and in fact fr,s = 0 since the weight is ⩾ 2. This finishes the proof of Theorem 2.
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