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3

Synopsis

Emissions of carbon dioxide from the burning of fossil fuels have ush-
ered in a new epoch where human activities will largely determine the 
evolution of Earth’s climate. Because carbon dioxide in the atmosphere is 
long lived, it can effectively lock Earth and future generations into a range 
of impacts, some of which could become very severe. Therefore, emissions 
reductions choices made today matter in determining impacts experienced 
not just over the next few decades, but in the coming centuries and millen-
nia. Policy choices can be informed by recent advances in climate science 
that quantify the relationships between increases in carbon dioxide and 
global warming, related climate changes, and resulting impacts, such as 
changes in streamflow, wildfires, crop productivity, extreme hot summers, 
and sea level rise.

Since the beginning of the industrial revolution, concentrations of green-
house gases from human activities have risen substantially. Evidence now 
shows that the increases in these gases very likely (>90 percent chance) ac-
count for most of Earth’s warming over the past 50 years. Carbon dioxide is 
the greenhouse gas produced in the largest quantities, accounting for more 
than half of the current impact on Earth’s climate. Its atmospheric concentra-
tion has risen about 35 percent since 1750 and is now at about 390 ppmv, 
the highest level in at least 800,000 years. Depending on emissions rates, 
carbon dioxide concentrations could double or nearly triple from today’s 
level by the end of the century, greatly amplifying future human impacts 
on climate.

Society is beginning to make important choices regarding future green-
house gas emissions. One way to inform these choices is to consider the 
projected climate changes and impacts that would occur if greenhouse 
gases in the atmosphere were stabilized at a particular concentration level. 
The information needed to understand such targets is multifaceted: how 
do emissions affect global atmospheric concentrations and in turn global 
warming and its impacts?
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This report quantifies, insofar as possible, the outcomes of different 
stabilization targets for greenhouse gas concentrations using analyses and 
information drawn from the scientific literature. It does not recommend or 
justify any particular stabilization target. It does provide important scientific 
insights about the relationships among emissions, greenhouse gas concentra-
tions, temperatures, and impacts.

CLIMATE CHANGE DUE TO CARBON DIOXIDE 
WILL PERSIST MANY CENTURIES

Carbon dioxide flows into and out of the ocean and biosphere in the 
natural breathing of the planet, but the uptake of added human emissions 
depends on the net change between flows, occurring over decades to mil-
lennia. This means that climate changes caused by carbon dioxide are 
expected to persist for many centuries even if emissions were to be halted 
at any point in time.

Such extreme persistence is unique to carbon dioxide among major 
agents that warm the planet. Choices regarding emissions of other warming 
agents, such as methane, black carbon on ice/snow, and aerosols, can affect 
global warming over coming decades but have little effect on longer-term 
warming of Earth over centuries and millennia. Thus, long-term effects are 
primarily controlled by carbon dioxide (see Figure Syn.1).

The report concludes that the world is entering a new geologic epoch, 
sometimes called the Anthropocene, in which human activities will largely 
control the evolution of Earth’s environment. Carbon emissions during this 
century will essentially determine the magnitude of eventual impacts and 
whether the Anthropocene is a short-term, relatively minor change from the 
current climate or an extreme deviation that lasts thousands of years. The 
higher the total, or cumulative, carbon dioxide emitted and the resulting 
atmospheric concentration, the higher the peak warming that will be expe-
rienced and the longer the duration of that warming. Duration is critical; 
longer warming periods allow more time for key, but slow, components of 
the Earth system to act as amplifiers of impacts, for example, warming of 
the deep ocean that releases carbon stored in deep-sea sediments. Warming 
sustained over thousands of years could lead to even bigger impacts (see 
Box Syn.1).

IMPACTS CAN BE LINKED TO GLOBAL MEAN TEMPERATURES

To date, climate stabilization goals have been most often discussed in 
terms of stabilizing atmospheric concentrations of carbon dioxide (e.g., 350 
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 SYNOPSIS 5

FIGURE Syn.1 Recent studies show that cumulative carbon dioxide emission is a useful metric for linking 
emissions to impacts. Error bars reflect uncertainty in carbon cycle and climate responses to carbon dioxide 
emissions due to observational constraints and the range of model results. Cumulative carbon emissions 
are in teratonnes of carbon (trillion metric tonnes or 1,000 gigatonnes).
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BOX Syn-1 SUSTAINED WARMING COULD LEAD TO SEVERE IMPACTS

Widespread coastal flooding would be expected if warming of several degrees is sustained for 
millennia. Model studies suggest that a cumulative carbon emission of about 1,000 to 3,000 
gigatonnes (billion metric tonnes carbon) implies warming levels above about 2°C sustained 
for millennia. This could lead to eventual sea level rise on the order of 1 to 4 m due to thermal 
expansion of the oceans and to glacier and small ice cap loss alone.  Melting of the Greenland 
ice sheet could contribute an additional 4 to 7.5 m over many thousands of years.

ppmv, 450 ppmv, etc.). This report concludes that, for a variety of conceptual 
and practical reasons, it is more effective to assess climate stabilization goals 
by using global mean temperature change as the primary metric. Global tem-
perature change can in turn be linked both to concentrations of atmospheric 
carbon dioxide (Table 1) and to accumulated carbon emissions.

An important reason for using warming as a reference is that scientific 
research suggests that many key impacts can be quantified for given tem-
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perature increases. This is done by scaling local to global warming and by 
“coupled linkages” that show how other climate changes, such as alterations 
in the water cycle, scale with temperature.

There is now increased confidence in how global warming levels of 1°C, 
2°C, 3°C etc. (for °F conversion, see Figure Syn.2) would relate to certain 
future impacts. This report lists some of these effects per degree (°C) of 
global warming (see Figure Syn.3), including:

• 5-10 percent changes in precipitation in a number of regions
• 3-10 percent increases in heavy rainfall
• 5-15 percent yield reductions of a number of crops
• 5-10 percent changes in streamflow in many river basins 

worldwide

TABLE 1 Relationship of Atmospheric Concentrations of Carbon Dioxide to Temperature

table1_stabilization_HiRes.eps

Stabilization CO2
Range and Best Estimate

Equilibrium Global 
Average Warming (°C)

320 340 380 1

370 430 540 2

440 540 760 3

530 670 1060 4

620 840 1490 5
Note: Green and red numbers represent low and high ends of ranges, respectively; black bolded numbers     

represent best estimates. 

The report calculates the “likely” range (66% chance) of atmospheric concentrations 
associated with various degrees of warming, consistent with model results1 and roughly 
consistent with paleoclimate evidence. There are large uncertainties in ‘climate 
sensitivity’—the amount of warming expected from different atmospheric 
concentrations of greenhouse gas—the range is 30% below and 40% above the best 
estimates.
1The estimated “likely” range presented in this report corresponds to the range of model results in the 
Climate Modelling Intercomparison Project (CMIP3) global climate model archive.

-Equivalent Concentration (ppmv): 
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FIGURE Syn.2 Illustration of how temperature 
change in degrees Celsius (left side of thermom-
eter) relates to temperature change in degrees 
Fahrenheit (right side of thermometer).  For ex-
ample, a warming of 5°C is equal to a warming 
of 9°C.  In this report estimates of temperature 
change are in made in degrees Celsius in accor-
dance with international scientific practice.
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• About 15 percent and 25 percent decreases in the extent of 
annually averaged and September Arctic sea ice, respectively

For warming of 2 to 3°C, summers that are among the warmest recorded 
or the warmest experienced in people’s lifetimes, would become frequent. 
For warming levels of 1 to 2°C, the area burned by wildfire in parts of west-
ern North America is expected to increase by 2 to 4 times for each degree 
(°C) of global warming.

Many other important impacts of climate change are difficult to quantify 
for a given change in global average temperature, in part because tempera-
ture is not the only driver of change for some impacts; multiple environmen-
tal and other human factors come into play. It is clear from scientific studies, 
however, that a number of projected impacts scale approximately with 
temperature. Examples include shifts in the range and abundance of some 
terrestrial and marine species, increased risk of heat-related human health 
impacts, and loss of infrastructure in the coastal regions and the Arctic.
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FOR 5°C
FOOD
 • Yield losses in most regions and
  potential doubling of global grain
  prices

FOR 1–2°C WARMING
FIRE
 • 200–400% increase in area burned
  per degree in parts of western US

SOME CLIMATE CHANGES AND IMPACTS OF NEXT FEW DECADES AND CENTURIES

FOR 1–4°C WARMING
RAIN
 • 5–10% less rainfall per degree in Mediterranean, SW North America, southern Africa dry seasons
 • 5–10% more rainfall per degree in Alaska and other high latitude NH areas
 • 3–10% more heavy rain per degree in most land areas
RIVERS
 • 5–10% less streamflow per degree in some river basins, including the Arkansas and Rio Grande
FOOD
 • 5–15% reduced yield of US corn, African corn, and Indian wheat per degree
SEA ICE
 • 15% and 25% reductions in Arctic sea ice area per degree, in the annual average and September (respectively)

FOR 3°C
COASTS
 • Loss of about 250,000 square km of wetlands and drylands
 • Many millions more people at risk of coastal flooding
EXTREMES
 • About 9 out of 10 summer seasons expected to be warmer than all but
  1 summer out of 20 in the last decades of the 20th century over 
  nearly all land areas

Global Average Warming (°C)

FOR 4°C
EXTREMES
 • About 9 out of10 summers warmer than the warmest ever 
  experienced during the last decades of the 20th century over 
  nearly all land areas

AND DAMAGE TO CORALS 
AND SHELL-FORMING MARINE LIFE 

DUE TO INCREASED ACIDITY AND WARMING

2 3 4 5

Stabilization

Equilibrium
Warming

Transient
Warming

FIGURE Syn.3 What impacts can be expected? The report quantifies—per degree of warming—several 
anticipated effects and impacts of global warming, including changes in streamflow, wildfires, crop produc-
tivity, extreme hot summers, and sea level rise. The graphical part of the diagram shows how atmospheric 
concentrations of carbon dioxide correspond to temperatures—transient, or near-term warming (in blue), 
is only a fraction of the total warming (the equilibrium warming) expected to occur (in red).
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 SYNOPSIS 9

STABILIZATION REQUIRES DEEP EMISSIONS REDUCTIONS

The report demonstrates that stabilizing atmospheric carbon dioxide 
concentrations will require deep reductions in the amount of carbon di-
oxide emitted. Because human carbon dioxide emissions exceed removal 
rates through natural carbon “sinks,” keeping emission rates the same will 
not lead to stabilization of carbon dioxide. Emissions reductions larger than 
about 80 percent, relative to whatever peak global emissions rate may be 
reached, are required to approximately stabilize carbon dioxide concentra-
tions for a century or so at any chosen target level (see Figure Syn.3).

But stabilizing atmospheric concentrations does not mean that tem-
peratures will stabilize immediately. Because of time lags inherent in the 
Earth’s climate, warming that occurs in response to a given increase in the 
concentration of carbon dioxide (“transient climate change”) reflects only 
about half the eventual total warming (“equilibrium climate change”) that 
would occur for stabilization at the same concentration (see Figure Syn.4). 
For example, if concentrations reached 550 ppmv, transient warming would 
be about 1.6°C, but holding concentrations at 550 ppmv would mean that 
warming would continue over the next several centuries, reaching a best 
estimate of an equilibrium warming of about 3°C.

Estimates of warming are based on models that incorporate “climate 
sensitivities”—the amount of warming expected at different atmospheric 
concentrations of carbon dioxide (Table 1). Because there are many factors 
that shape climate, uncertainty in the climate sensitivity is large; the possi-
bility of greater warming, implying additional risk, cannot be ruled out, and 
smaller warmings are also possible. In the example given above, choosing 
a concentration target of 550 ppmv could produce a likely global warming 
at equilibrium as low as 2.1°C, but warming could be as high as 4.3°C, in-
creasing the severity of impacts. Thus, choices about stabilization targets will 
depend upon value judgments regarding the degree of acceptable risk.

CONCLUSION

This report provides a scientific evaluation of the implications of vari-
ous climate stabilization targets. The report concludes that certain levels of 
warming associated with carbon dioxide emissions could lock Earth and 
many future generations of humans into very large impacts; similarly, some 
targets could avoid such changes. It makes clear the importance of 21st 
century choices regarding long-term climate stabilization.
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FIGURE Syn.4 Because emissions of carbon dioxide are greater than the sinks that re-
move it, emissions reductions larger than about 80% (green line-top graph) are required 
if concentrations are to be stabilized (green line-bottom graph). The lower graph shows 
how carbon dioxide concentrations would be expected to evolve depending upon 
emissions for one illustrative case, but this applies for any chosen target.
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Summary

Society faces important choices in the coming century regarding fu-
ture greenhouse gas emissions and the resulting effects on Earth’s climate, 
ecosystems, and people. Atmospheric concentrations of several important 
greenhouse gases have increased markedly since the start of the 20th century 
because of human activities, and the increased concentrations of these gases 
very likely1 account for most of the globally averaged warming of the past 50 
years. Carbon dioxide is responsible for more than half of the current impact 
of human emissions of greenhouse gases on Earth’s climate, or radiative forc-
ing,2 and its influence is projected to grow. Its atmospheric concentration 
has increased by more than 35 percent since 1750, and is now higher than 
at any time in at least 800,000 years. Looking to the future, the concentration 
of carbon dioxide could undergo a further doubling or tripling by the end of 
the century, greatly amplifying the human impact on climate.

Because of the long atmospheric lifetime of carbon dioxide and the time 
lags in the climate system (particularly slow processes in the ocean, see Sec-
tion 3.2), human choices in the near-term have long-term ramifications on 
Earth’s climate not only for the rest of the century but also for the next sev-

1In this report, uncertainty ranges indicated as likely correspond to >66% probability (2 out 
of 3 chance), while very likely is used for >90% (9 out of 10 chance). Assessed uncertainty 
intervals are not always symmetric about the corresponding best estimate, and include statisti-
cal information and expert judgment.

2Radiative forcing (RF) refers to the radiative flux change evaluated at the tropopause (which 
has been adjusted for stratospheric changes, see Ramaswamy et al., 2007). Greenhouse gases 
such as carbon dioxide, methane, and nitrous oxide exert a warming influence on climate, 
and differ in their radiative forcing of the global climate system due mainly to their different 
radiative properties and abundances in the atmosphere. Some greenhouse gas changes (e.g., 
stratospheric ozone depletion) and aerosols produce negative radiative forcing. The net RF is 
the sum of positive and negative terms, and each term is defined as the change relative to 1750. 
These warming influences may be expressed as CO2-equivalent concentrations, corresponding 
to the concentration of CO2 that would cause the same amount of radiative forcing as a given 
mixture of CO2 and other forcing components.
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eral millennia. Indeed, some effects of 21st century human choices would 
contribute to climate change for more than 100,000 years. {2.1, 3.2}3

One way of informing these choices is to consider the projected climate 
changes and impacts that would occur if greenhouse gases increase to par-
ticular concentration levels and then stabilize, as highlighted in the State-
ment of Task (see Appendix A). Alternative futures then can be represented 
by a broad range of atmospheric concentration “target” levels (hereafter 
referred to as stabilization targets). The committee was charged to evaluate 
different stabilization targets with particular emphasis on the avoidance of 
serious or irreversible impacts on Earth’s climate system. This report does 
not evaluate the plausibility of any stabilization target, nor does it make any 
recommendations regarding desirable or “safe” targets.

It should be emphasized that choosing among different targets is a policy 
issue rather than strictly a scientific one, because such choices involve 
questions of values, e.g., regarding how much risk to people or to nature 
might be considered too much. Some climate changes could be beneficial 
for some people or regions, while being damaging to others.

The primary challenge for this study is to quantify, insofar as possible, 
the outcomes of different stabilization targets using analyses and informa-
tion drawn from the scientific literature. Expected changes based on broad 
scientific understanding are discussed, as well as projected values based 
upon models. Where there is sufficient understanding to be quantitative, 
numerical values for projected climate change and impacts are provided as 
a function of stabilization target. A number of important aspects of climate 
change that are currently understood in a qualitative manner, or for which 
the time horizon of the response is poorly constrained, are also reviewed. 
The report represents a brief summary of a vast scientific literature and seeks 
to be illustrative and representative rather than comprehensive. Special 
emphasis is placed on climate changes and impacts in North America and 
the United States.

The report focuses on human forcing of the climate system from car-
bon dioxide emissions and rising atmospheric concentrations because of 
the dominant role and unique influences of carbon dioxide on long-term 
climate change. The role of other anthropogenic greenhouse gases, such 
as methane, nitrous oxide and halocarbon, and aerosols are also briefly 
discussed. For many purposes, the total radiative forcing of the suite of 
anthropogenic greenhouse gases and aerosols can be cast in terms of an 

3Throughout this summary and the technical overview presented in the next section, num-
bers in curly brackets refer to sections of the main report where details and references are to 
be found.
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equivalent level of atmospheric carbon dioxide, also known as the CO2-
equivalent concentration.

APPROACH

The goal and implications of stabilizing climate change are most often 
discussed in terms of stabilizing atmospheric concentrations of CO2. This 
report takes a different approach by (1) using global temperature change as 
the frame of reference and (2) focusing in part on the relationship between 
accumulated carbon emissions and global mean temperature change.

The motivation for this approach is both practical and conceptual. Avail-
able data and modeling suggest that the magnitudes of many key impacts 
can be quantified for given amounts of global warming through scaling of 
local to global warming and through coupled linkages to warming (such as 
alterations in the water cycle that scale with warming). But although pub-
lished analyses of future climate impacts can be tied to specific warming 
levels in particular studies, this information often cannot readily be linked 
to CO2-equivalent concentrations (because, for example, of lack of informa-
tion on aerosol forcing used in many future climate impact studies based 
on emission scenarios).

Moreover, using warming as the frame of reference provides a picture 
of impacts and their associated uncertainties in a warming world—uncer-
tainties that are distinct from the uncertainties in the relationship of CO2-
equivalent concentrations to warming. Use of warming as a metric of change 
also permits coverage of the transient climate changes and impacts while 
concentrations increase, as well as the lock-in to further changes after sta-
bilization. Further, the approach taken here facilitates cataloging ranges of 
impacts that should be expected for 1°C, 2°C, 3°C, or other levels of warm-
ing. The reader can thus consider how much warming s/he considers to be 
an appropriate target. Information is also provided to translate warming into 
best estimates of associated CO2-equivalent target concentrations with these 
best estimates accompanied by estimated likely uncertainty ranges derived 
from uncertainty in climate sensitivity.

Furthermore, this report also describes the cumulative carbon framework, 
a perspective that has recently received considerable attention. Rather than 
CO2-equivalent concentration levels, this approach considers the amount 
of carbon emissions accumulated over time and the implications of differ-
ent accumulated emissions targets. Models consistently suggest a persistent 
temperature response to a given level of cumulative carbon emissions. Ac-
cumulated carbon emission targets link to impacts through temperature (or 
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warming) and are clearly relevant to policy aimed at controlling emissions 
and reducing the risk of dangerous impacts. The approaches used here 
thereby provide additional policy-relevant information that would be lost 
in an analysis that only related impacts to CO2-equivalent concentration 
levels.

KEY FINDINGS

There are three key findings of this report, which correspond to the 
structure of this summary:

1. Climate change in the very long term: Future stabilization targets cor-
respond to altered states of Earth’s climate that would be nearly irreversible 
for many thousands of years, even long after anthropogenic greenhouse gas 
emissions ceased. The capacity to adapt to slow changes is generally greater 
than for near-term rapid climate change, but different stabilization levels can 
lock the Earth and many future generations of humans into large impacts 
that can occur very slowly over time, such as the melting of the polar ice 
sheets; similarly, some stabilization levels could prevent such changes.

2. Climate change in the next few decades and centuries: Understand-
ing the implications of future stabilization targets requires paying attention 
to the expected climate change and to the emissions required to achieve 
stabilization. Because of time lags inherent in Earth’s climate, the observed 
climate changes as greenhouse gas emissions increase reflect only about 
half of the eventual total warming that would occur for stabilization at the 
same concentrations. Moreover, emissions reductions larger than about 80% 
(relative to whatever peak global emission rate may be reached) are required 
to approximately stabilize carbon dioxide concentrations for a century or so 
at any chosen target level (e.g., 450 ppmv, 550 ppmv, 650 ppmv, 750 ppmv, 
etc.).4 Even greater reductions in emissions would be required to maintain 
stabilized concentrations in the longer term. It should be emphasized that 
this finding is not linked to any particular policy choice about time of sta-
bilization or stabilization concentration, but applies broadly, and is due to 
the fundamental physics of the carbon cycle presented in Chapter 2.

3. Climate changes, impacts, and choices among stabilization targets: 
A number of key climate changes and impacts for the next few decades and 

4In this report the mixing ratio for any compound, CO2 for example, is expressed in either 
ppm (parts per million, i.e., the number of molecules of CO2 for every million molecules of 
air) or in ppmv (parts per million volume, the ratio of CO2 to air calculated in volumes) but 
used equivalently.
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centuries can now be identified and estimated at different levels of warm-
ing. Many impacts can be shown to scale with warming (see Figure S.5). 
Scientific progress has resulted in increased confidence in the understanding 
how global warming levels of 2°C, 3°C, 4°C, 5°C, etc. (see Figure S.1) af-
fect precipitation patterns, extreme hot seasons, streamflow, sea ice retreat, 
reduced crop yields, coral bleaching, and sea level rise. This increased con-
fidence provides direct scientific support for evaluating the implications of 
different stabilization targets. However, other climate changes and impacts 
are currently understood only in a qualitative manner. Many potential effects 
on human societies and the natural environment cannot presently be quanti-
fied as a function of stabilization target (see Figure S.6). This shortcoming 
does not imply that these changes and impacts are negligible. Some of these 
impacts, such as species changing their ranges or behavior, could be very 
important; indeed, some may dominate future risks due to anthropogenic 
climate change. Uncertainty in the carbon dioxide emissions and concen-
trations corresponding to a given temperature target is large, and choices 
about stabilization targets depend upon judgments regarding the degree 

FIGURE S.1 Illustration of how temperature 
change in degrees Celsius (left side of thermom-
eter) relates to temperature change in degrees 
Fahrenheit (right side of thermometer). For ex-
ample, a warming of 5°C is equal to a warming 
of 9°C. In this report estimates of temperature 
change are made in degrees Celsius in accor-
dance with international scientific practice.
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of acceptable risk associated with both quantifiable and non-quantifiable 
impacts and changes.

SUPPORTING EVIDENCE

1. Cumulative Carbon Dioxide Emissions and 
Climate Change over Millennia

Climate changes that occur because of carbon dioxide increases are ex-
pected to persist for thousands of years5 even if emissions were to be halted 
at any point in time. Recent scientific literature has shown that the con-
tribution to global warming caused by anthropogenic CO2 can be directly 
related to the cumulative emissions of carbon dioxide.

For example, our best estimate (see Figure S.2) is that 1,000 gigatonnes 
of anthropogenic carbon (GtC) (Box S.1) emissions lead to about 1.75°C 
increase in global average temperature,6 implying that approximately 1,150 
gigatonnes of carbon (or 4,200 Gt CO2) would lead to a global mean warm-
ing of 2°C (the stated aspirational goal of the “group of eight” nations). Based 
on current understanding, this warming is expected to be nearly irreversible 
for more than 1,000 years (Figure S.3). Figure S.2 shows best estimates and 
likely uncertainty ranges for cumulative carbon emissions leading to a range 
of warming levels, along with cumulative emissions to date (about 500 GtC). 
Carbon dioxide alone accounted for about 55 percent of the total CO2-
equivalent concentration of the sum of all greenhouse gases in 2005. The 
contribution of carbon dioxide increases to between 75 and 85 percent of 
total CO2-equivalent by the end of this century based on a range of current 
emission scenarios. Some anthropogenic carbon dioxide is removed by the 
oceans and biosphere in decades to centuries, but the slow time scales of 
the long-term uptake of carbon in the ocean means that some is expected 
to persist in the atmosphere for many thousands of years. This behavior is 
unique to carbon dioxide among major radiative forcing agents. Choices 
regarding continued emissions or mitigation of other warming agents such 

5Approaches to “geoengineer” future climate, e.g., to actively remove carbon from the 
atmosphere or reflect sunlight to space using particulate matter or mirrors are topics of ac-
tive research. If effective, these may be able to reduce or reverse global warming that would 
otherwise be effectively irreversible. This study does not evaluate geoengineering options, and 
statements throughout this report regarding the commitment to climate change over centuries 
and millennia from near-term emissions should be read as assuming no geoengineering. Re-
forestation or other methods of sequestration of carbon are also not considered.

6The quasi-linear response of temperature to cumulative carbon is discussed in detail in 
Section 3.4.
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FIGURE S.2 (top) Best estimates and likely range of cumulative carbon emissions that would result in global 
warming of 1°C, 2°C, 3°C, 4°C, or 5°C (see Figure S.1), based on recent studies that have demonstrated a near 
linearity in the temperature response to cumulative emissions (see Section 3.4). Error bars reflect uncer-
tainty in carbon cycle and climate responses to CO2 emissions, based on both observational constraints and 
the range of climate-carbon cycle model results (see Section 3.4). (bottom) Estimated global cumulative 
carbon emissions to date from fossil fuel burning and cement production, land use, and total. The figure 
also shows how much cumulative carbon would be emitted by 2050 if past trends in emission growth rates 
were to continue in the future, based upon a best fit to the past emission growth curve. {3.4}

C
um

ul
at

iv
e 

C
 E

m
is

si
on

s 
(1

00
0 

G
tC

)

Global Mean Temperature Change (°C)

Emitted 
to date

Syn1 and S2 top and_Fig3-6

S-2 bottom.eps
bitmap



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

18 CLIMATE STABILIZATION TARGETS

BOX S.1 GTC (GIGATON OF CARBON)

One gigaton of carbon is 1 billion tons of carbon, where “carbon” refers literally to the mass of 
carbon, not the mass of a molecule as a whole (i.e., all the atoms), but just the mass of carbon 
atoms.
Example: Burning 1 gallon of gasoline emits approximately 19.6 lbs of CO2 (http://cdiac.ornl.gov/
pns/faq.html ), so if you assume a typical American vehicle gets 20 miles per gallon and it travels 
15,000 miles per year, then the typical American vehicle emits about 1.8 tons of carbon per year. 
Stated differently, about 550 million average American vehicles would emit 1 GtC per year.

FIGURE S.3 Commitments to global warming over thousands of years, expressed as best estimates depend-
ing upon the cumulative anthropogenic carbon emitted (direct human emission plus possible induced 
feedbacks such as release of carbon from clathrates, see below) by the end of the next few centuries from 
a model study (left, from the calculations presented in Eby et al., 2009), the corresponding long-term carbon 
dioxide concentrations, shown as best estimates and likely ranges (middle, from Table 3.1 of this report), 
and estimated range of corresponding global average sea level rise (right, see Section 6.1; the adopted 
equilibrium long-term thermal sea level rise is 0.2-0.6 m per degree as noted in Meehl et al., 2007). The 
“low” and “high” onset values in the right panel reflect differences between available climate models in the 
global mean temperature at which the Greenland ice sheet will disappear after thousands of years since the 
accumulation cannot sustain the ice loss by melt in the ablation area and rapid ice flow-related loss along 
the margins. This depends not only on increased ice loss from warming but also on increased accumula-
tion from greater snowfall in a warmer world, and the balance between these terms differs from model to 
model. The range across models is taken from Meehl et al. (2007) based on a detailed analysis of the models 
evaluated in the Intergovernmental Panel on Climate Change (IPCC) report. Additional contributions from 
rapid ice discharge are possible (see Chapters 4 and 6). The climate sensitivity used to construct the likely 
ranges shown in the middle panel is discussed in Chapter 3 where it is noted that larger or smaller warm-
ings than the estimated likely value for a given carbon dioxide concentration cannot be ruled out. Bumps 
in the warming curves in the left panel are because of adjustments in ocean circulation in response to 
warming in this particular climate model and should be thought of as illustrative only. {3.2, 6.1}
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as methane, black carbon on ice/snow, and aerosols can affect the global 
warming of coming decades but have little effect on the lock-in to longer-
term warming of Earth over centuries and millennia; that commitment is 
primarily controlled by carbon dioxide. {2.1, 2.2, 2.3, 3.4}

Earth is now entering a new geological epoch, sometimes called the An-
thropocene, during which the evolution of the planet’s environment will 
be largely controlled by the effects of human activities, notably emis-
sions of carbon dioxide. Actions taken during this century will determine 
whether the Anthropocene climate anomaly will be a relatively short-term 
and minor deviation from the Holocene climate, or an extreme deviation 
extending over many thousands of years.

Higher cumulative carbon emissions result in both a higher peak warm-
ing and a longer duration of the warming (see Figure S.4). The duration of the 
warming is critical, because an extended period of warming provides more 
time for the components of the Earth system that may respond very slowly 
(such as the deep oceans and the great ice sheets) to assert themselves, even 
very long after anthropogenic emissions have ceased. {6.1}

The sea level rise implications of the Anthropocene could lead to major 
changes in the geography of the Earth over the coming millennia. Model 
studies suggest that a cumulative carbon emission of about 1,000 to 3,000 
GtC would lead to eventual sea level rise due to thermal expansion and 
glacier and small ice cap loss alone of the order of 1 to 4 meters. Addi-
tional contributions from Greenland could contribute as much as a further 
4 to 7.5 m on multi-millennial time scales, for a possible total of order 5 
to 11.5 meters from thermal expansion, glaciers and small ice caps, and 
Greenland.

Widespread coastal inundation would be expected if anthropogenic 
warming of several degrees is sustained for millennia; although these slow 
changes allow time for adaptation, they are essentially irreversible. The pro-
jected fragility of the Greenland ice sheet is in accord with studies suggesting 
that Greenland was essentially free of ice during the Pliocene era (which was 
probably about 3°C warmer than pre-industrial times in the mid-Pliocene, 
about 3-3.3 million years ago). Changes in Antarctica are less clear, in part 
because both the West and East Antarctic ice sheets must be considered: 
one study suggests that cumulative carbon emission of about 2,000-5,000 
GtC could also contribute up to 5 meters of additional sea level rise from 
West Antarctic ice sheet loss. Future changes in East Antarctica could offset 
at least part of West Antarctic changes. While carbon emissions in the 21st 
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century are expected to determine the commitments to these eventual future 
changes, the sea level rise expected to occur in the 21st century is consid-
erably smaller, in the range of 0.5 to 1.0 m. Some semi-empirical models 
predict sea level rise up to 1.6 m by 2100 for a warming scenario of 3.1°C, 
a possible upper limit which cannot be excluded. {4.8, 6.1}

Some slow climate components could act as amplifiers that would greatly 
increase the size and duration of the Anthropocene.

If elevated global temperatures were to persist for a thousand years or 
more, some studies suggest that the resulting warming of the deep ocean 

FIGURE S.4 The left panel shows illustrative examples (from calculations using the Bern Earth Model of 
Intermediate Complexity, see Chapter 2 and Methods) of how carbon dioxide concentrations would be 
expected to evolve depending upon emissions. Stable emissions (blue lines) do not result in stable con-
centrations because the source of carbon is much larger than the sink. Emission reductions larger than 
about 80% are required if concentrations are to be stabilized (green lines). The right panel shows the best 
estimates and likely ranges of global warming projected for various levels of carbon dioxide concentration 
in the transient (blue) and equilibrium states, or climate sensitivity (red); see Table 3.1. As carbon dioxide 
emissions increase, average global warming is projected to follow the blue curve. If concentrations of 
carbon dioxide were to be stabilized, the global warming is expected to increase from the blue to the red 
curve, as depicted by the arrow. Note that the equilibrium warming indicated in the figure incorporates only 
feedbacks from water vapor, clouds, sea ice, or snow changes; the slower acting feedbacks incorporated 
in Earth System Sensitivity may increase the warming (by about 50% over the values shown according to 
one study by Lunt et al., 2010) {2.1, 3.2, 3.3}
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could release deep-sea carbon stored in the form of methane clathrates7 
in marine sediments. Other contributions could come from the substantial 
reservoir of near-surface organic carbon in soils and permafrost, whose 
stability is poorly understood. For example, a release rate of a half GtC per 
year from such sources would add 2,500 Gt of carbon over 5,000 years to 
the carbon emitted directly by humans. For reference, paleoclimate studies 
suggest that during the Paleocene-Eocene Thermal Maximum (about 55 
million years ago), similar amounts of carbon were released in less than 
10,000 years. A number of recent studies show that large methane releases 
from particular local sites have been observed, but these are too limited to 
imply that globally significant changes are already occurring or will occur 
for warming levels in the near term. {6.1}

2. Stabilization and Climate Change of the Next 
Few Decades and Next Several Centuries

Because the global anthropogenic source of carbon dioxide greatly exceeds 
the net global sink (through removal mechanisms in the ocean, land, and 
biosphere), stabilization of carbon dioxide concentrations at any selected 
target level would require reductions in total emissions of at least 80 per-
cent (relative to any peak emission level).

Unless the source matches the sink, concentrations of carbon dioxide 
(and resulting warming influences) will continue to rise, much like the water 
in a bathtub when water is coming in faster than it is going out. Because cur-
rent carbon dioxide emissions exceed removal rates, stabilization of carbon 
dioxide emissions at current rates will not lead to stabilization of carbon 
dioxide concentrations (see Figure S.4). A robust consequence of the stock 
and flow nature of atmospheric carbon and the physics of the carbon cycle 
is that emissions reductions larger than about 80% (relative to whatever 
peak emission level occurs) are required to approximately stabilize carbon 
dioxide concentrations for a century or so and even greater reductions in 
emissions would be required in the longer term; this applies for any chosen 
stabilization target.

Observed climate responses in coming decades will be smaller than the 
longer-term temperature response to any given stabilization level. If car-
bon dioxide equivalent concentrations were to be stabilized at some point 

7Methane clathrates, also called methane hydrates, are material in which methane is trapped 
inside a larger crystalline water chemical structure.
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in the future, there would be a lock-in to further warming of comparable 
magnitude to that already occurring at the time of stabilization.

The instantaneous response of Earth’s atmosphere and oceans to in-
creases in greenhouse gases and net radiative forcing represents a transient 
climate change, which can be linked to “transient climate response.”8 The 
transient climate response is smaller than the longer-term “climate sensitiv-
ity” that includes adjustments by the oceans to the added heat (Table S.1). 
For example, if carbon dioxide equivalent concentrations (including aerosols 
and other gases) were to increase from today’s best estimate levels of about 
390 parts per million by volume (ppmv) to 550 ppmv at rates of growth 
similar to those occurring today, averaged warming would be expected to 
increase in a manner that scales with the change in radiative forcing rela-
tive to the transient climate response; for 550 ppmv the best estimate total 
warming since pre-industrial times is about 1.6°C (within a likely uncertainty 
range of 1.3-2.2°C). In the hypothetical case where concentrations are then 
immediately stabilized at 550 ppm, further warming would subsequently 
occur over the next several centuries, reaching a best estimate “climate 
sensitivity” of about 3°C (likely in the range of 2.1-4.3°C). The horizontal 
arrow in Figure S.4 depicts such a transition from transient to equilibrium 
warming. {2.2, 2.4, 3.2, 3.3}

Climate sensitivity remains subject to considerable uncertainty. The esti-
mated “likely” range presented in this report corresponds to the range of 
model results in the CMIP3 global climate model archive, and it is roughly 
consistent with paleoclimate evidence. However, the possibility of climate 
sensitivities substantially higher than this range cannot at present be ruled 
out. This report should be read with this proviso in mind, as these high 
sensitivities, if realized, would amplify many of the impacts discussed and 
associated risk. {3.2, 3.3, 6.1}

3. Climate Changes, Future Impacts, and 
Choices among Stabilization Targets

Increases in global mean temperature caused by higher anthropogenic 
greenhouse gas concentrations would be expected to lead to a diverse range 

8The transient climate response is defined as the warming at the time of doubling of CO2 
concentration (compared to a pre-industrial value of 278 ppm this is about 550 ppm). Scaled 
by radiative forcing, the same relationship characterizes warming that has occurred during 
the 20th century as well as further warming that is projected to continue with growing CO2 
concentrations in the 21st century for a broad range of plausible scenarios.
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TABLE S.1 Estimated Likely Ranges and Best Estimate Values for Transient and Equilibrium 
Global Averaged Warming Versus Carbon Dioxide Equivalent Concentrations.

CO2-Equlvalent 
Concentration 
(ppmv)

Best Estimate 
Transient 
Warming (°C)

Estimated Likely 
Range of Transient 
Warming (°C)

Best Estimate 
Equilibrium 
Warming (°C)

Estimated Likely 
Range of Equilibrium 
Warming (°C) 

350 0.5 0.4-0.7 1 0.7-1.4
450 1.1 0.9-1.5 2.2 1.4-3.0
550 1.6 1.3-2.1 3.1 2.1-4.3
650 2 1.6-2.7 3.9 2.6-5.4
1000 3 2.4-4.0 5.9 3.9-8.1
2000 4.7 3.7-6.2 9.1 6.0-12.5

of changes in potentially damaging climate-related parameters and impacts, 
affecting many aspects of human society and the natural environment.

The magnitude of some near-term (next few decades and centuries) 
climate changes and impacts can be estimated for specific levels of global 
mean temperature change experienced, illustrating how stabilization at 
different levels of greenhouse gas forcing would be expected to alter our 
world (see Figure S.5). Approximate estimates of these effects, per degree C 
of global warming, include:

• 5-10% changes in precipitation in a number of regions
• 3-10% increases in heavy rainfall9

• 5-15% yield reductions of a number of crops10

• 5-10% changes in streamflow in many river basins worldwide, 
including several in the U.S.

• about 15% and 25% decreases, in the extent of annually averaged 
and September Arctic sea ice, respectively

In addition, effects at particular levels of warming include:

• Increases in the number of exceptionally warm summers (i.e., 9 
out of 10 boreal summers that are “exceptionally warm” in nearly 
all land areas for about 3°C of global warming, and every summer 
“exceptionally warm” in nearly all land areas for about 4°C, where 
an “exceptionally warm” summer is defined as one that is warmer 
than all but about 1 of the 20 summers in the last decades of the 
20th century).

 9Heaviest 15% of daily falls
10Unless adaptation measures not presently in hand become available
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FIGURE S.5 Climate changes and climate impacts as a function of global warming (not in priority order or 
implied importance). These anticipated effects are projected to occur in the 21st century following the tran-
sient warming for a given CO2 equivalent concentration, followed by further warming to the equilibrium 
value for stabilization at a given target concentration. As in previous figures, for discussion of transient and 
equilibrium warming see Chapter 3, where it is noted that the probability distribution of climate sensitivity 
is uncertain; larger or smaller warmings than the estimated likely value for a given carbon dioxide equiva-
lent concentration cannot be ruled out. Ranges are shown for climate impacts over the globe or over large 
regions; specific regions, crops, river basins, etc. and their uncertainties are discussed in detail later in the 
report. {3.2, 3.3, 4.2, 4.5, 4.6, 4.7, 4.8, 4.9, 5.1, 5.2, 5.3, 5.4, 5.7, 5.8}

R01705 Climate fig.eps
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• 200-400% increases per degree in wildfire area burned in several 
western North American regions for 1-2°C

• Increased coral bleaching and net erosion of coral reefs, due to 
warming and changes in ocean acidity (pH) for carbon dioxide 
levels corresponding to about 1.5-3°C of global warming.

• Sea level rise in the range of 0.5 to 1.0 m in 2100 (reached in a 
scenario corresponding to about 3±1°C of global warming) and an 
associated increase in the number of people at risk from coastal 
flooding by 5-200 million11 as well as global wetland and dryland 
losses of more than 250,000 square kilometers. {4.1, 4.2, 4.5, 4.6, 
4.7, 4.8, 4.9, 5.1, 5.2, 5.3, 5.4}

Many important impacts of climate change are difficult to quantify for a 
given change in global mean temperature, but the risk of adverse impacts 
is likely to increase with global mean temperature change.

For some impacts, this difficulty arises because temperature is a primary, 
but not necessarily the only, driver of change. Quantification can also be dif-
ficult due to uncertainty in observing and modeling the response of a given 
system to temperature changes or other climate and non-climate factors, and 
additional complexity due to the influence of multiple environmental and 
other anthropogenic factors. It is clear from many scientific studies docu-
menting projected impacts across numerous sectors and regions, however, 
that a number of impacts do scale approximately with global temperature. 
Hence, these are expected to intensify in response to a greater temperature 
change. An illustrative set of temperature-dependent impacts are summa-
rized in Figure S.6. These include shifts in terrestrial and marine species 
ranges and abundances (including die-off in some cases), increased risk of 
heat-related human health impacts, loss of infrastructure in coastal regions 
(due to sea level rise) and the Arctic (due to sea level rise, retreat of sea 
ice and associated coastal erosion, and permafrost loss). This summary of 
temperature-related impacts is intended to be indicative rather than com-
prehensive. Figure S.6 does not include all possible temperature-sensitive 
impacts, such as projected extinctions due to climate change and increased 
risks to national security. {4.7, 4.9, 5.5, 5.6, 5.7, 5.8}

Uncertainty in the cumulative carbon or stabilized carbon dioxide concen-
tration that corresponds to a given temperature target is large. It follows 

11With the range depending mainly on uncertainty in adaptation measures undertaken.
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that choices about stabilization targets depend upon judgments regarding 
the degree of acceptable risk.

The likely range of cumulative carbon emissions corresponding to a 
given warming level is estimated to lie between –30% to +40% of the best 
estimate. This range is due mainly to uncertainties in the carbon cycle re-
sponse to emissions and the climate response to increased radiative forcing. 
For a cumulative anthropogenic emission of 1,000 GtC, our best estimate 
of the warming remains below 2°C, but there is an estimated 17% prob-
ability that the warming could exceed 2°C for more than 1,500 years. When 
cumulative emissions are increased to 1,500 GtC, the best estimate of the 
anthropogenic warming remains above 2°C for more than 3,500 years, 
and the very likely upper end warming is still above 2.5°C for more than 
10,000 years. Higher values cannot be excluded, implying additional risk 
that cannot presently be quantified. On the other hand, at the lower end of 
carbon-climate likely uncertainty range, there may be about a 17% chance 
that warming could remain below 2°C even if as much as 1,700 GtC are 
emitted. Figures S.3 and S.5 provide some scientific reasons why global 
warming of a few degrees could be considered dangerous to some aspects 
of nature and society, but the corresponding uncertainty ranges should be 
emphasized here. For example, while the best estimate of a stabilization 
target corresponding to a long-term warming of 2°C is 430 ppm, the likely 
uncertainty range for this value spans from 380 ppm (below current ob-
served levels) to 540 ppm (almost a doubling of carbon dioxide relative to 
pre-industrial times). {3.4, 6.1}

Many important aspects of climate change and its impacts are expected 
to be approximately linear and gradual, slowly becoming larger and more 
significant relative to climate variability as global warming increases.

This report highlights the importance of 21st century choices regarding 
stabilization targets and how they can be expected to affect many aspects 
of Earth’s future. Progressively warmer temperatures are expected to slowly 
lead to larger and more significant changes for impacts including wildfire 
extent, decreases in yields of some (but not all) crops, streamflow changes, 
decreased Arctic sea ice extent, increases in heavy rainfall occurrence, and 
other factors presented. However, it should be noted that many climate 
changes and impacts remain poorly understood at present. For example, 
the record of past climates suggests that major changes such as dieback of 
the Amazon forests or substantial changes in El Niño behavior can occur. 
This report identifies some areas where recent science suggests reduced ef-
fects compared to earlier studies (including e.g., projected future changes in 
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hurricane activity). This report does not identify any specific projections of 
abrupt climate changes that the committee considers to be robustly estab-
lished, e.g., based on clear physical understanding of processes and multiple 
models. However, it is clear that the risk of surprises can be expected to 
increase with the duration and magnitude of the warming. Finally, this report 
shows throughout that present emissions represent commitments to growing 
current and future impacts, including the very long-term future over many 
thousands of years. {2.4, 3.4, 4.3, 4.4, 5.8, 6.1, 6.2}
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Overview of Climate Changes 
and Illustrative Impacts

The following section provides an overview of a number of climate 
changes and impacts that can now be identified and estimated at different 
levels of warming. Highlighted in bold are the key impacts followed by 
supporting details.

CHANGES IN RAINFALL AND STREAMFLOW

Increases of precipitation in high latitudes and drying of the already 
semi-arid regions at lower latitudes are projected with increasing global 
warming, with seasonal changes in several regions expected to be about 
5-10% per degree of warming. However, patterns of precipitation change 
show much larger variability across models than patterns of temperature. 
The basic large-scale pattern and magnitude of precipitation responses 
across the tropics, subtropics, and mid-latitude and high-latitude regions 
can be understood largely as the result of increasing water vapor in the 
atmosphere; these are broadly consistent with observed trends and physical 
understanding, and represent a very robust prediction across models. Pre-
cipitation in many of the world’s monsoon regions is expected to increase 
during the rainy season. Precipitation associated with mid-latitude storms is 
also expected to increase. For some areas, particularly those near transitions 
between regions that become wetter and those that become drier, model 
disagreement is large. The continental U.S. region straddles changes that are 
both positive (over the northernmost areas) and negative (over the southwest 
areas) changes in both annual and Dec-Jan-Feb average precipitation. A 
large portion of the contiguous 48 U.S. states is in a transition zone where 
future rainfall changes cannot be projected with confidence at present. Mod-
els agree in projecting increases in precipitation on the order of 5-10% per 
degree C of warming in high latitudes in all seasons, including over Alaska, 
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and they also project drying in the dry season in the south and southwest 
United States and Mexico (see Figure O.1). {4.2}

Streamflow Changes

Widespread changes in streamflow are expected in a warmer world, 
with many regions experiencing changes of the order of 5-15% per degree 
of warming. Streamflow is a key index of the availability of freshwater, a 
quantity that is essential for human and natural systems. Changes in stream-
flow depend upon both evaporation (and hence warming) as well as pre-
cipitation. In regions where decreases in precipitation are predicted, these 
decreases usually will be accompanied by larger decreases in streamflow. 

FIGURE O.1 Estimated changes in precipitation per degree of global warming in the three driest consecu-
tive months at each grid point from a multi-model analysis using 22 models (relative to 1900-1950 as the 
baseline period). White is used where fewer than 16 of 22 models agree on the sign of the change. One 
ensemble member from each model is averaged over the dry season and decadally in several indicated 
regions including southwestern North America and Alaska, as shown in the inset plots. Adapted from 
Solomon et al. (2009), with additional inset panel for Alaska (courtesy R. Knutti) provided using the same 
datasets and methods as in that work. {4.2}
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Streamflow is expected to decrease in many temperate river basins as global 
temperature increases. The greatest decreases are expected in areas that are 
currently arid or semi-arid. Most models project decreases in the southwest 
United States, while slight increases are projected in the northeast and 
northwest. There is strong agreement among models that runoff in the Arctic 
and other high-latitude areas, including Alaska, will increase. The greatest 
decreases per degree within the United States are projected for the Rio 
Grande Basin (about 12% per degree) and increases of about 9% per degree 
are expected in Alaska; see Figure O.2. Thus, warming of a few degrees can 
be expected to lead to large perturbations to water resources, especially in 
the southwestern and southern parts of the United States, many of which 
are already facing water resources challenges due to growing population 
and environmental issues. {5.3}

CHANGES IN EXTREME TEMPERATURE, 
PRECIPITATION, AND CLIMATE DYNAMICS

Temperature Extremes

Extreme temperatures are expected to increase in a warmer world. For 
example, for about 3°C of global warming, 9 out of 10 Northern Hemi-
sphere summers are projected to be “exceptionally warm” in nearly all land 
areas, and every summer is projected to be “exceptionally warm” in nearly 
all land areas for about 4°C, where an “exceptionally warm” summer is 
defined as one that is warmer than all but about 1 of the 20 summers in 
the last decades of the 20th century. A complete review of the many studies 
evaluating changes in extremes in various regions is beyond the scope of the 
present study. Here we use as an illustrative example the effect of warming 
on seasonal extremes, based on a simple shift in the distribution of tempera-
tures, using pattern scaling. Some studies have indicated the possibility that 
the variance of the distribution of temperature will increase, especially in 
regions that are projected to become drier (e.g., the Mediterranean basin), 
further enhancing the chances of extreme seasonal temperatures beyond 
that estimated here (see Figure O.3). {4.5}

Extreme Precipitation

Extreme precipitateon (heaviest 15% of daily rainfall) is likely to in-
crease by about 3-10% per degree C as the atmospheric water vapor 
content increases in a warming climate, with changes likely to be greater 
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FIGURE O.2 Median runoff sensitivities (per degree of global warming) relative to 1971-2000 over 68 model 
pairs. Each pair consisted of an average over A2, A1B, and B1 global emissions scenarios of one IPCC As-
sessment Report 4 (AR4) GCM model’s output, derived from 30-year runoff averages centered on the years 
for which the global average temperature increases were 1.0°C, 1.5°C, and 2.0°C, minus the 30-year model 
average runoff for 1971-2000, divided by the global temperature change. This analysis was performed for 
23 models for 1.0°C and 1.5°C increases, and 22 models for a 2.0°C increase. Results are shown as averages 
over GCM grid cells (upper plot) or U.S. hydrological regions (lower plot). The notation a/b in each river basin 
denotes the mean change in percent (a), and the agreement among models (b); expressed as the fraction 
with positive changes minus the fraction with negative changes (FPN); see also Table 5.3. Table 5.3 contains 
standard errors and consistency across models, as indicated by FPN.

O2.eps
bitmap
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FIGURE O.3 Percentage of northern summers (June-July-August) warmer than the warmest 95th percentile 
(1 in 20) for 1971-2000, for 2°C global average warming above the level of 1971-2000, or about 3°C total 
warming since pre-industrial times, from an analysis of the multi-model CMIP3 (Coupled Model Intercom-
parison Project phase 3) ensemble. {4.5}

in the tropics than in the extratropics (this sensitivity may decrease some-
what as the warming progresses). While changes in precipitation extremes 
could lead to changes in flood frequency, the linkage between precipitation 
changes and flooding will be modulated by interactions between precipita-
tion characteristics and river basin hydrology, the nature of which are not 
yet well understood. {4.6}

Hurricanes and Typhoons

Averaged over the tropics as a whole, the number of tropical cyclones is 
expected to decrease slightly or remain essentially unchanged. Models sug-
gest that the average intensity of tropical cyclones (as measured by the wind 
speed) is likely to increase roughly by 1-4% per degree C global warming, 
or by 3-12% per degree C for the cube of this wind speed, often taken as 
a rough measure of the destructive potential of storm winds. For the North 
Atlantic, the changes in hurricane statistics are more uncertain than the global 
values, depending in large part on the spatial structure of the warming of the 
tropical oceans, and not just on the local warming in the Atlantic. Recent 
models project future changes in the number of Atlantic hurricanes ranging 



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

34 CLIMATE STABILIZATION TARGETS

from –25% to +25% per degree C of global warming; thus, the sign of future 
changes in number of storms is uncertain. {4.3}

Ocean Circulation

The Meridional Overturning Circulation (MOC) in the Atlantic Ocean 
is expected to slow down in the 21st century due to warming associated 
with increased greenhouse gases and associated increased ocean strati-
fication. As a result, warming in the northern North Atlantic Ocean and 
surrounding maritime regions is expected to be smaller than other oceanic 
regions. Changes in fisheries and marine ecosystems could also result from 
a MOC slow-down, but these impacts are poorly understood. {5.8}

CHANGES IN ICE, SNOW, AND FROZEN GROUND

Sea Ice

Arctic and Antarctic sea ice extent and volume are projected to de-
crease over the 21st century if greenhouse gas emissions continue to in-
crease. Models project a clearly defined linear relationship between annual 
Arctic sea ice area decreases and global averaged surface air temperature. 
According to an analysis of an ensemble of models, annually averaged Arctic 
sea ice area reductions of about 15% are expected per degree C of global av-
erage warming (see Figure O.4). Greater reductions are expected for summer 

FIGURE O.4 Changes in annually averaged Arctic sea ice extent versus time from 13 CMIP3 models (left). 
The same information is plotted versus global mean temperature in the righthand panel. {4.7}
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compared to winter. Figure O.4 illustrates that the retreat of Arctic sea ice 
is more compact when plotted versus global mean temperature rather than 
time, and this aids the understanding of the effect of stabilization at various 
target levels. Published studies of the range of the date when late summer 
Arctic sea ice is expected to disappear range from 2037 to beyond 2100. 
Models suggest that late summer Arctic sea ice decreases rapidly if warming 
exceeds about 2°C. By the end of the 21st century (global warming of about 
3-5°C relative to pre-industrial conditions) an ice-free Arctic ocean in late 
summer is predicted by most models. In the decades after 2100, two models 
suggest that ice-free conditions may occur in winter if polar temperatures 
reach 13°C above present-day values. In the Antarctic, models predict a loss 
in ice cover ranging from 10-50% in winter and 33-100% in summer for a 
warming of about 1.7-4.4°C. The relationship between annual average sea 
ice area and the global average temperature suggests that ice recovery may 
occur if temperatures decrease. {4.7}

Snow Cover and Snowpack

Current trends in snow cover over the Northern Hemisphere suggest 
that the snow cover season has shortened and spring melt is occurring 
earlier compared to the past 50-100 years. Modelled changes in Northern 
Hemisphere snow cover are similar to the observations. Future decreases 
are consistent across the models and may reach –18% by 2090 (or a global 
warming of about 2-3°C). Snowpack has decreased over much of western 
North America since 1925, and this decrease has been linked to increas-
ing temperatures over the West. While regional responses to the warmer 
surface temperatures may vary, the overall response suggests a significantly 
shorter snow season, smaller areal coverage, an earlier start to the melt 
season, a later start to the accumulation season, and decreased snowpack 
as the climate warms. The regions that show the most sensitivity to warm-
ing conditions are in maritime areas (both at low elevation and mountain-
ous) while the continental interiors respond more slowly. The percentage 
change is largest in summer, but the greatest areal reductions are expected 
in spring. {4.7}

Permafrost

Northern Hemisphere permafrost is expected to degrade under global 
warming. Permafrost extent is expected to shrink, the region to retreat pole-
ward, and the active layer to deepen as its temperature increases. These 
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changes in the permafrost are linked to increasing global temperatures, 
and rates of degradation change with different emission scenarios such that 
higher emissions promote faster degradation. Damage to infrastructure over 
a region 1-4 million km2 would be expected by the end of the 21st century 
if average Arctic air temperature increased by 5.5°C above the year 2000 
average. {4.7}

Ice Sheets and Glaciers

Ice mass loss is occurring in some parts of Greenland and Antarctica, 
but contributions of the great ice sheets to sea level rise of coming decades 
and the next century remain uncertain. For 1993-2003, the estimated contri-
butions to sea level rise (SLR) integrated across the Greenland and Antarctic 
ice sheets are 0.21±0.07 and 0.21±0.35 mm y–1, respectively (0.021±0.007 
and 0.021±0.035 m if continued for a century). Greenland lost roughly 
180±50 Gt y–1 (0.5±0.14 mm y–1 SLR) for the time period 2003-2007. Re-
cent observations have shown that changes in the rate of ice discharge into 
the sea can occur far more rapidly than previously suspected. The pattern of 
ice sheet change in Greenland is one of near-coastal thinning, primarily in 
the south and west along fast-moving outlet glaciers, and increased ice melt 
in the marginal region. However, the interior of the ice sheet is expected to 
be less vulnerable to future changes than these edge regions. Furthermore, 
current discharge rates may represent a transient instability, and whether 
they will increase or decrease in the future is unknown. A doubling in ice 
discharge along with a continued increase in surface melt using a “medium” 
emission scenario (AR4 A1B) would increase the global sea level by about 
0.16 m by 2100, with 0.09 m contribution from ice dynamics, and 0.07 m 
from surface melt, respectively. The Antarctic ice sheet shows a pattern of 
near balance for East Antarctica, and greater mass loss from West Antarctica 
(including the Antarctic Peninsula) for the past few years; however, there is 
no strong evidence for increasing Antarctic loss over the past two decades. 
The Amundsen Coast basin (Pine Island ice and Thwaites Glacier) represents 
a potential for up to 1.5 m of equivalent sea level if it were to be entirely 
melted; doubling the current ice stream velocities in this region along with 
accelerated ice loss for the Antarctic Peninsula could raise sea level globally 
by 0.12 m in 2100. An increase in ice discharge has already been observed 
in several regions in Greenland. Assuming a doubling in ice discharge for 
outlet glaciers in Greenland and the Amundsen Coast basin in Antarctica, 
both ice sheets together could contribute up to about 0.28 m sea level by 
2100 under the AR4 A1B warming scenario. {4.8}
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Glaciers and small ice caps are losing mass and contributing to sea 
level rise. Glaciers and small ice caps are estimated to have contributed 
0.8±0.17 mm y–1 SLR for the 1993-2003 time period, but they are not in 
balance with the present climate. The total sea level equivalent of glaciers 
and ice caps is 0.7 m. On average, glaciers and ice caps need to decrease in 
volume by about 26% to attain equilibrium with current warming, resulting 
in a minimum contribution to total change in sea level of about 0.18±0.03 
m. For the AR4 A1B warming scenario, a contribution of 0.37±0.02 m SLR 
from glaciers by 2100 is projected. {4.8}

20th and 21st Century Changes in Sea Level

Global sea level has risen by about 0.2 m since 1870. The sea level 
rise by 2100 can be expected to total at least 0.60±0.11 m from thermal 
expansion (0.23±0.09 m) and loss of glaciers and ice caps (0.37±0.02 m). 
This lower limit is higher than previous studies due especially to improved 
information about glaciers. Additional contributions from Greenland and 
Antarctica are expected. Assuming ice loss from Greenland at the current 
rate, the total global sea level rise would be 0.65±0.12 m by 2100. As-
suming a doubling in ice discharge from both Greenland and Antarctica, 
the total global average sea level rise would be 0.88±0.12 m by 2100. We 
therefore estimate a range of total global sea level rise in 2100 of about 
0.5 to 1.0 m. Global sea level rise is a consequence of global warming and 
is caused by ocean water expansion and loss of ice stored on land (glaciers, 
small ice caps, and ice sheets). Satellite measurements show sea-level is 
rising at 3.1±0.4 mm y–1 since these records began in 1993 through 2003. 
This rate has decreased somewhat in the most recent years (2003-2008) to 
2.5±0.4 mm y–1 due to a reduction of ocean thermal expansion from 1.6±0.3 
mm y–1 to 0.37±0.1 mm y–1, whereas contributions from glaciers, small ice 
caps, and ice sheets increased from 1.2±0.4 mm y–1 to 2.05±0.35 mm y–1. 
Oceans respond slowly to global warming. The planet is already committed 
to a further 0.05 m sea level rise through thermal expansion alone over the 
next several centuries as a response to the past warming. Thermal expansion 
alone is expected to contribute about 0.23±0.09 m to sea level rise for the 
A1B scenario by 2100. Some semi-empirical models predict sea level rise 
up to 1.6 m by 2100 for a warming scenario of 3.1°C, a possible upper limit 
that cannot be excluded. {4.8}
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IMPACTS ON NATURE AND SOCIETY

Food

Warming decreases yields of several crops in major growing regions, 
with ~5-10% yield loss per °C of local warming, or about 7-15% per °C 
of global warming (see Figure O.5). Crops tend to develop more quickly 
under warmer temperatures, leading to shorter growing periods and lower 
yields, and higher temperatures drive faster evaporation of water from soils. 
Increases in CO2 levels can be beneficial for some crop and forage yields, 
for example by stimulating photosynthetic rates, but effects are much smaller 
for crops with a C4 photosynthetic pathway such as maize (corn). These 
direct effects of increased CO2 compete with yield reductions linked to 
warming. {5.1}

Global climate change is expected to reduce yields of key food crops 
in some tropical regions by about 7-15% over about the next 20 years. 
This can be expected to make it more difficult to keep up with increasing 
food demand even if continuing advances in technologies and agricultural 
practices are as effective as in the past. As a point of comparison, the global 

FIGURE O.5 Projected changes in yields of several crops worldwide as a function of global warming (rela-
tive to pre-industrial temperatures) in the absence of adaptation. Best estimates and likely uncertainty 
ranges are shown. {5.1}
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demand for cereal crops can be expected to rise by about 25% over the 
same period. {5.1}

Up to roughly 2°C global warming, studies suggest that crop yield gains 
and adaptation measures (especially in higher latitude areas) could balance 
yield losses in tropical and other regions, but warming above 2°C is likely to 
increase global food prices. Major increases in trade of food from temperate 
to tropical areas are expected as a result of warming and represent one form 
of adaptation. Temperate growers are also likely to shift to earlier planting 
and longer maturing varieties as climate warms. However, adaptations are 
expected to be less effective in tropical regions where soil moisture, rather 
than cold temperatures, limits the length of the growing season. Very few 
studies have considered the evidence for ongoing adaptations to existing 
climate trends and have quantified the benefits of these adaptations. Future 
development of new varieties that perform well in hot and dry conditions 
may also promote adaptation, but the extent to which this will be effective 
remains unclear. At the higher warming scenarios considered in this report, 
it will be increasingly difficult to generate varieties with a physiology that 
can withstand extreme heat and drought while still being economically 
productive. Without adaptation, studies suggest that food prices could more 
than double if global warming were to be 5°C. These estimates do not in-
clude additional losses due to weeds, insects, and pathogens, changes in 
water resources available for irrigation, effects of increased flood or drought 
frequencies, or responses to temperature extremes. {5.1}

Global warming of 2°C would be expected to lead to average yield 
losses of U.S. corn of roughly 25% (±16% very likely range) unless effec-
tive adaptation measures are discovered and implemented. Nearly 40% 
of global corn production occurs in the United States, much of which is 
exported to other nations. The future yield of U.S. corn is therefore impor-
tant for nearly all aspects of domestic and international agriculture. Higher 
temperatures speed development of corn and increase soil evaporation 
rates; further warming above 35°C can compromise pollen viability, all of 
which reduce final yields. A major challenge in developing drought- and 
heat-tolerant varieties is that traits that confer these attributes often reduce 
yields in good years. {5.1}

Fire

Wildfire frequency and extent is expected to change in many countries 
as the global average temperature increases. Site-specific studies suggest 
that large increases in the area burned are expected in parts of Australia, 
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western Canada, Eurasia, and the United States. The primary driver of these 
changes is the warming in most of the regions evaluated, with lesser con-
tributions from changes in precipitation. {5.4}

Areas of the United States that are particularly vulnerable to increases 
in wildfire extent include the Pacific Northwest and forested regions of 
the Rockies and the Sierra. Studies are limited in number but suggest that 
warming of 1°C (relative to 1950-2003) is expected to produce increases 
in median area burned by about 200-400% (see Figure O.6). Some dry 
grassland and shrub regions (for example, in the southwestern United States) 
may experience a decrease in wildfires, because warming without increases 
in precipitation would reduce biomass production and hence limit the avail-
ability of fuel. Uncertainties include understanding of local soil moisture 
changes with global warming. Over time, extensive warming and associ-
ated wildfires could exhaust the fuel for fire in some regions, as forests are 
completely burned. {5.4}

Ocean Acidification

Rising atmospheric CO2 alters ocean chemistry, leading to more acidic 
conditions (lower pH) and lower chemical saturation states for calcium 
carbonate minerals used by many plants, animals, and microorganisms to 
make shells and skeletons. Ocean acidification is documented clearly from 
ocean time-series measurements for the past two decades. Surface ocean 
pH has dropped on average by about 0.1 pH units from pre-industrial levels 
(pH is measured on a logarithmic scale, and a 0.1 pH drop is equivalent 
to a 26% increase in hydrogen ion concentration). Additional declines of 
0.15 and 0.30 pH units will occur if atmospheric carbon dioxide reaches 
about 560 ppm and 830 ppm, respectively (see Figure O.7). Polar surface 
waters will become under-saturated with respect to aragonite, a key cal-
cium carbon mineral, for atmospheric CO2 levels of 400-450 ppm for the 
Arctic and 550-600 ppm for the Antarctic. In tropical surface waters, large 
reductions in calcium carbonate saturation state will occur, but waters 
will remain super-saturated for projected atmospheric CO2 during the 21st 
century. Subsurface waters will also be affected, but more slowly, governed 
by ocean circulation; the fastest rates will occur in the upper few hundred 
meters globally and in polar regions where cold surface waters sink into 
the interior ocean. {4.9}
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FIGURE O.6 Percent increase (relative to 1950-2003) in median annual area burned for 
ecoprovinces of the West with a 1°C increase in global average temperature. Changes 
in temperature and precipitation were aggregated to the ecoprovince level using the 
suite of models in the CMIP3 archive. Climate-fire models were derived from National 
Clmatic Data Center (NCDC) climate division records and observed area burned data 
following methods discussed in Littell et al. (2009). {5.4}
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FIGURE O.7 (left panel) Variation in pH of global mean surface waters with CO2. (right panel) Global coral 
reef distribution and their net community calcification; the biological production of calcium carbonate 
skeleton or shell material, relative to their pre-industrial rate (280 ppm), in percent, taking into account 
both ocean acidification and thermal bleaching; the loss of algal symbionts in response to warming and 
other stressors, for each reef location at CO2 stabilization levels of 380, 450, and 560 ppm. Source: Silverman 
et al. (2009). {4.9; 5.8}
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Impacts of CO2, pH, and Climate Change on Ocean Biology

The patterns and rates of ocean primary production will change due 
to higher sea surface temperatures and increased vertical stratification, 
altering the base of the marine food-web. Observations indicate a strong 
negative relationship between marine primary productivity and warming 
in the tropics and subtropics, most likely due to reduced nutrient supply, 
and low-latitude primary production is projected to decline on basin-scales 
under future climate warming. Primary production in some temperate and 
polar regions is projected to increase due to warming, reduced vertical mix-
ing, and reduced sea ice cover. Subsurface oxygen levels are projected to 
decline due to warmer waters and altered ocean circulation, leading to an 
enlargement of oxygen minimum zones. {5.8}

The geographic range of many marine species is shifting poleward 
and to deeper waters due to ocean warming. Individual marine species 
will change differentially, for example with the ranges of pelagic fish likely 
changed more than those of demersal fish. Few studies have looked com-
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prehensively across many marine taxa and geographic regions, but a recent 
study suggests the potential for significant changes in community structure 
in the Arctic and Southern Ocean biodiversity due to invasion of warm 
water species and high local extinction rates in the tropics and subpolar 
domains. {5.8}

Coral bleaching events will likely increase in frequency and severity 
under a warmer climate. Over the past several decades, warmer sea surface 
temperatures have led to widespread tropical coral bleaching events and 
increased coral mortality, and warming and more local human impacts are 
associated with declines in the health of coral reef ecosystems worldwide. 
Bleaching can occur for sea surface temperature changes as small as +1-
2°C above climatological maximal summer sea surface temperatures, which 
corresponds to global average warming of about 1.5-3°C (Figures S.5 and 
O.7). {5.8}

Rising CO2 and ocean acidification will likely reduce shell and skeleton 
growth by marine calcifying species such as corals and mollusks. Some 
studies suggest a threshold of 500-550 ppm CO2 whereby coral reefs would 
begin to erode rather than grow, negatively impacting the diverse reef-
dependent taxa (see Figure O.7). Polar ecosystems also may be particularly 
susceptible when surface waters become undersaturated for aragonite, the 
mineral form used by many mollusks. Indirect impacts of ocean acidification 
on non-calcifying organisms and marine ecosystems as a whole are possible 
but more difficult to characterize from present understanding. {5.8}

Impacts of 21st Century Sea Level Rise

Depending on socioeconomic development, population growth, and 
intensity of adaptation, it has been projected that 0.5 m of sea level rise 
would increase the number of people at risk from coastal flooding each 
year by between 5 and 200 million; as many as 4 million of these people 
could be permanently displaced as a result. More than 300 million people 
currently live in coastal mega-deltas and mega-cities located in coastal 
zones. The corresponding projections for 1.0 m of sea level rise suggest 
that the number of people at risk of flooding each year would increase by 
10 to 300 million. {5.2}

Coastal erosion is expected to occur as sea level rises with warming 
temperatures. Global aggregate estimates suggest that wetland and dry-land 
worldwide losses would sum to more than 250,000 km2 with 0.5 m of sea 
level rise; more than 90% of these losses are projected to occur in develop-
ing countries. {5.2}
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Rising sea levels will impact key coastal marine ecosystems, coral reefs, 
mangroves, and salt marshes, through inundation and enhanced coastal 
erosion rates. Regional impacts will be influenced by local vertical land 
movements and will be exacerbated where the inland migration of ecosys-
tems is limited by coastal development and infrastructure. {5.2}

Infrastructure Impacts

Climate change impacts on infrastructure—including transportation, 
buildings, and energy—are primarily driven by changes in the frequency 
and intensity of temperature extremes and heat waves, heavy rainfall and 
snow events, and sea level rise. Many impacts are directly tied to changes 
in climate thresholds, such as number of days above or below a certain 
temperature, or amount of rainfall accumulated in a 24-hour period, rather 
than mean temperatures. Extreme events confront infrastructure with condi-
tions outside the range for which they were built; to the extent that these 
extreme events increase in a given region, vulnerability of infrastructure will 
increase. Studies clearly document substantial economic damages from past 
extreme events, but it is currently difficult to generalize any relationships 
between temperature change and the magnitude and/or cost of impacts 
across regions and sectors. {5.5}

Local conditions can magnify the susceptibility of infrastructure to 
climate-related impacts. High-risk locations include the Arctic and low-
lying coastlines. Climate change impacts have already been observed in 
high-latitude and high-elevation areas built on permanently frozen ground. 
Impacts include increasing coastal erosion and shoreline damage from 
storms as sea ice retreats; and land-based impacts including a shorter land 
travel season and formation of cracks and sinkholes in the ground from 
melting permafrost. A significant amount of infrastructure is located in 
low-elevation regions at risk of flooding due to sea level rise and storm 
surge. Infrastructure in coastal areas includes cities, power stations, water 
treatment plants, roads and highways, homes and buildings, and oil and 
gas lines. {5.5}

Climate change is expected to increase electricity demand and affect 
production and reliability of supply. Observed correlations between daily 
mean near-surface air temperature and electricity demand suggest warmer 
summer temperatures, and more frequent, severe, and prolonged extreme 
heat events could increase demand for cooling energy. Increases in peak 
demand could be most severe in already heavily air-conditioned regions. At 
the same time, high temperatures combined with drought can threaten the 
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reliability of present-day electricity supply from hydropower and traditional 
generation sources, such as coal, gas, and nuclear, that require cooling 
water. {5.5}

Human Health

Heat-related illness and deaths occur as a direct result of sustained, 
elevated levels of extreme temperatures during heat waves, which are pro-
jected to increase with increasing temperatures. The frequency and severity 
of heat waves in Europe and North America are projected to increase under 
climate change. Under a 2°C increase in global mean temperature, for ex-
ample, the average number of days per year with maximum temperatures 
exceeding 38°C or 100°F across much of the south and central United States 
could increase by a factor of 3 relative to the 1961-1990 average. Under a 
3.5°C increase, the number of days is projected to increase by 5 to nearly 
10 times. Some adaptation is inevitable as populations become accustomed 
to permanently different conditions. However, most research indicates that 
the public health impacts of climate change are likely to increase with 
temperature extremes; and new research highlights the potential that heat 
stress may impose hard limits on the inhabitability of some land areas under 
global temperature changes on the order of 10°C or more. {5.5}

Climate change is likely to affect the geographic spread and transmis-
sion efficiency of illnesses and disease carried by hosts and vectors, but 
complexity precludes any quantitative estimates of the relationship be-
tween incidence of a given disease and temperature change. Confounding 
factors—involving viral, bacterial, plant, and animal physiology, as well as 
sensitivity to changes in climate extremes, including precipitation intensity 
and temperature variability—challenge attempts to resolve the influence of 
temperature on observed trends in disease incidence. Most recent projec-
tions suggest that the ranges of malaria and other diseases may shift, but 
increases in some areas will likely be accompanied by decreases in others. 
{5.5}

Climate change may exacerbate existing stressors, such as air pollution, 
water contamination, and pollen production. Warmer temperatures increase 
production of ground-level ozone, which affects respiratory health. For a 
given level of ozone precursor emissions, background ozone levels and days 
with high ozone pollution levels above a defined safety standard (or “ozone 
exceedances”) are projected to increase across much of the United States. 
Where heavy precipitation increases, risk of water contamination could also 
increase. Shifts in growing season, mean temperatures, and atmospheric 
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CO2 levels affect the length of the pollen season and the characteristics of 
the plans themselves, with some species shown to increase their pollen-
producing capacity and even their toxicity. {5.6}

Ecology and Ecosystems

For at least the past 40 years, many species have been and are currently 
shifting the phenology (timing) of spring events in concert with warming 
temperatures. Examining 542 species of plants and 19 of animals, a large 
phenology (e.g., timing of blooming, egg laying, migrating) study of 21 
European countries for the last 30 years of the 20th century found a total 
of 78% of species were shifting their spring phenology earlier and only 3% 
were shifting later. When combining all species showing change along with 
those in the same areas not showing a measurable change, species on aver-
age were found to change ~2.5 days per decade. Throughout the Northern 
Hemisphere the similar change was reported to be 2.3 days per decade. The 
magnitude of the change occurring only in those species showing a change 
on average was ~4 to ~5 days a decade. {5.7}

As the climate has warmed many species have been and are continu-
ing to track this warming by shifting their ranges into areas that before 
warming were less hospitable due to cooler temperatures. Terrestrial species 
are moving toward the poles and up in elevation, while marine species are 
generally moving down to deeper waters. The average shift over many types 
of terrestrial species around the globe was about 6 km per decade. {5.7}

Historically, extinctions of most species have been found to be due 
to various stresses, such as land-use change, invasive species, and hunt-
ing, but now the vulnerability of many species to extinction is enhanced 
with the added stress placed upon them by climate change. Those species 
more prone to becoming in danger of extinction include those that have a 
maximum dispersal distance shorter than the distance to the closest “cool 
refuge” and those that are not a good colonizer and hence fail to become 
established in these cooler locations. {5.7}
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1

Introduction

1.1 THE FOCI OF THIS REPORT: CLIMATE CHANGES AND 
IMPLICATIONS FOR A RANGE OF ALTERNATIVE FUTURE WORLDS

The concentrations of several greenhouse gases (including carbon diox-
ide, methane, nitrous oxide, and other chemicals) have increased markedly 
since the start of the 20th century due to human activities. The changes in 
these gases very likely account for most of the globally averaged warm-
ing of the past 50 years (Hegerl et al., 2007). Carbon dioxide dominates 
the anthropogenic radiative “forcing” of Earth’s climate due to manmade 
greenhouse gases. It has increased by more than 35% since 1750, now 
reaching the highest levels in at least 800,000 years (Forster et al., 2007; 
Luthi et al., 2008).

Human society faces important choices in the coming century regard-
ing future emissions and the resulting effects that should be anticipated 
on Earth’s climate, ecosystems, and people. One way of evaluating these 
choices is to consider the climate changes and impacts that are projected 
if human actions were to cause greenhouse gases to increase to particular 
concentration levels and then stabilize. The focus of this study is on the 
alternatives for the planet’s future represented by stabilization of greenhouse 
gases at a broad range of “target” levels, hereafter referred to as stabilization 
targets. Transient climate changes and impacts experienced for increasing 
concentrations of greenhouse gases are also considered.

This report does not recommend or justify any particular target. Rather, 
our goal is to present the best scientific information available regarding the 
implications of different targets for human and natural systems. The charge 
to the committee was to evaluate the issue of serious or irreversible impacts 
of climate changes.

It should be emphasized that choosing among different targets is a 
policy issue rather than strictly a scientific one, because such choices 
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involve questions of values, e.g., regarding how much risk to people or 
to nature might be considered too much. Some climate changes could be 
beneficial for some people or regions, while being damaging to others. For 
example, with global warming, fewer people may die in cold waves while 
more people die in heat waves; similarly, crops may be more productive 
in parts of Canada while less productive in the United States, raising issues 
of international food trade and transfer (see Section 5.1). Treatment of such 
effects as cancelling one another would generally be a value judgment and 
is not deemed to be appropriate here. Due to these considerations, we do 
not comprehensively cover possible benefits of climate change that could 
accrue to some people or regions. The study does not seek to evaluate the 
financial costs or feasibility of achieving any given stabilization target, nor 
to identify possible mitigation strategies to attain the targets.

The primary challenge for this study is to quantify insofar as possible 
the expected outcomes of different stabilization targets using analyses and 
information drawn from the scientific literature. Data available from pub-
licly available archives were used in analyses carried out for this study, 
including, e.g., the CMIP3 climate model intercomparison project, the new 
representative concentration pathway (RCP) scenarios, etc. Some analyses 
and runs were also carried out, using published models and methods. The 
report covers emissions, concentrations, changes in the physical climate 
(such as temperature, rainfall, sea level, etc.) and their time scales, as well 
as associated impacts (such as food production, flooding, ecosystem dam-
age, etc). In evaluating impacts, we seek to identify a baseline that includes 
expectations regarding adaptation to climate change where appropriate, but 
we also identify instances where adaptation is possible but where its feasibil-
ity, likelihood, or effectiveness is presently unknown. The report represents 
a brief summary of a vast scientific literature and seeks to be illustrative and 
representative rather than comprehensive.

Warming is the frame of reference for evaluation of impacts used in 
this report for both conceptual and practical reasons. Many key future cli-
mate impacts are dependent upon the amount of global warming. Indeed, 
available data and modeling suggest that the magnitudes of several key 
impacts can be evaluated with relatively good accuracy for given amounts 
of global warming. Much of the available literature and analysis of climate 
impacts can be tied to specific warming levels but not readily linked to 
CO2-equivalent concentrations (due for example to lack of specification of 
aerosol forcing between studies). Indicated warming levels are related here 
to the corresponding best estimates and uncertainties in CO2-equivalent 
concentrations as well as to cumulative carbon emissions.
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The study presents best estimates for climate change and its impacts at 
varying warming levels and associated stabilization targets, and it also briefly 
describes the level of understanding of the processes involved (e.g., physical, 
biological, etc.) in such changes. Presentation of best estimates provides a 
clear view of the best current understanding that may otherwise be poorly 
communicated, and this is one aim of this study. However, we also balance 
descriptions of best estimates with their corresponding uncertainties, along 
with appropriate coverage of issues of uncertain risks. Climate changes 
and their impacts are discussed on a global basis, and specific regional ex-
amples within America and American territories are also presented for the 
purpose of illustration. We summarize as appropriate the following factors: 
(1) the extent to which multiple studies are available, and the robustness 
of findings across work by a range of authors, (2) the scientific confidence 
in understanding of the underlying processes, and (3) studies that already 
attribute a contribution of observed changes to anthropogenic effects where 
available (see Section 1.2). Where attribution is already possible for current 
levels of climate change, confidence in further future changes is generally 
strengthened.

Many climate changes or impacts currently are understood only in a 
qualitative manner, and thus are not quantifiable as a function of stabiliza-
tion target. The report assesses and identifies these unquantified factors to 
the extent practical based upon the available literature. It should be empha-
sized that these should not be considered negligible; indeed some of these 
could be very important, or even dominant, in evaluating future risks due 
to anthropogenic climate change.

Many studies involve the use of “pattern scaling” whereby it is assumed 
that the spatial pattern of future climate change computed for one level of 
perturbation (i.e., radiative forcing) may be scaled to derive values for an-
other test case such as one with stronger forcing and larger perturbations. 
A variety of studies have shown that such methods generally simulate the 
results of atmosphere-ocean general circulation models rather well (see Sec-
tion 4.2), although results are generally less robust for precipitation than for 
warming (see Section 4.3), and near regions where strong feedbacks such 
as sea ice retreat take place. We employ pattern scaling for many of the 
estimates in this report.

Earth’s history shows that climate changes can occur on time scales 
ranging from decades to centuries to millennia. All of these time scales 
are considered here. As there is abundant evidence that climate is already 
changing in part due to human activities, a focus of the report is on the 
next few decades to century, where the climate changes under increased 
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human forcing of the climate system represent a transient climate change, 
linked to transient climate response (or TCR, see Section 3.2), and reflects a 
changing climate in which relatively fast-responding variables such as water 
vapor and cloudiness change but slower processes such as ocean warming 
and ice melt may lag behind. This implies that only a portion of the climate 
change is “realized” during a period of increasing greenhouse gas concen-
trations. If greenhouse gases are stabilized following a period of changing 
radiative forcing, the climate system response within a few centuries can 
be expected to reflect the equilibrium climate sensitivity (see Section 3.2). 
On very long time scales of multi-millennia, changes in factors such as ice 
sheets and vegetation can lead to different and generally stronger climate 
changes under stabilization (see Chapter 6).

The report considers a range of warming levels, which can be related 
to stabilization targets ranging from 350 to near 2,000 ppmv of total green-
house gas forcing expressed as equivalent carbon dioxide concentration (see 
Box 1.1 for definition). We note that 1,000 ppmv is a level that a number of 
studies suggest may be reached by 2100 for a “business as usual” scenario 
with little or no mitigation of emissions. Even higher concentrations have 
precedent in the Earth’s paleo history millions of years ago (see Chapter 6), 
and illustrate how the Earth may be changed if, for example, feedbacks from 
the Earth system trigger large releases of carbon from peat.

This report is organized as follows:
The next part of this introductory chapter summarizes the attribution 

of currently observed climate changes and impacts, as a starting point for 
discussion of the future.

Chapter 2 describes the relationship between greenhouse gas emissions 
and concentrations for a range of gases and cases. Aerosols and other forc-
ings are also discussed.

Chapter 3 presents the current understanding of how the climate changes 
due to greenhouse gas concentrations on a range of time scales including 

BOX 1.1 CARBON DIOXIDE-EQUIVALENT (CO22-EQ) CONCENTRATIONS

Greenhouse gases differ in their warming influence (radiative forcing) on the global climate sys-
tem due to their different radiative properties and lifetimes in the atmosphere. These warming 
influences may be expressed through a common metric based on the radiative forcing of CO2.

•  CO2-equivalent concentration is the concentration of CO2 that would cause the same 
amount of radiative forcing as a given mixture of CO2 and other forcing components.
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decades, centuries, and millennia. It discusses best estimates and uncertain-
ties, including those relating to feedbacks (such as carbon cycle feedbacks 
whereby more carbon is emitted from the biosphere in a warming planet).

Chapters 4 through 6 comprise the core of this report. They present 
climate changes and impacts responses as a function of warming, that is, 
corresponding to stabilization targets of 350 to 2,000 ppmv CO2-equivalent, 
considering time frames up to 2100, as well as very long time frames several 
thousand years in the future.

1.2 ATTRIBUTION

We offer here a brief summary of detection and attribution results as 
they provide part of the foundation of the discussion of future projected 
changes in the physical climate system and the impacts on natural and hu-
man systems that could ensue from them. This summary is not intended to 
be comprehensive of all detection and attribution studies to date, but will 
start from the IPCC Earth Assessment Report (AR4), updating it by those more 
recent results that are specifically relevant to this report.

Formal detection and attribution of an anthropogenic influence over the 
physical climate system is based on analysis of spatial and temporal patterns 
in observations of climate parameters and on comparison of their statisti-
cal characteristics with those of the same patterns as simulated by climate 
models. Because models can be integrated by applying the known external 
forcings in designed experiments (natural only, anthropogenic only, natural 
and anthropogenic jointly1) or in unforced mode (i.e., a control simula-
tion), the behavior of the system subjected to different forcings as well as in 
control mode can be characterized, and the observed behavior of the real 
climate system can be compared to test consistency with a naturally vary-
ing process or with a process subjected to externally (especially manmade) 
forcings, to a given degree of statistical confidence. The progress of formal 
detection and attribution (D&A) is thus linked inextricably to the accumula-
tion over time and space of quality observations that allows computation 
of robust statistics of the parameters under study and comparison to the 
ability of climate models to reliably simulate those parameters’ natural and 
forced behavior. Importantly, formal D&A compares spatial and/or tempo-
ral patterns of change in observations and model simulations, not simply 
magnitudes of changes, seeking to test the consistency of the process-driven 
behaviors between models and observations. These behaviors are defined 

1Each of these examples can be split into more complex designs with single natural/anthro-
pogenic forcings administered in isolation or jointly.
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by the direction and geographical shape of the change in the observed 
and simulated variables, not by the absolute values of trends and spatial 
anomalies. The best established and robust results in detection and attri-
bution of anthropogenic influences are those that have been documented 
for temperature increases at global and continental scales, at the surface, 
in the troposphere, and in the oceans. When moving from temperature to 
other parameters and from global and continental scales to smaller regional 
scales, the confidence and robustness of the results diminish but are still 
high for many other measures of physical changes (e.g., sea level pressure, 
temperature extremes, zonally averaged precipitation, atmospheric moisture 
and surface specific humidity). The evaluation of the IPCC has also included 
detection and attribution of changes that have not been analyzed through 
the statistical machinery of formal D&A but are either closely related to 
changes that have been so analyzed, or have been proven consistent in 
a qualitative way with experiments including anthropogenic forcings and 
not consistent with model simulations forced by natural inputs alone. In all 
cases the scientific reasoning and understanding of the mechanisms linking 
anthropogenic forcings to these changes buttress the evidence from obser-
vational records and models.

In Table 1.1 we list the physical parameters of the climate system 
whose changes have been detected and attributed. We list first those D&A 
results that have been documented in IPCC AR4, along with a measure of 
confidence assigned, followed by a list compiled from more recent peer-
reviewed literature.

Formal D&A, as just described, relies on model simulations, by which a 
treatment (human factors included) versus control experiment (only natural 
factors included) is set up for D&A of climate variables, but D&A of im-
pacts requires an additional modeling step, by which the behavior of the 
climate system is translated into effects on the natural of human systems 
under study. The additional modeling adds limitations and uncertainties, 
but, where it is possible using current understanding, D&A of impacts is 
methodologically similar to D&A of physical parameters’ change, and it is 
only the degree of significance or uncertainty in the results that will have 
to account for the compounding of modeling steps and the approximation 
errors thus added. For many types of impacts, however, a direct modeling, 
with the ability to include the confounding factors that are often required 
in addition to the climate changes, is not possible, and D&A has to follow 
a multi-step pathway:
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TABLE 1.1 Physical Parameters of the Climate System Whose Changes Have Been Detected 
and Attributed to Greenhouse Gas Increases and Other Human Factors by IPCC AR4 and More 
Recent Peer-reviewed Literature

Phenomena Affected by Anthropogenic Contribution Degree of Confidence Reference

Global surface air temperature (SAT) increase in the past half 
century

Very Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Larger than observed, in the absence of volcanoes and aerosols, 
Global Surface Air Temperature (SAT) increase in the past half 
century.

Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Warming of continental-scale SAT since middle of 20th century Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Temperature extremes over land in the Northern Hemisphere 
and Australia

Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Tropopause height increases in latter half of 20th century Likely (with contribution 
of stratospheric ozone 
decrease)

IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Tropospheric warming in latter half of 20th century Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Simultaneous tropospheric warming and stratospheric cooling 
in latter half of 20th century

Very likely (because 
of their happening in 
conjunction)

IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Warming of the upper layer of the oceans Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Sea level rise in latter half of 20th century Very Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Sea level pressure trends in latter half of the 20th century 
(spatial patterns of increases and decreases in both 
hemispheresa)

Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Reduction of NH (Arctic) sea ice extent and global glacier retreat 
in latter half of 20th century

Likely IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Increases in intense tropical cyclone activity More Likely Than Notb IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Increases in heavy rainfall on global land areas during latter half 
of 20th century

More Likely Than Notb IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Increased risk of drought in latter half of 20th century More Likely Than Notb IPCC AR4 WG1 Ch9 
(IPCC, 2007a)

Zonal mean precipitation changes (increases in the Northern 
Hemisphere mid-latitudes, drying in the Northern Hemisphere 
subtropics and tropics, and moistening in the Southern 
Hemisphere subtropics and deep tropics

NA Zhang et al., 2007c

Water vapor and surface specific humidity increases NA Santer et al., 2007; 
Willett et al., 2007.

continued
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1. a change in the system impacted is first associated with climatic 
factors, and, separately,

2. the climatic factors are shown to be attributable to 
anthropogenically caused changes.

In order to link the two steps formally, a measure of significant positive 
spatial correlation between changes in the impacted system and changes 
in climate was primarily used in the IPCC WG2 report to summarize many 
studies of impacts all over the globe. This correlation-based argument was 
also supported by the existence of several studies that performed formal 
D&A through modeling of specific systems or domains, and, importantly, 
by scientific understanding of the reasons why the impacts are consistent 
with warming of the climate system.

In summary, most of the attribution of impacts that has taken place 
thus far has relied on the documented attribution of the warming patterns 
of the physical system coupled to the scientific understanding of the effects 
of such warming on natural and human systems, together with significantly 

Higher temperatures/early snowmelt/early run-off in U.S. 
Southwest

NA Maurer et al., 2007; 
Barnett et al., 2008; 
Bonfils et al., 2008, 
Hidalgo et al., 
2009; Pierce et al., 
2008

Arctic and Antarctic temperature increases; Arctic seaice 
decrease; Arctic precipitation increase

NA Gillett et al., 
2008a; Min et al., 
2008.

Increased atmospheric winter (JFM and JAS) storminess in high 
latitudes

NA Wang et al., 2009

SSTs warming in cyclogenesis regions of Atlantic and Pacific 
oceans

NA Gillett et al., 2008b

Increased ocean salinity in Atlantic Ocean NA Stott et al., 2008

NOTE: The degree of confidence is noted when available from the expert judgment by the IPCC AR4 authors. 
More recent results (indicated by the light blue background) have appeared in the peer-review literature, but 
their degree of confidence has not been assessed and thus does not appear in our table.
 aSee Figure 9.16 of IPCC AR4 WG1 (Chapter 9).
 bConsistent with theoretical expectations of the effects of anthropogenic forcings but have not been 
detected and/or attributed, due to modeling uncertainties or lack of skill, and poor quality/limited extent of the 
data record.

TABLE 1.1 Continued
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TABLE 1.2 List of Observed Impacts Attributed to Global Warming by IPCC AR4 WG2 with 
Results from Two Studies Using Formal D&A Methodology

Driving Change in Physical 
Climate Impacts Reference

Changing snow/ice/frozen ground Increase in number and extension of glacial lakes, increase 
in avalanches and instability of permafrost, and changes in 
polar ecosystems

IPCC AR4 WG2 
(IPCC, 2007b)

Warmer temperatures Increase in runoff and anticipated snow melt in spring; 
increase in temperatures in lakes and rivers

IPCC AR4 WG2 
(IPCC, 2007b)

Warmer temperatures Earlier timing of spring event (foliage, migrations, and 
egg-laying) and range shifts (poleward and upward) of 
terrestrial biological systems

IPCC AR4 WG2 
(IPCC, 2007b)

Rising ocean water temperatures/
changes in ice cover, salinity, 
oxygen levels, and circulation

Shifts in the ranges of algae/plankton/fish abundance in 
high-latitude oceans and high-latitude/high-elevation lakes

IPCC AR4 WG2 
(IPCC, 2007b)

Increase in atmospheric 
concentration of CO2 

Ocean acidification (no effect on ocean life documented 
yet 

IPCC AR4 WG2 
(IPCC, 2007b)

Summer temperature warming in 
Canada

Increase in area burned by forest fires in Canada Gillett et al., 
2004

Increase in temperature Increase in growing season length Christidis 
et al., 2007

NOTE: Confidence levels are not available because the IPCC AR4 WG2 did not supply them.

positive spatial correlation between said impacts and regionally differenti-
ated warming.

This reasoning is at the basis of the list of impacts attributed to global 
warming by IPCC AR4 WG2 in its Summary for Policy Makers, which we 
list, together with results from two studies that applied formal D&A meth-
odology,2 in Table 1.2.

2Of these two studies, the first is reviewed by WG,2 but its results are not explicitly listed 
in its Summary for Policy Makers, SPM; the second appeared later than the release of the 
report.
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2

Emissions, Concentrations, 
and Related Factors

2.1 CONTRIBUTION OF DIFFERENT CHEMICALS TO CO2 
EQUIVALENT LEVELS AND CLIMATE CHANGES

A range of anthropogenic chemical compounds contribute to chang-
ing Earth’s energy budget, thereby causing the planet’s global climate to 
change. For example, increases in greenhouse gases absorb infrared energy 
that would otherwise escape to space, acting to warm the planet, while 
some types of aerosol particles can contribute to cooling the planet by 
reflecting incoming visible light from the Sun. These components of our 
atmosphere are emitted from a variety of human activities, including for 
example fossil fuel burning, land-use change, industrial processes such 
as cement production, and agriculture. The gases and particles involved 
are frequently referred to as drivers of climate change, or radiative forcing 
agents. Detailed reviews of radiative forcing is presented in Forster et al. 
(2007) and Denman et al. (2007). Radiative forcing due to various climate 
change agents can be converted to equivalency with the concentration of 
CO2 (CO2 equivalent), one frame of reference for this report (see Figure 2.1). 
Here we briefly summarize how major forcing agents contribute to current 
and future CO2-equivalent target levels and explore implications for global 
mean temperature increases.

Some greenhouse gases and aerosols are retained for days to years in 
the atmosphere after emission. The concentrations of such compounds in the 
atmosphere are tightly coupled to the rate of emission. Their concentrations 
would drop rapidly if emissions were to cease. Increasing emissions lead 
to increases in concentrations of such gases, while constant emissions are 
required for their concentrations to be stabilized. Methane is a key green-
house gas with an atmospheric lifetime of about 10 years whose concentra-
tion has approximately doubled since the pre-industrial era (1750), and it 
is the second most important greenhouse gas, currently contributing about 
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25 ppmv of CO2 equivalent (see Figure 2.1). From about 1998 to 2007, 
methane concentrations remained nearly constant (Forster et al., 2007). 
However, methane began to increase after 2007. In the absence of mitiga-
tion, methane is expected to continue to make significant contributions to 
climate change during the 21st century (see Section 2.2).

FIGURE 2.1 (left) Best estimates and very likely uncertainty ranges for aerosols and gas contributions to 
CO2-equivalent concentrations for 2005, based on the radiative forcing given in Forster et al. (2007). All 
major gases contributing more than 0.15 W m–2 are shown. Halocarbons including chlorofluorocarbons, 
hydrochlorofluorocarbons, hydrofluorocarbons, and perfluorocarbons have been grouped.  Direct effects of 
all aerosols have been grouped together with their indirect effects on clouds. (right) Total CO2-equivalent 
concentrations in 2005 for CO2 only, for CO2 plus all gases, and for CO2 plus gases plus aerosols.
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In sharp contrast, some greenhouse gases have biogeochemical proper-
ties that lead to atmospheric retention times (lifetimes) of centuries or even 
millennia. These gases can accumulate in the atmosphere whenever emis-
sions exceed the slow rate of their loss, and concentrations would remain 
elevated (and influence climate) for time scales of many years even in the 
complete absence of further emission. Like the water in a bathtub, concen-
trations of carbon dioxide are building up because the anthropogenic source 
substantially exceeds the natural net sink. Even if human emissions were 
to be kept constant at current levels, concentrations would still increase, 
just as the water in a bathtub does when the water comes in faster than it 
can flow out the drain. The removal of anthropogenic carbon dioxide from 
the atmosphere involves multiple loss mechanisms, spanning the biosphere 
and ocean (see Section 2.4), and carbon dioxide removal cannot be char-
acterized by any single lifetime. Although some carbon dioxide would be 
lost rapidly to the terrestrial biosphere and to the shallow ocean if human 
emissions cease, some of the enhanced anthropogenic carbon will remain 
in the atmosphere for more than 1,000 years, influencing global climate 
(Archer and Brovkin, 2008). The warming induced by added carbon dioxide 
is expected to be nearly irreversible for at least 1,000 years (Matthews and 
Caldeira, 2008; Solomon et al., 2009), see Section 3.4.

Figure 2.1 shows that carbon dioxide is the largest driver of current 
anthropogenic climate change. Other gases such as methane, nitrous oxide, 
and halocarbons also make significant contributions to the current total 
CO2-equivalent concentration, while aerosols (see Section 2.3) exert an 
important cooling effect that offsets some of the warming. The best estimate 
of net total CO2 equivalent concentration of the sum across these forcing 
agents in the year 2005 is about 390 ppmv (with a very likely range from 
305 to 430 ppmv). Global carbon dioxide emissions have been increasing at 
a rate of several percent per year (Raupach et al., 2007). If there were to be 
no efforts to mitigate its emission growth rate, scenario studies suggest that 
carbon dioxide could top 1,000 ppmv by the end of the 21st century. Carbon 
dioxide alone accounts for about 55% of the current total CO2-equivalent 
concentration of the sum of all greenhouse gases, and it will increase to 
between 75 and 85% by the end of this century based on a range of future 
emission scenarios (see Section 2.2). Thus carbon dioxide is the main forcing 
agent in all of the stabilization targets discussed here, but the contributions 
of other gases and aerosols to the total CO2-equivalent remain significant, 
motivating their consideration in analysis of stabilization issues.

How large a reduction of emissions is required to stabilize carbon di-
oxide concentrations, and does it depend upon when it is done or on the 
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chosen target stabilization concentration? Studies over the past five years 
of so using many different carbon cycle models have improved our under-
standing of requirements for carbon dioxide stabilization. This is because of 
more detailed treatments of carbon-climate feedbacks, including the ways 
in which warming decreases the efficiency of carbon sinks as compared to 
earlier work (e.g., Jones et al., 2006; Matthews, 2006). Figure 2.2 shows 
an example of stabilization for two different Earth Models of Intermediate 
Complexity (EMICs), the University of Victoria (UVIC) model and the Bern 
model (see Methods section for descriptions of these two models; see also 
Plattner et al., 2008, and references therein for a model intercomparison 
study). In this example test case, carbon dioxide emissions increase at cur-
rent growth rates of about 2% per year to a maximum of about 12 GtC per 

FIGURE 2.2 Illustrative calculations showing CO2 concentrations and related warming in two EMICS (the 
Bern model and the University of Victoria model, see Methods) for a test case in which emissions first in-
crease, followed by a decrease in emission rate of 3% per year to a value 50%, 80%, or 100% below the peak. 
The test case with 100% emission reduction has 1 trillion tonnes of total emission and is also discussed in 
Section 3.4.
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year, followed by a decrease of 3% per year down to a selected total reduc-
tion of 50, 80, or 100%. The rate of decrease of 3% per year used here is 
derived from scenario analysis described in the next section. This section 
together with the next section aim to probe what plausible rates of emis-
sions reduction based upon scenario studies imply for the future evolution 
of carbon dioxide concentrations. The rate of possible emissions reductions 
of carbon dioxide depends upon factors including e.g., commitments to 
existing infrastructure and development of alternatives, see Section 2.2. It is 
interesting to note that even in the case of the phaseout of ozone-depleting 
substances under the Montreal Protocol, emissions reductions were about 
10% per year initially but stalled at a total reduction of about 80% of the 
peak, with some continuing emissions of certain gases occurring due for 
example, the challenge of finding alternatives for fire-fighting applications 
(see IPCC, 2005).

Figure 2.2 shows that carbon emission reductions of 50% do not lead to 
long-term stabilization of carbon dioxide, nor of climate, in either of these 
models, as has also been shown in previous studies (e.g., Weaver et al., 
2007). It is noteworthy that the Bern model has weaker carbon-climate 
feedbacks than the UVIC model; nevertheless both models show the need 
for emissions reductions of at least 80% for carbon dioxide stabilization 
even for a few decades, while longer-term stabilization requires nearly 
100% reduction. Very similar results were obtained in other test cases run 
for this study considering peaking at higher values, or decreasing at rates 
from 1 to 4% per year (see also Meehl et al., 2007; Weaver et al., 2007). 
Figure 2.3 shows sample calculations evaluated in Meehl et al. (2007) us-
ing three different models for various stabilization levels. Figure 2.3 shows 
that stabilization levels of 450, 550, 750, or 1,000 ppmv require eventual 
emission reductions of 80% or more (relative to whatever peak emission 
occurs) in all of the models evaluated. Thus current representations of the 
carbon cycle and carbon-climate feedbacks show that anthropogenic emis-
sions must approach zero eventually if carbon dioxide concentrations are 
to be stabilized in the long term (Matthews and Caldeira, 2008). This is a 
fundamental physical property of the carbon cycle and is independent of the 
emission pathway or selected carbon dioxide stabilization target. Box 2.1 
discusses how emissions of non-CO2 greenhouse gases could affect attain-
ment of stabilization targets.

Figures 2.2 and 2.3 illustrate a fundamental change in understanding 
stabilization of climate change that has been prompted by the scientific 
literature of the past two years or so (see Jones et al., 2006; Matthews and 
Caldeira, 2008). Early work on stabilization using relatively simple models 
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FIGURE 2.3 (a) Illustrative atmospheric CO2 stabilization scenarios for 1,000, 750, 550, and 450 ppmv; 
SP1000 (red), SP750 (blue), SP550 (green) and SP450 (black), from Meehl et al. (2007). (b) Compatible an-
nual emissions calculated by three models, the Hadley simple model (solid), the UVIC EMIC (dashed), and 
the BERN2.5CC EMIC (triangles) for the three stabilization scenarios. Panel (b) shows emissions required for 
stabilization without accounting for the impact of climate on the carbon cycle, while panel (c) included the 
climate impact on the carbon cycle, showing that emission reductions in excess of 80% (relative to peak val-
ues) are required for stabilization of carbon dioxide concentrations at any of these target concentrations.

suggested that slow reductions in emissions could lead to eventual stabili-
zation of climate (e.g., Wigley et al., 1996). But recent studies using more 
detailed models of key feedbacks in the ocean, biosphere, and cryosphere, 
have underscored that although a quasi-equilibrium may be reached for a 
limited time in some models for some scenarios, stabilizing radiative forcing 
at a given concentration does not lead to a stable climate in the long run. 
Cumulative emitted carbon can more readily be linked to climate stabiliza-
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BOX 2.1 STABILIZATION AND NON-CO2 GREENHOUSE GASES

Because carbon emissions reductions of more than 80% are required to stabilize carbon dioxide 
concentrations, small continuing emissions of carbon dioxide, or emissions of CO2-equivalent 
through other gases, could have surprisingly important implications for stabilizing climate 
change. For example, emissions of the hydrofluorocarbons (HFCs) currently used as substitutes 
for chlorofluorocarbons make a small contribution to today’s climate change. However, because 
emissions of these gases are expected to grow in the future if they are not mitigated, and be-
cause of the stringency of the requirement of near zero emissions of CO2-equivalent, these gases 
could represent a significant future impediment to stabilization efforts.  For example, Figure 2.4 
below shows that in the absence of mitigation, the HFCs could represent as much as one-third 
of the allowable CO2-equivalent emissions in 2050 required for a stabilization target of 450 CO2-
equivalent. Thus, the analysis presented here underscores that stabilization of climate change 
requires consideration of the full range of greenhouse gases and aerosols, and of the full suite 
of emitting sectors, applications, and nations.

FIGURE 2.4 Global CO2 and HFC emissions ex-
pressed as CO2-equivalent emissions per year for 
the period 2000-2050. The emissions of individual 
HFCs are multiplied by their respective GWPs (di-
rect, 100-year time horizon) to obtain aggregate 
emissions across all HFCs expressed as equivalent 
GtCO2 per year. High and low estimated ranges 
based on analysis of likely demand for these 
gases and assuming no mitigation of HFCs are 
shown. HFC emissions are compared to emissions 
for the range of SRES CO2 scenarios, and two 450- 
and 550-ppm CO2 stabilization scenarios. The es-
timated CO2-equivalent emissions due to HFCs in 
the absence of mitigation reach about 6 GtCO2-
equivalent in 2050, or about a third of the emis-
sions due to CO2 itself at that time in the 450 
ppm stabilization scenario. Source: Velders et al. 
(2009).

2-4 large 3.eps
bitmaption, due to the irreversible character of the induced warming driven by 

carbon dioxide (see Section 3.4).

2.2 INFORMATION FROM SCENARIOS

Figure 2.5 shows the emissions of manmade greenhouse gases from 
various sectors of the U.S. economy (U.S. EPA, 2008). For highly industri-
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FIGURE 2.5 U.S. greenhouse gas emissions by sector in 2006. Source: U.S. EPA (2008).
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alized countries such as the United States, the difficulty in reducing emis-
sions will depend in large part on the lifetimes of the existing capital stock 
associated with the major emitting sectors. The electric sector is the largest 
source of manmade emissions in the United States, primarily due to the 
carbon dioxide emitted during the combustion of fossil fuels. The lifetime 
of coal-fired power plants is measured in decades. The next largest source 
of U. S. greenhouse gases is the transportation sector, again due to the 
combustion of fossil fuels. Here the lifetime of the capital stock is typically 
a decade or two.

Although developed countries historically have been the major emitter 
of greenhouse gases, developing countries are on track to overtake them 
in the next few years. In their case, the issue becomes one of the capital 
stock put in place in the future to support their industrialization process. 
With the huge economic growth projected for developing countries and in 
the absence of incentives to act otherwise, these countries will likely turn 
to the cheapest energy sources to fuel their growth. These fuels currently 
are fossil based: coal, oil, and gas. A recent study by the Energy Modeling 
Forum, based on eight Energy-Economy models, projected an annual growth 
rate of CO2 emissions globally from the burning of fossil fuels and industrial 
uses to be of the order of 1 to 2 percent per year over the remainder of the 
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century, in the absence of intervention (EMF 22, 2009). The study attributes 
much of the growth to developing countries.

Even if wealthier countries like the United States were to reduce their 
emissions to zero immediately, it is unlikely that global CO2 emissions 
would be stabilized, much less global atmospheric concentrations (Blanford 
et al., 2009). Being in their post-industrial phase of development, the eco-
nomic growth rates in developed countries are expected to be lower than 
those of developing countries and their mix of goods and services less 
carbon intensive. The cumulative reductions of developed countries, even 
with aggressive emissions reduction programs, are expected to be low when 
compared to those of developing countries.

One important contribution that developed countries can make to 
global emissions reductions is to develop the technological wherewithal 
that would not only be necessary for their own emission reductions, but 
also would be essential for developing countries to meet their economic 
development goals with affordable climate-friendly technologies.

As noted above, both the existing capital stock and that put in place in 
the future are critical to understanding the difficulty of transitioning away 
from the current path of growth in greenhouse gas emissions. Figure 2.6 
shows representative carbon pathways (RCPs) for limiting radiative forcing 
(watts per m2) at two alternative levels. These are referred to as the RCP 
2.61 and RCP 4.5 scenarios. These are among a suite of pathways being 
developed for use in the IPCC 5th Assessment. The pathways shown in the 
figure were developed by the IMAGE and MiniCAM models, respectively 
(Moss et al., 2010).

Figure 2.6 highlights the importance of the carbon budget, that is, the 
area under the allowable emissions curve associated with a particular radia-
tive forcing target. Being much lower in the RCP 2.6 scenario than in the RCP 
4.5 scenario, we see the rate of growth first slows and then rapidly decline 
beginning in 2020. In the case of the higher CO2 budget, emissions rise for 
another two decades before peaking. Notice that the maximum rate of de-
cline is comparable in the two scenarios (about 3.5% per year); however, in 
the latter it is shifted out in time. The reasons for this shift are both the higher 

1Although Moss et al. (2010) refers to this as the RCP 2.6 scenario, this is the one RCP sce-
nario that peaks and then declines. For this reason it is also referred to as the RC P3-PD sce-
nario. The RCP 3-PD has a unique shape. The radiative forcing of RCP 3-PD peaks and declines 
(PD), while the radiative forcing of the other RCPs stabilize or rise towards their higher 2100 
levels. Specifically, the final RCP 3-PD prepared for climate modeling peaks at 2.99 W/m2 in 
2050 and then declines to 2.71 W/m2 in 2100 with the decline continuing beyond 2100. The 
decline is due to the availability later in the century of a negative-emitting technology, biomass 
with carbon capture and storage (BECs).
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FIGURE 2.6 shows representative carbon pathways (RCPs) for limiting radiative forcing (W per m2) at two 
alternative levels. The tighter the limit, the earlier the reductions must take effect. With the RCP 2.6 scenario, 
the rate of growth first slows and then rapidly declines beginning in 2020. In the case of the less stringent 
constraint, emissions rise for another two decades before peaking. Here the decline is shifted out in time.
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carbon budget and a greater array of low-carbon, economically competitive 
alternatives, which are assumed to become available in the future.

We stress that there is a great deal of flexibility regarding the rate at 
which new technologies are substituted for existing ones, both on the sup-
ply and demand sides of the energy sector. The rate of retirement of existing 
carbon-intensive plant and equipment and their replacement with more 
climate-friendly alternatives will depend upon a number of factors. These 
include the stabilization target, reference case emissions in the absence 
of a price on CO2 (either explicit or implicit), the availability and costs of 
alternatives, and the willingness to pay the costs of the transition to a low-
carbon economy. The latter will depend on society’s perception of the ben-
efits (reduction in damages due to climate change). From a purely physical 
perspective, decline rates much higher than those shown here are feasible. 
It is a matter of the perceived urgency and the motivation to decarbonize.
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Figure 2.7 shows the CO2-equivalent concentrations for these two sce-
narios at three points in time. Notice that in the case of the tighter radiative 
forcing goal, there is some “overshoot”. That is, the target is exceeded in the 
middle part of the century and then gradually approached. This is due to the 
assumption that there will be a “negative” emitting technology, Bioenergy 
with Carbon Capture and Sequestration (BECS). Otherwise a faster decline 
rate of the capital stock would be required.

2.3 SHORT-LIVED RADIATIVE FORCING AGENTS: 
PEAK TRIMMING VERSUS BUYING TIME

The role of CO2 emissions in Earth’s climate future is unique among the 
major radiative forcing agents, because the impact of the CO2 emitted into 
the atmosphere will continue to alter Earth’s energy budget for millennia to 
come. As noted above, Earth’s energy budget is also subject to the influence 
of a number of short-lived radiative forcing agents whose radiative effect 
would decay to zero on a time scale of weeks to decades if their sources 
where shut off. These agents include aerosols, black carbon on snow or 
ice, and methane.

Aerosols are produced by burning biomass and fossil fuels, but unlike 
CO2 they are not an inevitable by-product of combustion. Some aerosols 
reflect energy to space, but other aerosols such as black carbon absorb sun-
light. Reflecting aerosols unambiguously lead to cooling of the surface. Their 
effect has offset a portion of the radiative forcing from the anthropogenic 
increase of greenhouse gases so far, and any action that reduces reflecting 
aerosol emissions will lead to a nearly immediate warming. The effect of 
airborne absorbing aerosols is more subtle, because they primarily act to 
shift the absorption of solar radiation from the surface to the interior of the at-
mosphere, leaving the top-of-atmosphere energy budget largely unchanged 
(Randles and Ramaswamy, 2008). The global mean effect of surface black 
carbon is difficult to quantify but is unambiguously a warming, amplified 
further by the albedo feedback of melting snow and ice (Flanner et al., 2007; 
Hansen and Nazarenko, 2004; McConnell et al., 2007). Aerosol effects can 
include direct damage to human health and agriculture, implying that they 
should be cleaned up for reasons independent of climate (Agrawal et al., 
2008; Ramanathan et al., 2008). A key question is whether the effort to do 
so will help or hurt other efforts to keep warming in check. Although the 
discussion of aerosol effects will be based primarily on temperature changes, 
it should be kept in mind that the spatially inhomogeneous radiative forcing 
from aerosols can lead to regional effects such as changes in clouds and the 
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FIGURE 2.7 This figure illustrates components of radiative forcing (in CO2-equivalent concentration units) 
for the RCP 2.6 (a) and RCP 4.5 (b) scenarios (see Moss et al., 2010). RCP 2.6 peaks at 3 W/m–2 before 2100 
and then declines. There is some “overshoot” where the target is exceeded and is then gradually ap-
proached (see footnote 1). RCP 4.5 stabilizes at 4.5 W/m–2 after 2100.
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hydrological cycle. These changes constitute an anthropogenic imprint on 
climate that is distinct from that associated with the overall warming due 
to greenhouse gases.

Methane is currently emitted by a diverse set of anthropogenic sources, 
many of which are related to agriculture. Once in the atmosphere, methane 
oxidizes to CO2 with a time scale of about a decade. Since one molecule of 
CO2 has much less radiative effect than a molecule of methane, for methane 
concentrations in the present low range, the resulting CO2 is negligible in 
comparison to the CO2 emitted by deforestation and fossil fuel burning. In 
contrast to CO2, the climate effect of current anthropogenic methane emis-
sions would decay relatively rapidly if emissions were to cease, as depicted 
in Figure 2.8. But it seems difficult to bring anthropogenic methane emis-
sions to zero in the long term, given the continuing need for agriculture to 
feed the world’s population. A continued long-term warming contribution 
from methane should therefore be anticipated, not because of persistence of 
methane in the atmosphere, but because of likely persistence of the source. 
For the much more massive methane release that could come from clathrate 
destabilization (see Section 6.1), the CO2 produced by oxidation could have 
an important effect on climate.

The climate effects of short-lived radiative forcing agents are thus more 
reversible than those of CO2, and therefore actions reducing emissions of 
short-lived agents have different implications for Earth’s climate future than 
actions that affect CO2 emissions. Insofar as it is perceived that control of 
methane or black carbon may be technically easier or less economically dis-
ruptive than controlling CO2 emissions, mitigation of the short-lived warm-
ing influences has sometimes been thought of as a way of “buying time” to 
put CO2 emission controls into place. This is a fallacy. While one does buy 
a rapid reduction by reducing methane or black carbon emissions, this has 
little or no effect on the long-term climate, which is essentially controlled 
by CO2 emissions because of the persistence of CO2 in the atmosphere. The 
situation is illustrated schematically in Figure 2.8. The time course of warm-
ing produced by CO2 emissions alone is given schematically by the black 
line. If one adds short-lived radiative forcing agents with an aggregate warm-
ing effect into the mix, the effect will be to add to the temperature increase 
until such time as the emissions are brought under control, where after the 
temperature will quickly drop back to the CO2-only curve (the blue and red 
solid lines on the curve, representing early or delayed mitigation of short-
lived forcing agents). The effect of mitigation of methane and black carbon 
is thus to trim the peak warming rather than limit the long-term warming to 
which Earth is subjected. If the early action to mitigate methane emissions 
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FIGURE 2.8 Qualitative sketch of the time-course of future temperature under various scenarios for control 
of emissions of short-lived radiative forcing agents. The time axis is given as time since the beginning of 
significant anthropogenic emissions of greenhouse gases. It is assumed that CO2 emissions are brought 
to zero after 200 years. SLPF refers to short-lived positive forcing agents, like methane or black carbon on 
snow or ice. SLNF refers to short-lived negative forcing agents, primarily aerosols.  “Early Action” refers to 
a scenario in which early, aggressive action is taken to mitigate emission of short-lived radiative forcing 
agents, while “Deferred Action” refers to a scenario in which such actions are delayed. The green line shows 
what happens if the aggregate of all short-lived forcings brought under control originally added up to a 
cooling effect (so that reducing them warms the climate). The dashed green line is similar, except that it 
assumes there is a residual methane emission that cannot be reduced to zero. The cumulative CO2 emis-
sions are assumed to be the same in all of these scenarios.

was done instead of actions that could have reduced net cumulative car-
bon emissions, the long-term CO2 concentration would be increased as a 
consequence. Peak trimming in that case would come at the expense of an 
increased warming that will persist for millennia. Carbon emission control 
and short-term forcing agent control are two separate control knobs that 
affect entirely distinct aspects of Earth’s climate and should not be viewed 
as substituting for one another.

It would be unrealistic to contemplate policies that would reduce black 
carbon emissions while leaving reflecting aerosol emissions intact, given that 
the diverse sources of emission yield an interlinked stew of absorbing and 
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reflecting aerosols (Ramanathan et al., 2008). The green curve in Figure 2.8 
shows what happens if the aggregate of all aerosols brought under control 
sums to a cooling effect before mitigation; the mitigation in this case ac-
celerates the approach to the CO2-only curve, as the masking effect of the 
aerosols is eliminated. If the long-term situation instead includes a recalci-
trant methane emission rate that is stabilized but not brought to zero, then 
the long-term warming is brought above the CO2-only case for a period as 
long as the methane emissions continue.

2.4 CARBON CYCLE

The evolution of atmospheric carbon dioxide concentrations depends 
on the balance of human emissions, natural processes that remove excess 
carbon dioxide from the atmosphere, and the sensitivity of land and ocean 
carbon reservoirs to climate change and land use (see Box 2.2). The histori-
cal atmospheric growth rate of carbon dioxide is well-constrained for the 
past 50 years from direct instrumental measurements and for periods prior to 
that from measurements of gases trapped in ice cores. Global average atmo-
spheric CO2 has risen from a pre-industrial level of about 280 ppm to about 
390 ppm by the beginning of 2010. A definitive anthropogenic origin for the 
excess carbon dioxide can be assigned based on contemporaneous changes 
in carbon isotopes, a parallel decrease in atmospheric oxygen, and by the 
fact that the atmospheric carbon dioxide levels for the preceding several 
millennia of the Holocene had hovered within plus or minus 5 ppm of the 
pre-industrial value. Past fossil fuel combustion rates and carbon emissions 
from cement production and land-use change (e.g., deforestation, shifting 
land into pasture and agriculture) can be reconstructed, and net land and 
ocean carbon sources and sinks can be quantified from a combination of 
observations and numerical models. Figure 2.9 presents a recent synthesis 
for the global carbon system showing the fluxes between the atmosphere and 
various reservoirs versus time (Le Quéré et al., 2009). The terrestrial carbon 
fluxes are partitioned with carbon emissions from direct human land-use 
change including recovery from earlier human land use, separated from 
terrestrial carbon sinks in response to elevated CO2 and climate.

The response of the global carbon cycle to human perturbations can 
be characterized by the airborne CO2 fraction, the fraction of the cumula-
tive carbon dioxide emitted by fossil fuel combustion and land-use change 
that remains in the atmosphere. The contemporary airborne fraction is cur-
rently slightly less than half (~0.45), and for any specified carbon emission 
trajectory, future atmospheric carbon dioxide concentrations depend on the 
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BOX 2.2 TIMES CALES FOR REMOVAL OF CO2 FROM THE ATMOSPHERE

The figures show the fate of a pulse of 2,600 Gt of carbon released instantaneously into the 
atmosphere as CO2. In the first hundred years CO2 is absorbed into the upper ocean. The resulting 
acidification limits further uptake by the upper ocean waters. During this time period, there is also 
typically some uptake by the land biosphere. In the next 900 years, the saturated upper ocean 
waters mix with the deep ocean, allowing further uptake. Eventually, the deep ocean acidifies as 
well, limiting further uptake. Over the next 10,000 years the ocean becomes buffered by dissolu-
tion of carbonate sediments and by carbonates washed in from land, reducing the acidity and 
allowing the ocean to take up additional carbon. Over longer time scales spanning more than 
100,000 years, most of the remaining CO2 is removed by reacting with silicate minerals to form 
carbonates (e.g., limestone). We have not attempted to state the precise time required for silicate 
weathering to cause recovery to pre-industrial values, because of uncertainties in silicate weath-
ering parameterization and uncertainties in the long term response of the glacial-interglacial 
cycle. The only long-term sink of CO2 is silicate weathering, which is a very slowly increasing 
function of temperature. It would require over 20°C of warming to balance a steady state fossil 
fuel emission of only a half Gt of carbon per year, so that even an emission as low as this would 
lead to a steady accumulation of CO2 in the atmosphere. This calculation does not allow for any 
long-term net release of carbon from land ecosystems or marine sediments, though it is known 
that the Earth system is capable of such releases. Any such release would increase the long term 
CO2 concentrations and delay the recovery to pre-industrial values. (Data up to 10,000 years 
based on carbon cycle simulations of Eby et al. (2009). Silicate weathering time scale estimated 
from data given in Berner (2004). See Archer et al. (1997), and Archer (2005) for more details on 
the mechanisms of CO2 removal.
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Figure 2-9.eps
bitmap (looks like a duplicate of box 2-9 made from ps)

FIGURE 2.9 Components of the global CO2 budget. (a) The atmospheric CO2 growth rate. (b) CO2 emissions 
from fossil fuel combustion and cement production and from land-use change. (c) Land CO2 sink (negative 
values correspond to land uptake). (d) Ocean CO2 sink (negative values correspond to ocean uptake). The 
land and ocean sinks (c,d) are shown as an average of several models normalized to the observed mean 
land and ocean sinks for 1990-2000. The shaded area is the uncertainty associated with each component. 
Adapted from Le Quéré et al. (2009).
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airborne fraction and how it evolves with time. At present, the ocean and 
the land biosphere contribute about equally to the drawdown of excess 
carbon dioxide from the atmosphere. Theoretical arguments and numerical 
models suggest that the efficiency of both the land and ocean carbon sinks 
may decline in the future under warmer climate conditions, which would 
act to amplify climate warming (Fung et al., 2005; Friedlingstein et al., 
2006). The magnitude of the climate-carbon cycle feedback, however, var-
ies substantially across model simulations and is a substantial uncertainty 
in future climate projections.

Excess atmospheric carbon dioxide dissolves in surface seawater as 
inorganic carbon through well-known physical-chemical reactions. The dis-
tribution and global inventory of anthropogenic carbon dioxide in the ocean 
are well characterized based on global ship-based observations collected 
during the late 1980s and 1990s (Sabine et al., 2004). Ongoing measure-
ments at time-series sites and along ocean sections constrain uptake over 
decadal time periods (IOC, 2009). Oceanic anthropogenic CO2 uptake up 
to present has been governed primarily by atmospheric CO2 concentrations 
and the rate of ocean circulation that exchanges surface waters equilibrated 
with elevated CO2 levels with subsurface waters. In particular, key pathways 
include the ventilation of the wind-driven thermocline and deep and inter-
mediate water formation. Ocean models constrained by field data provide 
estimates of the oceanic transport and air-sea flux of anthropogenic CO2 as 
well as reconstructions of past ocean uptake and projections for the future 
(Matsumoto et al., 2004; Gruber et al., 2009; Khatiwala et al., 2009).

Future ocean uptake of anthropogenic carbon is expected to decrease 
in efficiency (i.e., absorb a smaller fraction of the emissions); the ocean 
CO2 sink is expected to continue to increase, but more slowly than the 
emissions. Under elevated CO2, the chemical buffer capacity of seawater 
decreases, lowering the amount of inorganic carbon absorbed when surface 
waters are equilibrated with the atmosphere. Upper-ocean warming reduces 
the solubility of carbon dioxide in seawater. Anthropogenic CO2 uptake 
will be further reduced because of increased vertical stratification, reduced 
ocean ventilation rates, and reduced deep and intermediate water formation 
rates, which are expected due to warming in the tropics and subtropics and 
increased freshwater input in temperate and polar regions due to elevated 
precipitation and sea-ice melt (Sarmiento et al., 1998). In contrast, an in-
crease in the strength of Southern Ocean winds, associated with a more 
positive phase of the Southern Annular Mode, may increase future uptake 
of anthropogenic CO2 (Russell et al., 2006).

Ocean biogeochemistry plays an important role in ocean carbon stor-
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age, and biogeochemical responses to changing ocean circulation also need 
to be considered when assessing future net carbon uptake. The inorganic 
carbon concentration in subsurface ocean waters is generally elevated over 
surface concentrations because of the downward transport and subsequent 
respiration of organic water originally produced in the surface layer. In 
coupled carbon-climate models, biogeochemical feedbacks to a warmer 
climate tend to partially offset physical-chemical effects and act to reduce 
the overall strength of ocean climate-carbon cycle feedbacks. In the South-
ern Ocean, enhanced outgassing of natural CO2 due to stronger winds and 
upwelling may more than compensate for increased anthropogenic CO2 
uptake, leading to a net reduction in ocean uptake (Le Quéré et al., 2008; 
Lovenduski et al., 2007, 2008). Recent observations of the air-sea difference 
in the partial pressure of carbon dioxide, the driving force for air-sea CO2 
exchange, indicate a weakening of oceanic uptake in a number of regions, 
although there remains some debate whether this signal should be attributed 
to climate change, ozone depletion, or primarily decadal climate variability 
(Le Quéré et al., 2009; Watson et al., 2009).

It is more difficult to directly constrain, on a global scale, the net 
fluxes of carbon into and out of the more heterogeneous terrestrial carbon 
reservoirs, and terrestrial uptake is often estimated from a combination of 
terrestrial biogeochemical models and satellite remote sensing approaches 
that have been assessed using process experiments, local CO2 flux towers, 
etc. (Canadell et al., 2007; Raupach et al., 2007; Le Quéré et al., 2009). 
Land carbon uptake can be computed in a top-down fashion by difference 
from the estimated fluxes to the atmosphere, the ocean sink, and the growth 
rate in the atmosphere. Slightly more sophisticated approaches utilize the 
spatial and temporal variations in atmospheric CO2 with transport models 
to infer land and ocean surface fluxes (Rödenbeck et al., 2003; Peylin et al., 
2005). Atmospheric carbon isotope and oxygen/nitrogen ratios also provide 
critical constraints on the partitioning of carbon uptake between the ocean 
and land biosphere (Rayner et al., 1999).

The contemporary land carbon budget is governed by a combination 
of interacting natural and anthropogenic processes rather than any single 
mechanism (Pacala et al., 2001; Schimel et al., 2001). Deforestation and 
biomass burning result in net CO2 fluxes to the atmosphere as high-carbon 
forests are turned into comparatively low-carbon pastures and croplands 
(Houghton, 2003). This process is now occurring mainly in the tropics 
and is partially countered by temperate regrowth on abandoned farm and 
pasture-land (Shevliakova et al., 2009). The impacts of land-use change 
can extend for decades after the initial disturbance, and contemporary land 
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carbon fluxes may reflect as much aggregate events in the past as current 
conditions, complicating the task of deconvolving underlying mechanisms. 
Experimentally, fertilization of photosynthesis by higher atmospheric carbon 
dioxide levels increases plant growth, in many cases substantially, and con-
tributes to carbon uptake. When included in global models, CO2 fertilization 
leads to a modest current sink that may continue for many decades into the 
future. Some studies suggest, however, that this effect may be smaller than 
earlier thought perhaps due to other limitations such as nitrogen (Long et al., 
2006; Thornton et al., 2009a). Many Northern Hemisphere ecosystems are 
also nitrogen limited, and deposition of reactive nitrogen mobilized by fossil 
fuel combustion may also cause increased carbon uptake (Lamarque et al., 
2005; Thornton et al., 2009a). Land carbon storage varies on interannual 
time scales due to climate variability and in particular variations in tempera-
ture, precipitation, and water availability (Sitch et al., 2008). Wildfire also 
plays a major role in the global carbon cycle (Randerson et al., 2006), and 
increased tropical fire associated with El Niño droughts may contribute to 
increases in the growth rate of atmospheric carbon dioxide concentrations 
during recent El Niño years (Van der Werf et al., 2006).

Climate warming may cause land ecosystems to lose carbon because 
respiration is more temperature sensitive than photosynthesis, but there is 
a wide range of estimates for the climate sensitivity of land carbon stocks. 
Larger effects could come if future climates lead to additional disturbances, 
especially fire, pests, or widespread replacement of forests to grasslands, 
which could rapidly release large amounts of carbon. Current attention 
is focusing on both the role of human and climate-caused disturbance in 
controlling future ecosystem carbon storage and on physiological processes, 
such as carbon dioxide fertilization. Water availability to support photo-
synthesis and primary productivity is thought to be significant, with models 
(Fung et al., 2005) and observations (Angert et al., 2005) indicating that 
decreasing water balance (drier soil conditions) decreases carbon uptake. 
Global effects are a balance between warmer conditions favoring a longer 
growing season in the Northern Hemisphere temperate zone, increasing 
carbon uptake, and drier soils in the tropics, decreasing carbon uptake (Fung 
et al., 2005; Friedlingstein et al., 2006). Past and future land-use change will 
also affect land carbon storage and needs to be considered when projecting 
future atmospheric CO2 levels.

The combined effects of ocean and land feedbacks have been explored 
in a series of coupled climate-carbon models reported by the international 
C4MIP (Coupled Climate-Carbon Cycle Model Intercomparison Project; 
Friedlingstein et al., 2006; Figure 2.10). Simulations are conducted for the 
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20th and 21st centuries forced with specified trajectories for fossil fuel and 
land-use CO2 emissions; carbon-climate sensitivity is assessed by comparing 
simulations with and without coupling between model atmospheric CO2 
and atmospheric radiation (and thus climate). Some simulations exhibit a 
large amplifying effect whereby climate effects lead to increased release of 
carbon dioxide, mostly from terrestrial processes. By the year 2100, simula-
tions with strong feedbacks have higher atmospheric CO2 levels as much as 
200 ppm above the companion simulation without climate feedbacks. The 
airborne CO2 fraction tends to increases in models where uptake processes 
are more sensitive to climate, where uptake processes are less sensitive to 
atmospheric CO2, and where physical climate sensitivity to CO2 is large.

The land modules in the C4MIP simulations did not include interactions 
between carbon and other limiting nutrients such as nitrogen. When soil 
organic matter is respired due to warming, nitrogen is released, stimulating 
enhanced plant growth that can offset the CO2 released from the soil matter. 
More recent coupled simulations that include this effect indicate a small 
negative climate-carbon feedback on atmospheric CO2 (Thornton et al., 
2009a). Interestingly, the carbon-nitrogen model had only a very weak CO2 
fertilization effect on land photosynthesis because of nitrogen limitation. 
As a result, the model land carbon uptake responded only weakly to rising 
atmospheric CO2 and had as a result one of the largest atmospheric CO2 
levels at the end of the 21st century. The degree to which CO2 fertiliza-
tion is modulated by nitrogen is an important unresolved science question, 
and for the carbon cycle, sensitivity of the sinks to CO2 is as important as 
sensitivity to climate. The C4MIP simulations did not address the full suite 
of interactions between the carbon cycle and other changes in the Earth 
System; for example, ocean carbon storage can be influenced by ozone-
driven changes in Southern Ocean winds (Le Quéré et al., 2008; Lovenduski 
et al., 2008; Lenton et al., 2009). Finally, the current generation of coupled 
climate-carbon cycle models neglect a number of carbon reservoirs, such 
as high-latitude peats, permafrost and methane clathrates that could be 
important on longer time scales (see Section 6.1).
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FIGURE 2.10 Predicted atmospheric CO2 and climate-carbon cycle feedback parameters. (a) Atmospheric 
CO2 trajectories for simulations with the same prescribed fossil fuel emissions and no CO2-radiative feed-
backs. (b) Difference in atmospheric CO2 due to radiative coupling. (c) Land biosphere response to in-
creasing atmospheric CO2. (d) Land biosphere response to increasing temperature. (e) Ocean response to 
increasing atmospheric CO2. (f ) Ocean response to increasing temperature. Gray lines show results from 
carbon-only model studies from Friedlingstein et al. (2006) (also reported in IPCC, 4th assessment). Thick 
black lines are from a nitrogen-carbon model (Thornton et al., 2009a); thick solid line for pre-industrial 
nitrogen deposition and thick dashed line for anthropogenic nitrogen deposition. Diamonds show the 
feedback parameters estimated at year 2100 for previous studies (Friedlingstein et al., 2006), and squares 
show their mean. Thin dotted lines indicate zero response. (adapted from Thornton et al., 2009a).
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3

Global Mean Temperature Responses

3.1 OVERVIEW OF TIME SCALES AND CLIMATE SENSITIVITY

The rapid addition of carbon dioxide and other greenhouse gases to the 
atmosphere by human activities throws Earth’s energy budget substantially 
out of balance. For a time, Earth receives more energy from the Sun than it 
loses by emission of infrared radiation to space. The climate system rectifies 
this imbalance through processes acting over a range of different time scales. 
Restoring balance invariably results in a warmer climate, and the amount of 
warming associated with a prescribed addition of carbon dioxide is called 
the climate sensitivity. One obtains different climate sensitivities over differ-
ent time scales, because additional processes come into play at long time 
scales, which are not important over shorter time scales.

In this report, we will deal with three kinds of climate sensitivity. The 
first kind characterizes the equilibrium response to changes in CO2, includ-
ing relatively fast feedbacks, primarily water vapor, clouds, sea ice, and 
snow cover. This equilibrium response assumes that the oceans have had 
time to equilibrate with the new value of carbon dioxide and with these fast 
feedbacks, an equilibration that is estimated to require multiple centuries 
to a millennium. When the term climate sensitivity is used without further 
qualifiers, it should be understood as meaning this form of relatively fast-
feedback equilibrium climate sensitivity; it will be discussed in Section 3.2. 
The term “equilibrium” in this chapter will always refer to the equilibrium 
response incorporating only these feedbacks.

The second form of sensitivity we shall deal with—Transient Climate 
Response—characterizes the early stages of warming, when the deep ocean 
is still far out of equilibrium with the warming surface waters. Transient 
climate response is of great importance because it is appropriate to under-
standing climate variations and impacts of the 20th and 21st centuries. This 
form of sensitivity will be discussed in Section 3.3.
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Our	judgment	as	to	the	probable	values	of	transient	climate	response	
and	equilibrium	climate	sensitivity	is	summarized	in	Table	3.1.	The	values	
given	in	this	table,	used	together	with	the	pattern-scaling	for	regional	climate	
discussed	in	Chapter	4,	will	form	the	basis	for	our	evaluation	of	the	impacts	
of	climate	change.	The	reasoning	leading	to	these	estimates,	and	an	exposi-
tion	of	the	physical	processes	involved,	are	given	in	Sections	3.2	and	3.3.

At	 the	opposite	end	of	 the	 spectrum	of	 time	scales,	 the	 third	kind	of	
climate	sensitivity,	called	Earth System Sensitivity,	incorporates	a	range	of	
slower	feedback	processes	that	can	set	in	during	the	millennia	over	which	
anthropogenic	 CO2	 emissions	 are	 expected	 to	 continue	 to	 affect	 the	 cli-
mate.	These	include	long-term	carbon	cycle	feedbacks	and	partial	or	total	
deglaciation	of	Greenland	and	Antarctica.	The	human	imprint	on	climate	
will	outlast	the	fossil	fuel	era	by	millennia,	because	of	the	long	atmospheric	
lifetime	of	CO2,	and	perhaps	because	of	the	additional	feedbacks	the	result-
ing	warming	may	entrain.	To	 future	geologists,	 the	 fossil	 fuel	era	will	ap-
pear	as	a	boundary	between	the	Holocene	epoch	and	a	substantially	hotter	
epoch	 dubbed	 the	 Anthropocene	 (Crutzen	 and	 Stoermer,	 2000)—which	
will	be	driven	by	different	factors	(human	factors)	 than	any	climate	states	
observed	at	any	time	in	more	than	a	million	years.	Will	the	great	ice	sheets	
of	Greenland	and	Antarctica	survive	the	Anthropocene?	How	much	of	the	
world’s	present	biodiversity	will	survive	the	Anthropocene?	How	will	agri-
culture	in	an	Anthropocene	climate	feed	whatever	population	may	prevail	

TABLE 3.1 Transient and Equilibrium Global Mean Warming as a Function of the Atmospheric 
CO2 Concentration

CO2 
(ppm)

Trans. 
Low

Trans. 
Prob L

Trans. 
Med

Trans. 
Prob H

Trans. 
High

Eq. 
Low

Eq. 
Med

Eq. 
High

350 0.4 0.4 0.5 0.7 0.8 0.7 1.0 1.4
450 0.8 0.9 1.1 1.5 1.8 1.4 2.2 3.0
550 1.1 1.3 1.6 2.1 2.5 2.1 3.1 4.3
650 1.3 1.6 2.0 2.7 3.2 2.6 3.9 5.4
1000 2.0 2.4 3.0 4.0 4.8 3.9 5.9 8.1
2000 3.1 3.7 4.7 6.2 7.4 6.0 9.1 12.5

NOTE: Warming is given in degrees C relative to a pre-industrial climate with a CO2 concentration of 280 ppm. 
The equilibrium values were extrapolated logarithmically from data given in Table 8.2 of IPCC, Working Group 
I, The Physical Science Basis (IPCC, 2007a). The “Eq. Low” column is based on the minimum sensitivity in the 
ensemble of models, the “Eq. High” is based on the maximum, and the “Eq. Med” is based on the median. The 
transient climate response estimates are discussed in Section 3.3; the “Prob. Low” column represents the low 
end of the probable range, the “Prob. High” column the high end of the probable range, and the “Med” column 
the median value of transient climate response. The stated warming reflects only the influence of CO2 on the 
climate, but the table can be used to estimate the effect of other greenhouse gases by using the radiative-
equivalent CO2e in place of CO2.
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in the coming centuries? The answer to these questions in large measure 
rests on the net amount of carbon dioxide released during the fossil fuel 
era, however long that may last. The discussion of Earth System Sensitivity 
and other considerations pertaining to very long-term climate change will 
be deferred to Chapter 6.

3.2 EQUILIBRIUM CLIMATE SENSITIVITY

Climate sensitivity is calculated by determining how much Earth’s sur-
face and atmosphere need to warm in order to radiate away enough energy 
to space to make up for the reduction in energy loss out of the top of the 
atmosphere caused by the increase of CO2 or other anthropogenic green-
house gases. In equilibrium, there is no net transfer of energy into or out 
of the oceans, so the equilibrium sensitivity can be treated in terms of the 
top-of-atmosphere energy balance.

The top-of-atmosphere balance is the rate at which energy escapes to 
space in the form of infrared minus the rate at which energy is absorbed 
in the form of sunlight, both expressed per square meter of Earth’s sur-
face. Figure 3.1 shows schematically how the balance depends on surface 
temperature, for a case which is initially in equilibrium at temperature T0 
(where the blue solid or dashed line crosses the horizontal axis). If CO2 
is increased, leading to a reduction in outgoing radiation by an amount Δ 
F, Earth must warm up so as to restore balance. The amount of warming 
required is determined by the slope of the line describing the increase in 
energy imbalance with temperature. A lower slope results in a higher climate 
sensitivity, as illustrated by the dashed slanted lines in Figure 3.1. Climate 
sensitivity is often described in terms of the warming Δ T2X that would result 
from a standardized radiative forcing Δ F2X corresponding to a doubling of 
CO2 from its pre-industrial value. In the following we use the value Δ F2X = 
3.7 W/m2 diagnosed from general circulation models to express the slope 
in terms of Δ T2X (IPCC, 2007a).

The most basic feedback affecting planetary temperature is the black-
body radiation feedback, which is the tendency of a planet to lose heat 
to space by infrared radiation at a greater rate as the surface and atmo-
sphere are made warmer while holding the composition and structure of 
the atmosphere fixed (see Table 3.2). This feedback was first identified by 
Fourier (1827; see Pierrehumbert, 2004). For a planet with a mean surface 
temperature of 14°C (about the same as Earth’s averaged over 1951-1980) 
the black-body feedback alone would yield Δ T2X = 0.7°C if the planet’s 
atmosphere had no greenhouse effect of any kind. Such a planet would have 
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FIGURE 3.1 Determination of surface temperature response to a radiative forcing Δ F, in terms of the 
top-of-atmosphere energy budget. The top-of-atmosphere energy budget is the net of outgoing infrared 
radiation minus incoming solar radiation. The budget is zero when the system is in equilibrium. In these 
graphs, the budget is expressed schematically as a function of surface temperature. Equilibrium surface 
temperature is determined by the point where the line crosses the horizontal axis. If the system starts in 
equilibrium, but CO2 is increased so that the line is shifted downward by an amount Δ F (via reduction in 
outgoing infrared), then the intersection point shifts to warmer values by an amount Δ T. When the slope 
of the energy budget line is smaller, a given Δ F causes greater warming, as indicated by the pair of lines 
with reduced slope. This connects the slope of the energy budget line with climate sensitivity. The slope 
of the line is like the stiffness of a spring, and the radiative forcing Δ F is like the force with which one tugs 
on the spring. When the spring is not very stiff (e.g., a spring made of thin rubber bands) a given force will 
make the spring stretch to a great length—analogous to a large warming. If the spring is very stiff (e.g., a 
heavy steel garage door spring) the same force will cause hardly any stretching at all—analogous to low 
climate sensitivity.  A spring with no stiffness at all would represent a very special case, demanding a specific 
physical explanation, just as would a case of zero slope of the energy budget line, which corresponds to 
infinite climate sensitivity.

Figure 3-1.eps
bitmap

to be closer to the Sun than Earth is, in order to make up for the lack of a 
greenhouse effect. The same greenhouse effect that keeps Earth from freez-
ing over in its actual orbit reduces the temperature at which Earth radiates 
to space, reduces the slope characterizing the black-body feedback, and 
hence increases the sensitivity. Taking into account the greenhouse effect 
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of the unperturbed (background) atmosphere gives Δ T2X of about 0.9°C in 
the absence of clouds.1 But abundant evidence and basic physics shows 
that atmospheric water vapor must increase in a globally warmer world, and 
multiple lines of evidence confirm that both the atmosphere and general 
circulation models conform to a feedback that acts approximately as if the 
relative humidity is kept fixed (Held and Soden, 2000; Pierrehumbert et al., 
2007; Dessler and Sherwood, 2009). When this result is used to incorpo-
rate the water vapor feedback into calculations of Earth’s infrared emission 
to space, and the lapse rate feedback is also taken into account, we find 
that Δ T2X increases to 1.5°C. This figure is helpful for understanding the 
physics contributing to climate sensitivity, but it is incomplete because it is 
only for clear sky conditions. In the real atmosphere, clouds contribute to 
Earth’s background greenhouse effect, and their possible changes represent 
a key feedback.

The feedbacks that modify the basic black-body feedback are at the 
heart of predicting future climate. The combined water vapor and lapse rate 
feedback increases climate sensitivity by affecting the infrared emission side 
of the balance. Snow and sea-ice retreat work instead on the solar absorption 
side, but they also increase the sensitivity. Clouds work on both the infrared 
and solar side, and their net influence on sensitivity can go either way.

A quantitative treatment of cloud, snow, relative humidity, and sea-ice 
feedbacks requires the use of general circulation models. The estimates of 
equilibrium climate sensitivity in this report will be based on simulations 
employing mixed layer ocean models, which are thought to closely mimic 

1These computations were carried out using idealized single-column models of the type 
described in Chapter 4.5.3 of Pierrehumbert (2010). See Methods section for details.

TABLE 3.2 Key Physics and Processes Contributing to Climate Sensitivity (warming expected if 
carbon dioxide doubles from an unperturbed value of 278 ppmv to 556 ppmv)

Black-body radiation alone, ignoring the greenhouse effect of the unperturbed 
atmosphere

0.7°C

Black-body radiation but also including the greenhouse effect in the unperturbed 
atmosphere 

0.9°C

As above, but also including well-documented feedbacks due to tropospheric water 
vapor changing at fixed relative humidity and changes in the lapse rate (vertical 
structure of the atmosphere), no clouds

1.5°C

As above, also including clouds but keeping them fixed 1.8°C

As above, including clouds and allowing the clouds to vary, along with other feedbacks 
such as snow and sea ice retreat, from IPCC AR4 suite of models

Best estimate 3.2°C
Likely range 2.1-4.4°C
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more complete simulations on longer time scales, once the ocean stops 
taking up heat.

For the general circulation models listed in Table 8.2 of IPCC, Working 
Group I, The Physical Science Basis (IPCC, 2007a), the equilibrium Δ T2x 
has a minimum of 2.1°C, a maximum of 4.4°C, and a median of 3.2°C. Even 
the least sensitive model has a higher climate sensitivity than the idealized 
calculations yield for basic clear-sky water vapor and lapse-rate feedback. 
This is largely because the presence of clouds increases the basic black-
body plus water vapor feedback sensitivity to about 1.8°C even if clouds 
do not change as the climate warms. This form of cloud effect is not con-
ventionally counted as a cloud feedback. It is more robust than feedbacks 
due to changing clouds, because it is based on cloud properties that can be 
verified against today’s climate. This value, too agrees well among models  
and is considered to be highly certain. Thus, the least sensitive IPCC models 
correspond very nearly to cloud properties remaining fixed while warming 
is amplified by water vapor feedbacks alone. The more sensitive models 
are more sensitive primarily by virtue of having positive cloud feedback. 
The spread in equilibrium climate sensitivity within the IPCC ensemble of 
models is primarily due to differences in cloud feedback, and in particular 
to the feedback of low clouds (Bony et al., 2006). Note that climate sensi-
tivity could only be lower than about 1.8°C if there are negative feedbacks 
very different from those of any of the models, such as changes in upper 
tropospheric or lower stratospheric water vapor, or changes in clouds that 
are opposite to those expected.

It has long been recognized that a symmetric distribution of the uncer-
tainty in the strength of the feedbacks affecting climate sensitivity results in 
a skewed distribution in the climate sensitivity itself, with a high probability 
of large values (e.g., Schlesinger, 1986).2 Roe and Baker (2007) attempt to 
use this property to argue that it will be extremely difficult to eliminate the 
significant possibility of very high climate sensitivities. However, there is 
no a priori reason to expect the uncertainty in the strength of the feedback 

2This can be understood by noting that the climate sensitivity is proportional to 1/(1-f), where 
f is the strength of the feedbacks, and is positive if the feedbacks are positive. If one starts with 
the value f = 0.5, then increasing f by 0.25, say, increases the sensitivity by 100%, or a a fac-
tor of two. Decreasing f by the same amount decreases the sensitivity by only 67%. One can 
also use Figure 3.1 to understand this result pictorially. Climate sensitivity is proportional to 
the reciprocal of the slope shown in the figure, with the magnitude of the slope determined by 
the strength of the feedbacks. A symmetric distribution of slopes does not result in a symmetric 
distribution of climate sensitivity. A symmetric distribution might include zero slope with a 
finite probability, resulting in infinite climate sensitivity, which, of course, is ruled out by the 
observed stability of the climate system.
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to be symmetric, especially when one considers observational constraints, 
such as those that are provided by paleoclimates, that constrain the equi-
librium climate response directly rather than by constraining the strengths 
of feedbacks. Hannart et al. (2009) have highlighted the implications of the 
arbitrary assumptions regarding uncertainty in Roe and Baker’s analysis. 
Chapter 6 contains a brief discussion of paleoclimatic constraints consistent 
with the range of equilibrium sensitivities in Table 3.1

Perturbed physics ensembles, notably Stainforth et al. (2005), do show 
that there are physical mechanisms that can operate in climate models, 
which yield climate sensitivity well above the top of the IPCC range em-
ployed in Table 3.1. Such ensembles do exhibit a distribution of climate 
sensitivity with a fat tail skewed toward high values, much as one would 
expect from assuming a symmetric and broad uncertainty distribution in the 
total feedback strength. In perturbed physics ensembles, it is typical to admit 
members to the ensemble only if they pass through a “keyhole” requiring 
that the basic climate of that member is realistic enough to serve as a basis 
for predicting the future. If the keyhole is made too wide, it can allow un-
realistic behaviors to pass through. This is evidently the case for the many 
of the anomalously high climate sensitivity cases seen in Stainforth et al. 
(2005), which require a very unrealistic moistening of the upper troposphere 
and lower stratosphere (Sanderson et al., 2008; Joshi et al., 2010). It cannot 
unequivocally be ruled out that some unknown future climate state could 
trigger the onset of such behavior of water vapor, but there is no good basis 
at present for evaluating the prospects that this might happen. As another 
example, working with an alternative model, Yokohata et al. (2005) illustrate 
how simulation of the Pinatubo eruption provides evidence against a version 
of the model with equilibrium sensitivity as high as 6K.

Our choice to emphasize the CMIP3/AR4 model range is based on the 
judgment that these models have been analyzed most fully by the research 
community, thanks in large part to the open archive created by the World 
Climate Research Program’s Couple Model Intercomparison Program and 
the Department of Energy’s Program for Climate Model Diagnosis and In-
tercomparison (http://www-pcmdi.llnl.gov/). The description of this range 
of equilibrium sensitivity in the CMIP3 models as “likely” is consistent with 
the conclusions of the review of Knutti and Hegerl (2008), which attempts 
to take into account observational constraints as well as model results.

In interpreting future climate impacts based on Table 3.1 it is impor-
tant to keep in mind that these do not necessarily represent worst possible 
cases, even if defensible physical mechanisms leading to higher climate 
sensitivity have not yet been identified. Our judgment is that the likelihood 
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of very high equilibrium climate sensitivities cannot be quantified at this 
time. We recognize the importance to policy makers of quantitative state-
ments concerning high sensitivities but do not attempt to address this issue 
further in this report.

We consider it to be more difficult to provide useful estimates of uncer-
tainty in equilibrium climate sensitivity than in the transient climate response 
(Section 3.3), due to the stronger observational constraints on the latter aris-
ing from observations on multidecadal-to-century time scales. In Table 3-1, 
we suggest values for the likely (66%) and very likely (90%) ranges for the 
transient climate response based on the discussion is Section 3.3

We are cognizant that current climate models have limitations, espe-
cially resulting from deficiencies in cloud simulations and in simulations of 
tropical convection. We do not try to delineate these deficiencies here or 
relate them to uncertainties in sensitivity. We rely on a general consistency 
between the range of sensitivities in the AR4 models and various observa-
tional constraints. The latter are discussed in Section 3.3 as they relate to the 
transient climate response and in Section 6.1 on longer time scales.

The equilibrium global mean temperature change results shown in 
Table 3.1 were computed by logarithmic extrapolation from the equilibrium 
climate sensitivity values reported for the 17 general circulation models 
in Table 8.2 of IPCC, Working Group I, The Physical Science Basis (IPCC, 
2007a).3 Over the range of CO2 covered in the table, logarithmic extrapola-
tion is equivalent to assuming temperature change to be linear in radiative 
forcing.

On time scales longer than a few years, the oceanic mixed layer and 
the atmosphere warm as a unit. However, heat loss out of the bottom of 
the mixed layer keeps the warming below the equilibrium value until the 
deep ocean has warmed up and equilibrated. It takes a great deal of energy 
to warm the deep ocean, and consequently it takes many centuries for the 
temperature to relax to the equilibrium warming. The idealized situation in 
which CO2 is held fixed for many centuries through carefully defined and 
ever decreasing emissions is unrealistic, and this might seem to make the 
equilibrium sensitivity a concept of mostly academic interest. Nonetheless, 
if used properly, the equilibrium climate sensitivity yields important informa-

3These values were, in turn, obtained from atmosphere/land models coupled to “slab” 
ocean models. Slab ocean models equilibrate quickly but assume that there are no changes in 
horizontal ocean heat transports as climate changes. The results are usually considered only 
rough approximations to the true equilibrium of the coupled system. Danabasogulu and Gent 
(2009) have recently provided encouraging results on the accuracy of this approximation in 
one particular model.
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tion about the long-term evolution of climate. As discussed in Chapter 2, if 
the emissions are reduced to zero after some fixed time, the CO2 peaks at 
the time of cessation of emissions, and very gradually relaxes back to smaller 
values over the subsequent millennia. Over the first few centuries, the warm-
ing in any given year will fall short of the equilibrium value expected from 
the CO2 concentration prevailing in that year, but during the long, slow 
decline of CO2, the temperature has time to catch up to the equilibrium 
curve. This form of approach to equilibrium is illustrated in the simulation 
shown in Figure 3.2. On time scales longer than about a thousand years, 
the equilibrium sensitivity applied to the instantaneous CO2 value provides 
a good estimate of the warming.

The approach to equilibrium takes long enough that slow feedback 
processes can intervene and alter the long-term climate evolution. This 
will be taken up in Chapter 6, where it will be shown that the persistent 
warming computed on the basis of equilibrium climate sensitivity provides 
a valuable guide as to whether the human imprint on climate is likely to be 

FIGURE 3.2 Comparison of equilibrium warming based on instantaneous CO2 values with actual modeled 
temperatures from Eby et al., 2009. The simulation shown is based on cumulative emission of 3840 Gt 
carbon in the form of CO2. Results are shown both for a pulse emission and for an exponentially increasing 
ramp lasting 350 years. “Instantaneous equilibrium warming” at any given moment in time is defined as 
the warming that would ultimately be reached in equilibrium if the CO2 prevailing at that moment were 
held fixed indefinitely. It provides an accurate estimate of the actual warming corresponding to the time 
varying CO2 when the CO2 concentrations are varying sufficiently slowly. In computing the instantaneous 
equilibrium warming, the climate sensitivity is held fixed at the value appropriate to the model used in the 
simulation. The equilibrium curves are proportional to the logarithm of the CO2 time series produced by 
the carbon cycle model used in this simulation. For this model Δ T2X is approximately 3.5 C.

Figure 3-2.eps
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of sufficient magnitude and duration to trigger significant effects from slow 
climate system feedbacks.

3.3 TRANSIENT CLIMATE RESPONSE AND SENSITIVITY

The climate system responds differently to perturbations in radiative 
forcing on different time scales. It is of special importance to carefully 
distinguish between the “equilibrium climate sensitivity” and the “transient 
climate response.” The concept of equilibrium climate sensitivity and its 
alternative definitions have been discussed in Section 3.2. The transient 
climate response is of special relevance for climate change over the 20th 
and 21st centuries.

The transient climate response, or TCR, is traditionally defined in a 
model using a particular experiment in which the atmospheric CO2 concen-
tration is increased at the rate of 1% per year. The increase in global mean 
temperature in a 20-year period centered at the time of doubling (year 70) is 
defined as the TCR (Cubasch, 2001). The upper tens of meters of the ocean, 
the atmosphere, and the land surface are all strongly coupled to each other 
on time scales greater than a decade, and are expected to warm coherently 
with a well-defined spatial pattern during a period of increasing radiative 
forcing. (This pattern is discussed in Section 4.1.) On these time scales, the 
rate of change of the heat stored in oceanic surface layers, as well as the 
atmosphere and land surface, can be ignored to first approximation, and we 
can think of global mean temperature as determined by the energy balance 
between the radiative forcing F, the change in the radiative flux at the top 
of the atmosphere U, and the flux of energy D into the deeper layers of the 
ocean that are far from equilibrium: F = U + D.

On long enough times scales, as long as a millennium by some estimates 
(e.g., Stouffer, 2004), the heat flux into the deep ocean D tends to zero, and 
the climate response approaches its equilibrium value determined by the 
balance between F and U. On the shorter times scales at which the changes 
in the deep ocean are still small, the heat uptake grows in time roughly 
proportional to the global mean temperature perturbation, D = γT (Gregory 
and Mitchell, 1997; Raper et al., 2002; Dufresne and Bony, 2008), similar 
to the more familiar linear approximation to the radiative flux response, U 
= βT. The implication is that on these time scales we can use the simple 
approximation T = F/(β + γ).

This approximation is useful on a limited range of time scales—longer 
than a decade but shorter than the centuries required for the heat uptake 
by the oceans to begin to saturate (Gregory and Forster, 2008; Held et al., 
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2010). It is also useful for the canonical 1% peryr experiment, so we can set 
TCR = F2X/(β + γ), where F2X equals the forcing due to doubling of CO2. We 
can then use the same proportionality constant, 1/(β + γ), to interpret 20th 
century warming and 21st century projections given only the evolution of 
the forcing F over time. As an example, Gregory and Forster (2008) show 
how the same proportionality constant between forcing and global mean 
temperature holds in a particular GCM for all of the 21st century forcing 
scenarios utilized by the AR4 and pictured in Figure 3.3 (IPCC, 2007c). The 
lack of separation of these different scenarios in the first half of the 21st 
century is not primarily due to some inertia in the physical climate system, 
but rather to the fact that the net radiative forcings in the various scenarios 
do not substantially diverge until the latter half of the century.

FIGURE 3.3 In stabilization scenarios, such as A1B (green) and B1 (blue) after 2100, or the “constant com-
position commitment” (yellow) in which the forcing is held fixed at the values in 2000, the warming grows 
slowly despite the constant forcing. Rescaling the TCR by the forcing will underestimate the surface warm-
ing in the stabilization period by an amount that grows with time, as the system slowly makes its transition 
to its equilibrium response. The average ratio of TCR to the equilibrium sensitivity in the models utilized by 
the AR4 (using values in Table 8.2 in Chaper 8 of the WG1 report) is 0.55. So the slow growth in the stabiliza-
tion period, in which the forcing is somehow maintained at a constant level, continues for many centuries 
beyond that indicated in this figure, until the additional warming in these periods becomes comparable 
to that in the preceding periods of increasing forcing.

Figure 3-3.eps
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The ratio of TCR to the equilibrium response is smaller than one would 
expect from the linear analysis described above, using the mean value for 
these models of the heat uptake efficiency γ (Dufresne and Bony, 2008) 
and the radiative restoring β implied by the equilibrium climate sensitivity 
of these models. The explanation is that the strength of the restoring force 
provided by energy fluxes escaping to space, β, is found to decrease in cli-
mate models as the deep oceans equilibrate (Williams et al., 2008; Winton 
et al., 2010). In the CMIP3 archive the value of the radiative restoring 
relevant on the time scale of the 20th and 21st centuries is larger than the 
value relevant for the equilibrium response—by 30% on average, but with 
considerable model-to-model variations. This weakening of the radiative 
restoring once the deep oceans equilibrate is likely associated with changes 
in the horizontal structure of the warming. In the period of increasing forc-
ing, the warming of the subpolar oceans is held back by strong coupling to 
the deep oceans. After stabilization, the deep oceans slowly warm and polar 
regions are thereby allowed to warm more rapidly, relative to the average 
warming of Earth’s surface. The radiative restoring is weaker for warming 
of the subpolar surface than for warming elsewhere because the coupling 
between the surface and tropospheric layers from which most of the radia-
tion escaping to space is emitted is relatively weak in subpolar latitudes. 
The result is a reduction in the strength of the radiative restoring per degree 
warming of Earth’s surface as a whole.

The forcing due to well-mixed greenhouse gases (WMGGs) from the 
mid-19th century till 2010 is estimated to be 2.7 W/m2 by NOAA’s annual 
greenhouse gas index (http://www.esrl.noaa.gov/gmd/aggi/), which is about 
two-thirds of the forcing due to doubling of CO2 of about 3.7 W/m2. There-
fore, one can estimate the warming due to the WMGGs since the mid-19th 
century, for a given value of TCR, as roughly two-thirds of TCR.

The distribution of TCR values generated by the CMIP3 models, as tabu-
lated in Chapter 8 of the WG1/AR4 report (Randall et al., 2007), is displayed 
as a histogram in Figure 3.4. The mean, or median of this distribution, and 
the spread of values about this mean, are of interest in describing the values 
emerging from the best efforts of the major modeling groups around the 
world. The mean is between 1.8°C and 1.9°C and is somewhat larger than 
the median, which is close to 1.6°C.

To explain the 20th century warming (0.7-0.8°C) with WMGGs would 
require Earth to reside at the extreme low end of this distribution. As stated 
in the SPM of WG1/AR4, “it is likely that increases in greenhouse gases con-
centrations alone would have caused more warming than observed because 
volcanic and anthropogenic aerosols have offset some warming that would 
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otherwise have taken place” (IPCC, 2007c). In particular, a negative forcing 
of 0.8 W/m2 due to non-WMGG forcing, or a total forcing of 1.9 W/m2, 
would be consistent with the 20th century warming if TCR were roughly 
1.5°C—while a negative forcing of 1.2 W/m2, or total forcing of 1.5 W/m2, 
would be consistent with a TCR of about 1.9°C. Total aerosol forcing of 
this magnitude is consistent, for example, with the estimate of Quaas et al. 
(2008), but the range of estimates is large.

Best estimates of TCR typically range from 1.5-2°C. For example, Stott 
et al. (2006) use fingerprinting techniques to adjust the results from GCMs 
to improve fits to the spatial structure of observations and obtain a best es-
timate close to 2°C. Knutti and Tomassini (2008) use a simple model to fit 
the 20th century temperature record and ocean heat uptake, using a Bayes-
ian analysis to determine optimal parameters and uncertainties. Their best 
estimate for TCR is 1.5-1.6°C, with a sharp cutoff at 1 and with a fairly long 

FIGURE 3.4 A histogram of TCR from a set of 19 models from 1% per year experiments described in Ch. 8 
of WG1/AR4. The TCR values have also been converted into the warming since the mid-19th century due 
to well-mixed greenhouse gases by multiplying by 2/3.3-4.eps
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tail on the high sensitivity end. The cutoff at 1 is common to most estimates, 
related to the fact that lower values of TCR requires positive forcing from 
unknown forcing agents or very large contributions to the century long trend 
from internal variability unlike any produced by current GCMs.

The temperature record over the past 30 years provides a potentially 
useful constraint on TCR (Gregory and Forster, 2008; Murphy et al., 2009). 
The anthropogenic aerosol forcing, although it has probably grown over 
much of the industrial era, was likely slowing if not fully leveling off over 
this period, leaving the well-mixed greenhouse gas forcing more dominant. 
Additionally, solar forcing, which is well constrained by satellite measure-
ment of total solar irradiance, contributed very little to the trend over this 
period. Removing estimates of volcanic and ENSO signals from the global 
mean temperature record results in a fairly linear residual (e.g., Lean and 
Rind, 2009; Thompson et al., 2009). The residual yields a warming of about 
0.48 K, or 0.16 K/decade, over the 30-year period. The WMGG forcing over 
this period is close to 1 W/m2. Rescaling implies a TCR of 1.8°C, similar to 
the estimate of Gregory and Forster. Murphy et al. (2009), estimating TCR 
directly from TOA fluxes and ocean heat uptake over a similar time period, 
paint a picture consistent with relatively flat aerosol forcing in recent de-
cades and a TCR of around 1.8.

The difficulty in using this relatively short period for estimating TCR 
is that internal climate variations are capable of modifying this trend sub-
stantially, so we cannot assume that the observed trend is entirely forced. 
Gregory and Forster (2008) estimate uncertainty by using the variability in 
30-year trends of global mean temperature from a particular GCM. Their 
result is 1.3-2.3°C as the 90% confidence interval around their best estimate 
of 1.8°C. This is about the same range as in the CMIP3 models, but with 
a very different source of uncertainty. The Gregory and Forster estimate of 
uncertainty assumes that we have no information as to whether the contri-
bution from internal variability was positive or negative during this period, 
although the CMIP3 range of values is due to uncertain physics in the mod-
els, especially cloud feedbacks.

There is a body of work on multi-decadal variability, especially in the 
North Atlantic, which suggests that internal variability has contributed posi-
tively to the temperature trends over the past 30 years. If correct, this would 
lower estimates of TCR that are based on comparison to temperature trends 
in recent decades. The North Atlantic is likely to be the source of much of 
the multi-decadal variability, and a variety of oceanographic and coupled 
model studies (Zhang, 2008; Knight, 2009; Latif et al., 2009; Polyakov et al., 
2009) indicate that the North Atlantic has been in a warm phase over much 
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of this period. Polyakov et al. estimate that as much as 50% of the trend 
over this period in the North Atlantic is internal variability. The modeling 
work by Zhang and Knight also indicate that the influence of the Atlantic, 
despite its small size, can spread preferentially over Eurasia and contribute 
to global temperature signals. For example, the model analyzed by Knight 
generates a 0.1 K global mean warming for an increase of 1 Sverdrup (about 
5% of the 20 Sverdrup mean value) in the Atlantic overturning.

Volcanic responses and the response to the 11-year solar cycle can also 
be used to constrain TCR, as can the autocorrelations of internal fluctua-
tions (rather than watching the volcanic response decay in time to estimate 
the strength of restoring forces, one can watch internal fluctuations decay). 
Paeloclimatic evidence constrains equilibrium sensitivity, and with model-
ing guidance and heat uptake measurements constraining the ratio of TCR 
to the equilibrium response, one can also use these to constrain TCR. But 
there are also issues related to the decoupling of transient and equilibrium 
responses and to issues of “Earth system sensitivity”, that come into play 
when considering paleoclimatic constraints (see Chapter 6). We judge the 
constraints that directly involve fits to the temperature record over the past 
century and the last few decades to be the most useful in constraining TCR 
at this time.

The magnitude of many of the impacts discussed in this report scale 
with the value of TCR. We estimate TCR by starting with the distribution in 
the CMIP3 ensemble, but lowering the low end of the distribution slightly 
to take into account the possibility suggested by some recent studies of 
internal variability that a portion of the most recent Northern Hemisphere 
warming is internal. This results in a best estimate of 1.65°C, likely lying 
in the range 1.3-2.2°C (i.e., with 2/3 probability) and very likely lying in 
the range of 1.1-2.5°C (i.e., with 90% probability). The estimate in the 
WG1/AR4 report is a very likely range of 1-3°C. Our reduction of the upper 
limit to this range is consistent with our critique of very high equilibrium 
sensitivities in Section 3.2.

3.4 CUMULATIVE CARBON

Introduction: Why Use Cumulative Carbon Emissions?

The temperature response to anthropogenic carbon emissions is deter-
mined by: (1) the response of the carbon cycle to emissions; (2) the climate 
response to elevated CO2 concentrations; and (3) the feedback between 
climate change and the carbon cycle. There has been significant attention 
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in recent literature on how carbon sinks (and resultant airborne fraction) are 
affected by both elevated CO2 and climate changes (concentration-carbon 
and climate-carbon feedbacks; see Friedlingstein et al., 2006, Gregory et 
al., 2009, and Section 2.4). There is also a large body of literature aimed at 
estimating the temperature response to elevated CO2, typically defined as 
equilibrium climate sensitivity or transient climate response (Meehl et al., 
2007; see also Sections 3.2 and 3.3). Each stage in the progression from 
carbon emissions to the resultant climate warming carries large uncertainty 
due to our incomplete understanding of the magnitude of both physical and 
biochemical feedbacks in the climate system.

Matthews et al. (2009) proposed a new metric of the temperature re-
sponse to carbon emissions, the “carbon climate response,” which includes 
the net effects of both carbon cycle and physical climate feedbacks. The 
carbon-climate response is defined as the globally averaged temperature 
response to 1 trillion tons of carbon emissions (3.7 trillion tons of CO2), 
thus framing the climate response to emissions in the context of cumulative 
emissions of carbon dioxide over time. In effect, the carbon-climate reponse 
is a generalization of the concept of climate sensitivity as it pertains to car-
bon dioxide forcing. By including the carbon cycle response to emissions 
in addition to the temperature response to CO2 forcing, the carbon-climate 
response represents a metric that relates global mean temperature change 
directly to cumulative carbon emissions. This concept of measuring the cli-
mate response to cumulative emissions was also proposed concurrently by 
three other studies (Allen et al., 2009; Meinshausen et al., 2009; Zickfeld et 
al., 2009), all of which demonstrated a remarkably consistent temperature 
response to a given level of cumulative carbon emissions. Although CO2 
radiative forcing decreases logarithmically with increasing CO2 concentra-
tions, this is balanced by a near-exponential increase in the airborne fraction 
of emissions due to weakening carbon sinks at higher CO2 concentrations 
(Caldeira and Kasting, 1993). As a result, global mean temperature change 
is almost linearly related to cumulative carbon emission and is independent 
of the time during which the emissions occur (Matthews et al., 2009).

Estimates of the Temperature Response to Cumulative Emissions

Matthews et al. (2009) estimated the temperature response to cumulative 
carbon emissions as 1-2.1°C per trillion tons of carbon (1000 GtC) emitted, 
based both on 21st century simulations by coupled climate-carbon cycle 
models and on historical observations of CO2-induced temperature change 
and anthropogenic CO2 emissions (Figure 3.5). This study produced a best 
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estimate of 1.5°C/1,000 GtC emitted based on observational constraints, and 
1.6°C/1,000 GtC based on the model average. Allen et al. (2009), using a 
simpler climate model but considering a larger range of climate sensitivity, 
found a most likely peak temperature response of 2°C/1,000 GtC, with a 
5-95% confidence range of 1.3-3.9°C/1,000 GtC. Allen et al. also provided 
an estimate for the instantaneous temperature response to cumulative emis-
sions (corresponding to the definition of the carbon-climate response from 
Matthews et al.) of 1.4-2.5°C/1,000 GtC. Both Matthews et al. (2009) and 
Allen et al. (2009) concluded that the temperature response to cumulative 
emissions is remarkably constant over time and over a wide range of CO2 
emissions scenarios. Based on this, they provided best estimates of the al-
lowable emissions for 2°C global temperature increase of 1,000 GtC (Allen 
et al., 2009) and 1,300 GtC (Matthews et al., 2009).

Zickfeld et al. (2009) also presented an estimate of the cumulative emis-
sions required to meet a 2°C temperature target. The authors considered both 
climate sensitivity uncertainty and the uncertainty in climate-carbon feed-

FIGURE 3.5 Temperature response to cumulative carbon emissions from coupled climate-carbon model 
simulations (thin colored lines) and historical observations of CO2-induced warming and anthropogenic 
CO2 emissions (thick black line solid and dotted lines). (Figure adapted from Figures 3 and 4 of Matthews 
et al., 2009).
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backs, and thus were able to generate a probabilistic estimate of the emis-
sions associated with various temperature targets. To restrict the probability 
of exceeding 2°C to 33%, Zickfeld et al. concluded that emissions from 2001 
to 2500 must be kept to a median estimate of 590 GtC, with a range of 200 
to 950 GtC owing to different estimates of climate sensitivity uncertainty, as 
well as uncertainty in climate-carbon feedbacks. For an exceedence prob-
ability of 50%, the median estimate from this study was approximately 840 
GtC (range: 500 to 1,210). Including also historical CO2 emissions up to 
2000 (~460 GtC; Houghton, 2008; Boden et al., 2009), this best estimate 
for 2°C from Zickfeld et al. corresponds to emissions of approximately 1,050 
GtC (1,300 GtC) for an exceedence probability of 33% (50%). Meinshausen 
et al. (2009) also presented an estimate of the cumulative carbon emissions 
required to meet a 2°C temperature target. This study used a simpler model 
and a narrower time window (2000-2050) but considered also the effect 
of non-CO2 greenhouse gases and aerosols; Meinshausen et al. estimated 
that cumulative emission from 2000-2050 must be restricted to 390 GtC to 
avoid 2°C warming with 50% likelihood.

“Stabilization” Framework Based on Cumulative Carbon

The cumulative carbon framework is well suited to relating instanta-
neous global temperature change to a given level of cumulative carbon 
emitted. Based on the above studies, we select 1.75°C global temperature 
change per 1,000 GtC emitted to be a representative best estimate for the 
climate response to cumulative carbon emissions. There is large uncertainty, 
however, in this estimate of the temperature response to carbon emissions 
owing both to uncertain carbon cycle response to elevated CO2 and cli-
mate changes (Section 2.4) as well as to uncertainty in the physical climate 
system response to CO2 forcing (Sections 3.2 and 3.3). We use here a very 
likely uncertainty range on this central estimate of 1 to 2.5°C per 1,000 GtC 
emitted, based on the lower and upper 5-95% confidence limits given in 
Matthews et al. (2009) and Allen et al. (2009).

This estimate of the temperature response to cumulative emissions 
corresponds to approximately 1,150 GtC (4200 billion tons of CO2) in al-
lowable emissions consistent with 2°C temperature change (Figure 3.6). It is 
critical to recognize, however, that the uncertainty range on this number is 
very large, with a possible lower limit of 500 GtC (1,800 Gt CO2) inferred 
from Allen et al. (2009) and a possible upper limit of 1,900 GtC (7000 Gt 
CO2) from Matthews et al. (2009); this range of CO2 emissions (500-1,900 
GtC) can be considered to be a very likely range for emissions consistent 
with 2°C global warming. We can narrow this range somewhat and apply 
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it to other warming levels based on a combination of the results of Zickfeld 
et al. (2009) and Matthews et al. (2009). Matthews et al. (2009) presented a 
5-95% uncertainty range of 1,000 to 1,900 GtC on emissions for 2°C, based 
on a central estimate of 1400 GtC; this corresponds to a uncertainty range 
of approximately 70-140% of the central estimate. Zickfeld et al. (2009) also 
provided an uncertainty range for the cumulative emissions associated with 
2, 3, and 4°C global mean temperature change, and found that the relative 
uncertainty scaled approximately with the median value. Based on this, we 
use the relative uncertainty range from Matthews et al. (2009) and apply 
this to our central estimate of emissions consistent with each temperature 
target. For 2 degrees, this represents a best estimate of 1,150 GtC, with an 
uncertainty range of 800 to 1,600 GtC (Figure 3.6), which we adopt here 
as the likely range of emissions for 2°C global warming.

While global mean temperature change is well constrained by cumula-
tive emissions, this cumulative carbon framework is less consistent with the 
more widely used framework of CO2 concentration stabilization. A given 

FIGURE 3.6 Cumulative carbon emissions consistent with global mean temperature changes of 1 to 5°C. 
Best estimates are based on 1.75°C per 1,000 GtC emitted, taken as a representative best estimate from 
Matthews et al. (2009) and Allen et al. (2009). Likely uncertainty ranges of 70-140% of the best estimate are 
based on Zickfeld et al. (2009) and Matthews et al. (2009). The dashed line shows cumulative emission to 
the year 2009 (530 GtC).
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level of cumulative CO2 emissions do not result in stable CO2 concentra-
tions, but rather in CO2 concentrations that peak at some value and then 
decrease slowly when emissions fall below the level of persistent natural 
carbon sinks (see Figure 3.7). For rates of emission reduction of the order 
of 1-4% per year, and even if CO2 emissions become close to zero, the de-
crease in atmospheric concentrations may, however, occur very slowly over 

FIGURE 3.7 Illustrative emissions scenarios with cumulative emissions from 1750 to 2100 totaling 1,000 GtC 
(3,700 GtC). For all scenarios, the year-2100 temperature change and CO2 concentration do not depend on 
the shape of the emissions scenario, but rather on the total cumulative emitted. These scenarios were con-
structed such that total cumulative carbon emissions were the same for each scenario, the rate of emissions 
decline varied from 1.5 to 4. 5% per year relative to the peak emissions, and emissions were constrained to 
reach zero at the year 2100. CO2 concentrations and temperature changes shown here were simulated by 
the UVic ESCM. Source: Weaver et al. (2001) and Eby et al. (2009).

Figure3-7.eps
All text converted to outline



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

 GLOBAL MEAN TEMPERATURE RESPONSES 103

centuries (see Section 2.2). In a framework of cumulative carbon emissions, 
CO2 concentrations do not necessarily “stabilize” but rather change over 
time in response to a given CO2 emissions scenarios; in this case, it is the 
total cumulative carbon emitted over time, rather than the atmospheric CO2 
concentration itself, that indicates the level of expected climate warming.

The clear advantage of the cumulative carbon framework is that a given 
level of cumulative emissions corresponds to a unique temperature change, 
which remains approximately constant for several centuries after the point 
of zero emissions (Matthews et al., 2008; Solomon et al., 2009). As can be 
seen in Figure 3.7, for this particular model, cumulative emissions of 1,000 
GtC from 1750 to 2100 result in a year-2100 global temperature change of 
1.8°C over pre-industrial temperatures, which corresponds to a year-2100 
CO2 concentration of 460 ppm; both the year-2100 temperature change 
and the year-2100 CO2 concentration are independent of the shape of the 
CO2 emissions scenario and depend only on the total cumulative carbon 
emitted. By contrast, the rate of temperature change, as well as the peak 
CO2 concentration in these simulations, varied as a results of differences in 
the rates of increase and decline of emissions in each scenario.

Figure 3.8 illustrates how the concept of CO2 stabilization can be recon-
ciled with the cumulative emissions framework. This figure shows idealized 
CO2 concentration scenarios that reach between 350 and 1,000 ppm at 
the year 2100, along with the cumulative carbon emissions and tempera-
ture changes associated with each scenario.4 From this analysis, restricting 
global temperature change to 2°C requires best-guess cumulative emissions 
of 1,150 billion tons of carbon between the years 1800 and 2100; this cor-
responds to a “stabilization” CO2 concentration of between 450 and 550 
ppm at the year 2100, with the caveats that CO2 concentrations changes 
and warming after the year 2100 would depend on the level of additional 
post-2100 emissions. In general, at a given time (e.g., the year 2100) both the 
atmospheric CO2 concentration and the associated temperature change can 
be inferred from cumulative carbon emissions to date. If carbon emissions 
were subsequently eliminated, atmospheric concentrations would slowly 
decrease over time, whereas temperature would remain elevated for several 

4The temperature responses to cumulative emissions shown in Figure 3.8 include both the 
carbon cycle and climate sensitivity to emissions, but do not correspond directly to either 
the transient climate response or the equilibrium climate sensitivity associated with a given 
CO2 concentration. In general, for higher emissions scenarios where forcing is still increas-
ing rapidly at 2100, this temperature change will more closely reflect the transient climate 
response. For lower emissions scenarios with stable or declining forcing during the latter half 
of the 21st century, the temperature change at 2100 will more closely reflect the equilibrium 
climate sensitivity.
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FIGURE 3.8 Idealized CO2 concentration scenarios reaching between 350 and 1,000 ppm at the year 2100. 
At the year 2100, the atmospheric CO2 concentration and global mean temperature change is dependent 
on cumulative carbon emissions to date, with variation in the rate of emissions over time affecting only the 
rate of increase of forcing and consequent rate of temperature change. Stabilization of CO2 concentrations 
after the year 2100 would require continued low-level CO2 emissions (leading to increasing cumulative 
carbon emitted), whereas zero emission after 2100 would result in slowly declining CO2 concentrations 
and approximately stable global temperature. Cumulative emissions for each scenario shown here are 
based on simulations with the UVic ESCM, with uncertainty ranges of 70-140% of the central value based 
on Matthews et al. (2009) and Zickfeld et al. (2009). Temperature changes are calculated using 1.75°C per 
1,000 GtC emitted, with a 1-2.5°C/1,000 GtC uncertainty range based on Matthews et al. (2009) and Allen 
et al. (2009). These uncertainty ranges reflect both uncertainty in the response of carbon sinks to elevated 
CO2 and climate changes, as well as uncertainty in the physical climate system response to change in CO2 
forcing.
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Text on the 3 axes converted to outline
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centuries. Similarly, should emissions continue at a low level (resulting in 
increasing cumulative carbon emissions), atmospheric concentrations may 
remain stable, but global mean temperature would continue to increase 
over time. Atmospheric CO2 stabilization is consistent with a small amount 
of continued CO2 emissions at a rate equal to the level of persistent natural 
carbon sinks, whereas atmospheric temperature stabilization is only consis-
tent with near-zero CO2 emissions (Matthews and Caldeira, 2008; Solomon 
et al., 2009).



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

105

4

Physical Climate Change 
in the 21st Century

4.1 REGIONAL PATTERNS OF WARMING AND RELATED FACTORS

An approximation on which we will rely in this report is “pattern 
scaling”, in which a robust pattern of climate change is assumed to exist 
that describes the geographical and seasonal structure of the temperature 
response that does not depend on climate sensitivity or on details of the 
forcing or emission scenario. All of the scenario and sensitivity dependence 
is captured within the time evolving global mean surface temperature, TG(t). 
Letting the symbol x stand for the two horizontal spatial coordinates and the 
time of year, the assumption is that

T(t,x) = TG(t) t(x)

The pattern t(x) has a spatial-annual mean of unity by definition. We 
focus on temperature here and discuss pattern scaling for precipitation in 
Section 4.2.

The validity of this approximation is discussed by Santer et al. (1990), 
Mitchell et al. (1999), and Mitchell (2003). It has been used extensively 
for regional temperature (and precipitation) change projections (Dessai et 
al., 2005; Murphy et al., 2007; Watterson, 2008) and impacts studies, as a 
substitute to running fully coupled simulations under different scenarios or 
with different models with a range of climate sensitivities.

The pattern is derived from experiments with fully coupled Global Cli-
mate Models (GCMs), with validation from efforts to isolate the well-mixed 
greenhouse gas signal from the historical temperature record. The value of 
the method relies on the pattern remaining fairly constant during a simula-
tion, across different concentration pathway scenarios and across different 
model settings. Regionally and temporally differentiated results under dif-
ferent scenarios or climate sensitivities can be derived by first character-
izing the stable geographical pattern of warming (and its spatial variability 
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if some measure of uncertainty is sought) on the basis of available coupled 
model simulations, then adjusting the profile of transient warming by using 
a fast and simple energy balance model to predict the global mean surface 
temperature evolution. There are significant differences between the pat-
terns generated by different models—for example, in the amount of polar 
amplification in the Arctic per degree of global warming. These differences 
are averaged over in the ensemble-based estimates of mean patterns, but 
uncertainty can be characterized by the inter-model spread in the pattern 
t(x).

The choice of the pattern in the studies available in the literature are 
often as simple as the ensemble average (across models and/or across 
scenarios, for the coupled experiments available) of the spatial change in 
temperature, normalized by the corresponding change in global average 
temperature, choosing the end of the simulations (usually last two decades 
of the 21st century) and a baseline of reference (pre-industrial or current 
climate). Similar properties and results have been obtained using more 
sophisticated multivariate procedures that optimize the variance explained 
by the pattern.

There are limitations to this approach. It can break down if aerosol forc-
ing is significant, not only because aerosols and greenhouse gases can have 
different spatial footprints, but also because the effects of aerosols them-
selves are more difficult to characterize in this simple way. For example, 
Asian and North American aerosol production are likely to have different 
time histories in the future. Our focus in this report is on the greenhouse 
gas component of climate change, making the pattern scaling assumption 
more justifiable.

Simple pattern scaling is regarded as especially useful for summarizing 
model projections of transient climate change due to well-mixed greenhouse 
gas increases on a time scale of a few centuries. But it is less accurate for 
stabilization scenarios, as the temperature changes approach an equilib-
rium response. From the early work of Manabe and Wetherald (1980) and 
Mitchell et al., (1999) it has been clear that the pattern of temperature 
response evolves as the slow component of the warming, associated with 
equilibration of the deep oceans on multi-century time scales, equilibrates. 
In particular, on these long time scales the warming of high latitudes in the 
Southern Hemisphere is much larger relative to the global mean warming  
than in the earlier periods. Held et al. (2010) emphasize that this slow warm-
ing pattern is present, but of small amplitude, during the initial transient 
adjustment phases of the response as well.

There are some regions of sharp temperature gradients, near the ice edge 
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for example, where pattern scaling will break down. As the climate warms, 
temperature changes will be large as the ice edge moves across a particular 
location, but then return to small values with additional warming, because 
the ice edge is now further poleward.

Given other uncertainties, we find that pattern scaling is justified for 
current attempts to link stabilization targets and impacts, keeping in mind 
limitations due to the evolution of the pattern of warming on long, stabili-
zation time scales and the limitations in regions of sharp gradients.

On the basis of CMIP3 simulations, Chapters 10 and 11 of IPCC AR4, 
WG1 analyzed geographical patterns of warming and measures of their 
variability across models and across scenarios. The executive summary of 
Chapter 10 reports that “[g]eographical patterns of projected SAT warming 
show greatest temperature increases over land (roughly twice the global av-
erage temperature increase) and at high northern latitudes, and less warming 
over the southern oceans and North Atlantic, consistent with observations 
during the latter part of the 20th century …”. Figure 10.8 of the report depicts 
the patterns of annual average warming across three scenarios (A2, A1B and 
B1) and three time periods (2011-2030, 2046-2065, and 2080-2099) over 
which change is computed. Figure 10.9 shows seasonal patterns for DJF and 
JJA under A1B. Chapter 10 also reports that the spatial correlation of fields 
of temperature change is as high as 0.994 in the model ensemble mean 
when considering late 21st century changes between A2 and A1B. A table 
in the same section (Table 10.5) quantifies the strict agreement between the 
A1B field, as a standard, and the other scenario patterns using a measure 
proposed by Watterson (1996) with unity meaning identical fields and zero 
meaning no similarity. Values of this measure are consistently above 0.8 
and increase as the projection time increases (later in the 21st century fields 
agree better than earlier in the century), with values of 0.9 or larger for the 
late 21st century. The same table also shows that the agreement deteriorates 
if considering commitment scenarios. The results are documented as apply-
ing to seasonal warming patterns besides annual averages.

On the basis of the previous discussion and results, we compute patterns 
of standardized warming from the available CMIP3 SRES scenario simula-
tion and produce maps of the ensemble average warming (these—in their 
non-normalized version—are available from AR4 WG1 Figures 10.8 and 
10.9, and individual models’ maps are available in supplementary material 
in Chapter 10 (http://ipcc-wg1.ucar.edu/wg1/Report/suppl/Ch10/Ch10_ 
indiv-maps.html, and Chapter 11 (http://www.ipcc.ch/pdf/assessment- 
report/ar4/wg1/ar4-wg1-chapter11-supp-material.pdf) along with measures 
of the regionally differentiated variability of this pattern across models and 
scenarios (IPCC, 2007a).
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Figure 4.1 shows patterns of warming normalized “per degree C of 
global annual average warming”. Ranges across models or across scenarios 
are shown in Figures 4.4 and 4.5. We show maps of global geographical 
patterns and North American patterns for annual average warming and 
December-January-February and June-July-August average warming.

We highlight here the main features characterizing warming patterns:
The annual and DJF mean patterns present a typical gradient of warming 

that decreases from north to south, with the higher latitude of the Northern 
Hemisphere seeing the largest increases, and the land masses warming more 
than the oceans. The JJA patterns’ main characteristics are an enhanced 
warming of the interior of the continents and the Mediterranean Basin, with 
a gradient that is generally equator to poles rather than north-south. The 
largest source of variation resides in the inter-model spread rather than the 
inter-scenario spread, and it is mainly localized over and at the edge of the 
ice sheets of the Arctic and Antarctica.

We also present in Figure 4.2 a number of scatter plots depicting the 
relation between the magnitude of global average warming (by 2080-2099 
compared to 1980-1999) and the magnitude of regional warming across 
models (each model one dot) and scenarios (color-coded) for several of the 
“Giorgi regions” (Giorgi and Francisco, 2000). We chose four regions that 
subdivide the North American continent (western, central, and eastern North 
America—WNA, CNA, and ENA respectively—and Alaska, ALA) plus two 
regions in other climates for comparison, the Mediterranean Basin (MED) 
and Southern Australia (SAU). The linearity of the relationship and the fairly 
tight spread around it is clear. As already noted, the source of variation 
between different models is larger than from the scenarios: averaging each 
model across the three scenarios would not reduce the scatter as much as 
averaging all the models within one scenario, as shown by the larger star-
shaped marks.

Finally, in Figure 4.3 we show December-January-February and June-
July-August warming patterns as calculated in models including both an-
thropogenic and natural forcing for the 20th century, together with 20th 
century observations. Figure 4.3 shows that the warming patterns in the 
models and observations display many common large-scale features, and a 
comparison with Figure 4.1 demonstrates how 20th century patterns con-
tain already many of the large-scale features that characterize 21st century 
patterns. Among these, the relatively larger magnitude of the warming in 
December-January-February than in June-July-August in both observed and 
modeled patterns; the amplification of the warming in the high latitudes 
of the Northern Hemisphere characteristic of December-January-February 
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FIGURE 4.2 Scatterplots comparing regional average warming versus global average warming (both aver-
aged over the calendar year) for western North America (WNA), central North America (CNA), eastern North 
America (ENA), Alaska (ALA), Southern Australia (SAU) and the Mediterranean (MED). Each point indicates 
results from an individual model under one of the three SRES scenarios (A1B, blue; A2, red; and B1, green). 
Stars indicate the multi-model ensemble averages for each of the three scenarios.

Figure 4-2.eps
bitmap
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FIGURE 4.3 Relative patterns of warming (normalized to one for the globe),for December-January-February 
(left) and June-July-August (right) for 1955-2005 (obtained as differences between 20-year average temper-
atures for 1986-2005 and 1955-1974). The top two panels show results from two instrumental temperature 
records, NASA GISS and CRU. White indicates regions where data are not available. The bottom panels show 
results for the Climate Modelling Intercomparison Project (CMIP3) multi-model ensemble. Patterns ex-
pected from projections for the 21st century are largely similar to those shown here, as seen in Figure 4.1.

4-3.eps
6 tiffs + vector labels
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warming; and the strong signal of warming in the semi-arid to arid regions 
especially in the Mediterranean basin and nearby portions of the Asian 
continent in June-July-August. Areas of disagreement between models and 
observations remain, particularly in the form of more homogeneous patterns 
of warming at the subcontinental scales in the modeled patterns than in 
observations, with one example being the area of cooling in the southeast 
of the United States appearing in the HadCRU data and not represented in 
the models.

4.2 PRECIPITATION RESPONSE

As described in Section 4.1, it is reasonable to assume that the local 
temperature response to an increase in a well-mixed greenhouse gas is 
proportional to the global mean temperature response, with a well-defined 
spatial and seasonal pattern. There are also good reasons to assume that 
the local precipitation response scales with the global mean surface tem-
perature response, although the uncertainties are greater, both with regard 
to the spatial and seasonal structure of the pattern and with regard to the 
limitations of this pattern scaling assumption.

Using the CMIP3 archive and computing the precipitation response, 
measured as a percentage change, divided by the global mean warming 
and then averaging over models and scenarios, just as for the temperatures 
in Figure 4.1, one obtains the pattern shown in Figure 4.6, both globally for 
the annual average and the summer and winter seasons, and focusing on 
North America (which is not found in the IPCC AR4 report [IPCC, 2007a]). 
The patterns are very similar to those shown for a particular scenario and 
time frame in the Summary for Policy Makers of the AR4/WG1 report (IPCC, 
2007e).

There is a general increase in precipitation in subpolar and polar lati-
tudes, and a decrease in the subtropics, and an increase once again in many 
equatorial regions. The boundary between the subtropical decrease and 
subpolar increase cuts through the continental United States, but with the 
boundary moving north in the summer and south in the winter. As a result, 
this ensemble mean projection is for an increase in precipitation in much of 
the continental United States in the winter and a reduction in the summer. 
In contrast, Canada is more robustly wetter and Mexico drier, being located 
closer to the centers of the subpolar region of increasing precipitation and 
the subtropical region of decreasing precipitation, respectively. The Mediter-
ranean/Middle East and southern Australia are other robust regions of drying 
in these projections.
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Focusing on fixed seasons provides one snapshot into these projected 
patterns. An alternative procedure, emphasizing the extent to which the 
“dry get drier”, is to plot the precipitation changes in the driest 3 months 
at each location, irrespective of calendar date (Solomon et al., 2009). This 
alternative version is provided in the section, “Overview of Climate Changes 
and Illustrative Impacts.” Local details differ, but the large-scale pattern is 
unchanged.

Our confidence in this model-generated pattern is enhanced by an un-
derstanding of the simple underlying mechanism controlling its structure. 
The starting point on which this understanding is based is the increase in 
the saturation pressure for water vapor with increasing temperature. Most 
of the water vapor in the atmosphere resides in the lowest 2-3 Km, where 
the saturation vapor pressure increases at roughly 7% per 1°C of warming. 
The ratio of water vapor in the atmosphere to this saturation value is re-
ferred to as the relative humidity. Especially near the surface, observational 
trends (e.g, Trenberth et al., 2005) and simple physical arguments (Held and 
Soden, 2006) consistently show that relative humidity cannot be expected 
to change substantially on average, and certainly not enough to counterbal-
ance the increase in water vapor expected from the increase in saturation 
vapor pressure. As a result, there is high confidence in the projection that 
the total water vapor in the atmosphere will increase at roughly 7% per 
1°C of warming.

If one averages around latitude circles, the hydrological cycle on Earth 
can be pictured schematically as in Figure 4.7. Evapotranspiration is larg-
est in lower latitudes and decreases steadily as one moves poleward. Pre-
cipitation is larger than evapotranspiration in subpolar latitudes, and near 
the equator, and less than evapotranspiration in the subtropics. Fluxes of 
water vapor in the atmosphere are responsible for these local excesses and 
deficits. The atmosphere is converging water into the regions of excess and 
diverging water from the regions of deficit. As temperature increases and 
the amount of water vapor increases, the divergence and convergence of 
the water vapor flux increase proportionally, increasing the magnitudes of 
these excesses and deficits This simple picture also explains the magnitude 
of the increases and decreases in precipitation expected: because water 
vapor increases by roughly 7% per 1°C, the atmospheric fluxes increase by 
the same percentage, so that the pattern of precipitation minus evaporation 
is also amplified by about the same factor.

The final element in the picture is that the changes in the global mean 
hydrological cycle, the globally averaged precipitation and evapotranspira-
tion, increase more slowly than do the increase in these water vapor fluxes. 
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FIGURE 4.7 A schematic of the precipitation P (black) and evapotranspiration E (red) and P-E (blue) av-
eraged around latitude circles. Solid lines indicate the unperturbed climate, and dotted lines a warmer 
climate. E increases slightly but is overwhelmed, on average, by the increase in magnitude of P-E, which is 
controlled by the magnitude of the horizontal water vapor fluxes.

4.7.eps
bitmap

The increase in precipitation in subpolar latitudes, for example, is due to 
an increase in the flux of vapor into these latitudes and not primarily to an 
increase in evaporation.

This picture is conservative, in that it assumes that changes in the at-
mospheric circulation are small so that the fluxes of vapor are dominated 
by the increases in the vapor itself and not in the winds carrying the vapor. 
This assumption has to be modified to understand model projections in more 
detail (see Section 4.4).

In the tropics the circulation is primarily driven by the heat released 
where water vapor condenses, so one cannot assume that the tropical winds 
will remain the same as water vapor increases. Partly due to the complexity 
of the interactions between winds and rainfall in the tropics, model projec-
tions for changes in rainfall are not as robust as in other areas. Some models 
predict dramatic drying of the Amazon, with important consequences for the 
forest and the global carbon cycle, but other models do not. Some models 
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predict dramatic dying in parts of sub-Saharan Africa, but others do not. 
Patterns of precipitation changes in middle and higher latitudes are more 
robust on large scales but remain uncertain on the regional scales of im-
portance for impact and adaptation strategies. For example, the changes in 
precipitation in the western United States in wintertime are sensitive to the 
El Niño phenomenon in the equatorial Pacific, the response of which is itself 
uncertain. And especially over semi-arid land surfaces, arguments based 
on the assumption that relative humidities do not change can break down. 
Given these complexities, we consider the CMIP3 ensemble as providing our 
best estimates of the pattern of precipitation change accompanying global 
warming, with consistency or inconsistency across this ensemble provided 
some indication of uncertainties.

4.3 HURRICANES

Atlantic Hurricanes

Atlantic hurricane activity has increased markedly in the past 20 years, 
concurrent with increases in ocean temperatures in the tropical North At-
lantic region in which hurricanes are formed. But it is well established that 
hurricane frequency is dependent on other aspects of the large-scale climate 
as well as the local ocean temperatures. Many of the issues regarding detec-
tion, attribution, and projection of tropical cyclone trends in the Atlantic 
and throughout the tropics have recently been assessed by a WMO expert 
team (Knutson et al., 2010). We highlight a few of these issues here, basing 
the discussion in large part on this recent assessment, and refer the reader 
to Knutson et al. (2010) for a more detailed discussion.

Several detailed studies of the tropical storm record in the Atlantic have 
converged on a consensus view that the recent trend is more likely due to 
internal multi-decadal variability than a part of a century-long trend associ-
ated with greenhouse gas increases. While the raw data for Atlantic storms 
suggest a significant century-long trend, three separate lines of analysis cast 
doubts on the reality of this trend: (1) the frequency of landfalling storms, for 
which the completeness of the data is less of an issue than for basin-wide 
statistics, shows no significant long-term trend (Landsea, 2007); (2) estimates 
based on historical ship tracks indicate enough storms were likely missed 
in the early part of the century to account for most of the long-term trend 
in storm frequency (Chang et al., 2007; Vecchi and Knutson, 2008); and 
(3) the long-term trend in the raw data is primarily from short-lived storms 
(<3 days), which also suggests data artifacts are dominating the long-term 
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trend (Landsea et al., 2010). The tentative picture that emerges is of Atlan-
tic cyclone frequency being strongly modulated by internal multi-decadal 
variability, with levels of activity as high in the mid-20th century and the 
late 19th century as in the most recent decade. Additional clarification of 
tropical cyclone records outside of the Atlantic are needed to provide a 
clearer global picture of trends and variability.

Recent studies with relatively high-resolution global atmospheric models 
and with dynamical and statistical downscaling techniques have supported 
this picture. Several of these studies have successfully simulated the trend 
in Atlantic storm frequency in recent decades when provided with bound-
ary conditions, especially ocean temperatures, as observed over this period 
(Knutson et al., 2008; LaRow et al., 2008; Zhao et al., 2009). When these 
or similar models are used to simulate the tropical storm statistics consistent 
with climate projections for the late 21st century, they consistently predict 
responses that cannot be obtained by extrapolating recent Atlantic frequency 
trends (e.g., Sugi et al., 2002; Oouchi et al., 2006; Bengtsson et al., 2007; 
Knutson et al., 2008; Zhao et al., 2009). Averaged over the globe, models 
typically predict that the frequency of tropical cyclones will stay roughly 
unchanged or be reduced by 0-10% per degree C global warming. Within 
the Atlantic basin, there is more variance in the results, with projections 
either increasing or decreasing frequencies by as much as 25% per degree 
C global warming.

New high-resolution studies are appearing regularly, so this picture is 
likely to evolve, but results to date suggest that the recent increase in Atlantic 
activity is likely due to an increase in tropical Atlantic ocean temperatures 
relative to the rest of the tropics and not to the absolute increase in tempera-
tures (i.e., Vecchi et al., 2008). Consistently, the spread in projections for 
the future may have less to do with the details of the downscaling approach 
and more to do with the spatial pattern of tropical ocean warming projected 
by different global climate models, with those models that project larger 
(smaller) warming in the Atlantic than in other ocean basins resulting in an 
increase (decrease) in Atlantic storm activity (Zhao et al., 2009).

Insights into likely changes in storm intensity are primarily guided by the 
theory of the maximum intensity that tropical cyclones can attain in a given 
environment (Emanuel, 1987), by idealized modeling studies (Knutson and 
Tuleya, 2004), and a small number of attempts at dynamical and statistical 
downscaling (Emanuel et al., 2008). A consensus picture emerges in which 
storms are expected to become more intense on average, roughly by 1-4% 
per degree global warming, as measured by maximum wind speeds (Knutson 
et al., 2010), or by 3-12% per degree for the cube of this wind speed, of-
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ten taken as a rough measure of the destructive potential of storm winds 
(Knutson et al., 2010). Whether the frequency of the most intense (category 
3-5) cyclones should be expected to increase is less certain, in that it is also 
affected by the potential for reduction in total cyclone numbers.

An increase in rainfall within tropical cyclones is projected by argu-
ments based on the increase in atmospheric water vapor. Typical values 
in models are on the order of an 8% increase per degree warming for the 
rainfall within 100 km of the storm center (Knutson et al., 2010).

4.4 CIRCULATION AND RELATED FACTORS

As discussed in Section 4.2, increasing greenhouse gas concentration 
is expected to cause an increase in atmospheric moisture of about 7% per 
degree C global temperature increase. In general, this will lead to greater 
rainfall in the tropical monsoon regions and drier conditions in the subtropi-
cal regions. Wet regions over the tropical oceans should also see increases 
in precipitation, although the positioning of these centers may shift due 
to coupled atmosphere-ocean interactions. The increase in atmospheric 
moisture is also expected to increase precipitation in the mid-latitude storm 
track regions by roughly 5-10% per degree C global temperature increase; 
however, it is not clear that storminess will increase.

Arguments based on first principles also indicate that increasing green-
house gas concentrations should cause the mid-latitude jets and attendant 
storm tracks to shift poleward (e.g., Hartmann et al., 2000). Since in the 
atmosphere the temperature increase due to increasing greenhouse gases 
is confined to the troposphere and the tropopause is higher in the tropics 
than in high latitudes, increased greenhouse gases causes the poleward 
pressure gradient at the tropopause in mid-latitudes to increase. This, in 
turn, causes changes in the wave-mean flow interactions that shift the jets 
and their associated storm tracks poleward. This poleward shift in the jets 
and stormtracks should persist as long as the greenhouse gas concentrations 
remain elevated. A poleward shift in the jets and stormtracks due to global 
warming is a robust feature of the climate models (Miller et al., 2006; Hegerl 
et al., 2007; Meehl et al., 2007), with a zonal mean poleward shift of about 
100 km per 3°C global temperature increase.

As a result of the poleward shift in the storm tracks, precipitation will 
likely increase on the poleward—and decrease on the equatorward side—of 
the location the climatological jets in the present climate. As noted in Sec-
tion 4.2, this is indeed the pattern of precipitation change that is found across 
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western North America in summertime when greenhouse gas concentrations 
are enhanced.

The same argument for a poleward shift in the storm tracks in the 
Northern Hemisphere in a warmer climate also applies in the Southern 
Hemisphere. Because the jet and storm tracks are intimately related and 
in the southern hemisphere they are circumpolar and vary weakly with 
longitude, this pattern of climate change is called the Southern Annular 
Mode (SAM; named after the leading pattern of circulation variability in 
the Southern Hemisphere due to wave-mean flow interactions—largely in 
the troposphere). There is ample evidence that the SAM-like changes in the 
mid- and high-latitude circulation in the Southern Hemisphere that were 
observed in the latter third of the 20th century (a poleward shift in the jet) 
was in part due to the human-induced depletion of stratospheric ozone (see, 
e.g., Miller et al., 2006 and references therein). Hence, a poleward shift 
in the jet in the Southern Hemisphere that would otherwise be expected 
because of increasing greenhouse gases will be somewhat tempered until 
about mid-21st century—when the stratospheric ozone is expected to be 
nearly recovered.

Many of the AR4 climate models forced by increasing greenhouse gases 
show that the Meridional Overturning Circulation (MOC) in the Atlantic 
Ocean will slow down over the 21st century in direct response to increased 
buoyancy in the sinking regions of the North Atlantic (Meehl et al., 2007). 
The increased buoyancy is due to both warming and freshening, with the 
former being more important than the latter. The slowdown in the MOC 
will have several impacts including a somewhat muted change in surface 
temperature in the North Atlantic and in maritime western Europe compared 
to other oceanic regions and modifications in the gradients in tropical sea 
surface temperature, which will further influence hurricane activity in the 
tropical Atlantic. The poleward movement of the jet in the Southern Hemi-
sphere will cause the Antarctic Circumpolar Current to narrow and shift 
southward, impacting the sea-ice extent, the temperature of the water in 
contact with the floating ice sheets, and the exchange of carbon between 
the atmosphere and ocean.

There is much interest in knowing, as the planet warms: “How will 
the El Niño/Southern Oscillation (ENSO) and its teleconnected climate 
impacts change?” Unfortunately, this question cannot as yet be answered 
with confidence because almost all of the present climate models have poor 
representations of ENSO—as measured by the incongruities between the 
observed and simulated spatial and temporal characteristics of the observed 
ENSO and those simulated by the climate model. These nature-model incon-
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sistencies likely result from the rather large biases in the climatology of the 
atmosphere and ocean in the tropical Pacific in current generation of global 
climate models (e.g., the double Intertropical Convergence Zone (ITCZ) 
common to many of the models). Whether or not the spatial, temporal and 
amplitude characteristics of ENSO change in a warmer world, however, the 
associated far-field impacts of ENSO will be different for several reasons. For 
example, the pattern and amplitude of the mid-latitude wintertime climate 
anomalies associated with ENSO will change as the mid-latitude jets shift 
poleward; places that experience drought during the warm (Australia) or 
cold (central United States) phase of ENSO and that are projected to dry with 
increasing global average temperature will experience enhanced drought 
conditions associated with identical ENSO cycles.

4.5 TEMPERATURE EXTREMES

The literature on temperature (as well as that on precipitation) extremes 
clearly suggests that any method trying to link changes in extremes of 
maximum and/or minimum temperature, and their consequent effects on 
the number of very hot or very cold days, and on the duration of hot and 
cold spells, to global or even local average temperature changes would 
fall short. As a recent indication of this, a paper by Ballester et al. (2010) 
shows how an accurate scaling of temperature extremes would have to 
involve not only average temperature change under future scenarios, but 
also change in temperature variability and in the skewness of its distribu-
tion. No paper has addressed explicitly the quantitative differences across 
multiple scenarios (or stabilization targets) of temperature extremes that we 
could straightforwardly utilize to describe expected changes under different 
atmospheric concentrations.

We chose here to adopt the perspective offered by Battisti and Naylor 
(2009)—BN09 from now on—on the expected changes in the likelihood 
of experiencing extremely hot or unprecedented average summer tempera-
tures. This way of characterizing warming from the perspective of the tail of 
the distribution of average temperature has the strength of utilizing model 
output (seasonal averages of surface temperature, or TAS) whose reliability 
has been more extensively corroborated than other parameters representing 
more traditional definitions of extreme or rare events (e.g., daily tempera-
tures exceeding high thresholds). We adapt BN09’s analysis to our report’s 
focus on different stabilization targets and make it consistent with its reli-
ance on pattern scaling in order to infer geographically detailed projections 
of temperature changes as a linear function of changes in global average 
temperature (see Methods, Section 4.5).
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Maps similar to those in Figure 3 of BN09 will result from each shift 
in mean temperature, except they will correspond to different atmospheric 
concentrations of CO2 (and their implied expected global average warming) 
rather than to different future periods. The main difference in our approach 
compared to the analysis in BN09 is the choice of shifting the distribution 
uniformly to the right rather than trying to build a new distribution of aver-
age temperature anomalies on the basis of model output. This is a choice 
dictated by the use of pattern scaling, which lacks the availability of an 
ensemble of fully coupled model runs for each CO2 target.

It could be argued that our analysis represents a conservative estimate of 
the expected changes in extreme seasonal temperatures, because we are as-
suming no change in the climatological distributions of temperatures besides 
a shift of their central locations. In particular, no change in the variability of 
seasonal average temperature is taken into consideration. Some studies (see 
for example Scherrer et al., 2005; Fischer and Schar, 2009 for the European 
region; Giorgi and Bi, 2005; Kitoh and Mukano, 2009 for global patterns) 
have shown that future variability of summer temperature is projected to 
increase, in association with drying.

In Figures 4.8 and 4.9 we show the resulting likelihoods of exceeding 
the 95th percentile, or the warmest anomaly of current average JJA and 
DJF temperatures (1971-2000 of 20C3M simulations) for the three levels of 
global warming. The patterns become redder (higher likelihood) as we look 
down each column (larger global average warming implies greater chances 
of exceeding the thresholds) and bluer (smaller likelihood) as we look across 
rows (higher thresholds make exceedances rarer).

4.6 PRECIPITATION EXTREMES

A general increase in atmospheric water vapor is predicted by essentially 
all climate models as temperatures increase, and an upward trend in column 
integrated water vapor has been observed in many regions (Trenberth et al., 
2005). The consequences of this increase for the distribution of mean pre-
cipitation has been discussed in Section 4.2. As outlined below, models and 
simple theories also suggest that this increase in water vapor will increase 
the intensity of heavy rainfall events. Increasing trends in extreme precipi-
tation have been documented in many regions, including much of North 
America (USCCSP, 2008c), but evidence for associated increases in floods 
is not compelling to date (Lins and Slack, 1999, 2005; WWAP, 2008).

As articulated by Trenberth (1999) and many others, precipitation in 
storms is related mostly to atmospheric moisture convergence rather than 
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evapotranspiration during the storm; therefore, a storm with a given structure 
(with given vertical motion in particular), will generate more precipitation 
in a warmer climate, roughly following the increase in saturation vapor 
pressure, to the extent that the circulation within the storm does not change 
significantly. Additionally, as discussed in Section 4.2, evapotranspiration on 
average increases more slowly than does the water-holding capacity of the 
atmosphere; therefore, if precipitation intensity increases, then the frequency 
of precipitation must decrease to preserve a global balance of precipitation 
and evapotranspiration.

That climate models behave in this fashion, to first approximation, is 
documented in a number of papers (Emori and Brown, 2005; Pall et al., 
2007; Allan and Soden, 2008; Sugiyama et al., 2010). Although there are 
some changes in the intensity of vertical motion, increases in extreme pre-
cipitation are dominated by the changes in atmospheric moisture. Even in 
the subtropical semi-arid zones in which mean precipitation is projected 
to decrease, the highest percentile daily precipitation events increase in 
frequency, as shown by Pall et al. (2007).

O’Gorman and Schneider (2009) have analyzed an idealized atmo-
spheric model and point to the importance of the vertical gradient of the 
saturation mixing ratio in the lower troposphere rather than the water vapor 
mixing ratio itself as the key quantity whose increase controls intensity 
changes. The percentage change in this gradient is somewhat smaller than 
that of the mixing ratio but is of the same magnitude for typical atmospheric 
conditions, roughly 5% per degree warming. Limitations of this simple ther-
modynamic perspective are most likely to occur in the tropics, where latent 
heating is essential in driving circulations and where guidance from climate 
models is more suspect than in extratropical latitudes.

Allan and Soden (2008) compare precipitation estimates over the tropi-
cal oceans and GCM simulations to investigate the dependence of extreme 
precipitation intensities on surface temperature. They find the greatest rate 
of increase at the highest (most intense) precipitation percentiles in both 
models and observations. Furthermore, the inferred increases from the 
satellite precipitation data were considerably larger—in some cases over 
double—those predicted by the GCM simulations for the most extreme 
precipitation rates investigated.

The most extreme storms in mid-latitudes are also likely to be affected 
in structure by the increased latent heating, possibly causing changes in ex-
treme precipitation larger than suggested by the thermodynamic arguments. 
For example, Lenderink and Van Meijgaard (2008) analyzed a 99-year 
hourly precipitation record from the Netherlands along with a regional cli-
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mate model simulation and found that the most extreme precipitation rates 
increased at a rate nearly double that inferred from the roughly 7 percent 
per degree C Clausius-Clapyron rate of increase in atmospheric moisture 
content for constant relative humidity. The regional climate model gener-
ally produced changes in precipitation extremes that roughly matched those 
inferred from observations, i.e., approximately 14% increase per degree C 
warming.

Kharin et al. (2007) compare 20-year return period precipitation amounts 
simulated by IPCC AR4 model runs globally for mid- and late 21st century 
relative to model simulations for 1981-2000. They find that the models’ abil-
ity to reproduce current climate precipitation extremes in the extratropics is 
plausible, but that there are large differences in the simulations in the trop-
ics, which are compounded by observational issues. On a global basis, the 
average rate of increase in 20-year return period precipitation was slightly 
less than the Clausius-Clapyron rate of increase in atmospheric water hold-
ing capacity (see Figure 4.10).

Considering the combined literature on the physical basis for changes 
in extreme precipitation in a warming climate, along with model results and 
observational studies, there is a strong basis for concluding that precipitation 
extremes should increase with temperature in most parts of the globe. Model 
results are roughly consistent with simple physical arguments, although there 
are major issues with model parameterizations that complicate model-based 
interpretations in the tropics. Attempts to estimate changes in precipitation 
extremes from observations are complicated by large natural variability and 
spatial differences, but nonetheless observed changes over the past century 
are mostly consistent in sign with the expectation of increases in a warming 
climate (see also USCCSP, 2008c; and Section 4.2). We conclude the follow-
ing: Extreme precipitation is likely to increase as the atmospheric moisture 
content increases in a warming climate, with changes likely to be greater 
in the tropics than in the extratropics. Typical magnitudes are 3-10% per 
degree C warming, with potentially larger values in the tropics, and in the 
most extreme events globally. However, despite general agreement in the 
likely direction of future changes, our current understanding of precipitation 
extremes is not sufficient to infer the likely magnitudes of future changes 
for the large return periods used for infrastructure design. Although these 
changes in precipitation extremes could lead to changes in flood frequency, 
the linkage between precipitation changes and flooding will be modulated 
by interactions between precipitation characteristics and river basin hydrol-
ogy, the nature of which are not yet well known.
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4.7 SEA ICE, SNOW, AND RELATED FACTORS

Current State of Sea Ice

Sea ice plays a critically important role in our climate system. It controls 
the rate of heat exchange between the polar ocean and atmosphere, reflects 
much of the solar energy incident on it, helps to maintain the equator-pole 
temperature gradient, influences ocean circulation, and is of great ecological 
importance. Typically, sea-ice area is about 14 to 16 million Km2 in late win-
ter in the Arctic and 17 to 20 million Km2 in the Antarctic Southern Ocean. 
In late summer, on average, only about 3 to 4 million Km2 remain  in the 
Southern Ocean while in the Arctic there are approximately 7 million Km2 
(NSIDC; http://nsidc.org/sotc/sea_ice.html). Sea-ice extent, defined here 
as the area of ocean with at least 15% sea-ice concentration, is negatively 
correlated to global average surface temperature so that as globally averaged 
surface temperature increases, sea-ice extent decreases (e.g., Gregory et al., 
2002). This sea-ice response to the increasing global surface temperatures 
occurs directly through thermally driven flux exchanges with the atmosphere 
and their impact on sea-ice extent and thickness, and indirectly, through 
the additional impact of increasing temperatures on dynamic mechanisms 
such as ENSO (e.g., Timmermann et al., 1999) and SAM (e.g., Arblaster and 
Meehl, 2006). Satellite observations show that there has been a decrease in 
globally averaged sea-ice extent since 1979. This decrease has occurred in 
the Arctic, while the Antarctic sea ice has increased slightly (Figure 4.11).

Since the 1950s Arctic sea-ice extent has exhibited a statistically signifi-
cant decrease (Vinnikov et al., 1999), and the rate of decrease has been faster 
in summer (–7.8% per decade) than in winter (–1.8% per decade) (Stroeve 
et al., 2007). Satellite observations beginning in 1978 show that the annual 
average Arctic sea-ice extent has shrunk by 2.7% per decade (IPCC, 2007a) 
with larger decreases at the end of summer (9.1% per decade) than at the 
end of winter (2.9% per decade) (Stroeve et al., 2007). By some measures, 
from 1979 to 2006, September (late summer) sea-ice extent decreased by 
almost 25% or about 100,000 km2 per year (Serreze et al., 2007). Compari-
son of observed Arctic sea-ice decline to IPCC AR4 projections show that 
the observed rate of ice loss is faster than that predicted by any of the IPCC 
AR4 models (Stroeve et al., 2007).

The decrease in sea-ice extent has been accompanied by thinning pe-
rennial and seasonal ice (Kwok and Rothrock, 2009), a decrease in multi-
year ice (Maslanik et al., 2007), and record minima in September sea-ice 
cover (Serreze et al., 2007; Stroeve et al., 2007; Stroeve et al., 2008). Spring 
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melt seasons begin earlier and last longer (Serreze et al. (2007). The reduc-
tion in sea ice has occurred concurrently with a general increase in surface 
air temperatures over the Arctic Ocean (Comiso, 2003).

Part of this negative trend in Arctic sea ice has been attributed to 
natural variability in the atmospheric circulation, which influenced the ice 
circulation (Rigor and Wallace, 2004), as well as in ocean heat transport 
from the Atlantic (Polyakov et al., 2005) and the Pacific (Shimada et al., 
2006) Oceans. However, natural variability does not account for all of the 
trend. Part of it has been attributed to increased atmospheric greenhouse 
gas (GHG) loading. Stroeve et al. (2007) suggest that some 33-38% of the 
overall observed trend is due to GHG forcing and that for the more recent 
period 1979-2006 this value may be as high as 47-57%.

Although the whole Arctic has experienced a trend of decreasing sea 
ice extent, trends in Antarctic sea ice extent have a strong regional signal 
and have been of opposing sign as demonstrated in Figure 4.12, taken from 
Liu et al. (2004).

In the Bellingshausen/Amundsen and western Weddell Seas there have 

FIGURE 4.12 Spatial trends in Antarctic sea-ice concentration 1979-2002. (a) Trend before removing the 
influence of AAO and ENSO; (b) Trend after removing the influence of ENSO and the AAO. Source: Liu et 
al., (2004).

4-12.eps
bitmap
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been marked decreases in sea-ice extent, while the Ross Sea has exhibited 
increasing sea ice extent (Figure 4.12). Due to the opposing regional trends, 
Antarctic sea-ice extent (Figure 4.11) shows a slight, but statistically signifi-
cant, positive trend of 0.96±0.61% to 1.0±0.4% per decade, from 1979 to 
present (Cavalieri and Parkinson, 2008; Turner et al., 2009). This positive 
trend is led by autumn increases in the Ross Sea followed by the western 
Pacific Ocean and the Weddell Sea. Recently, the negative trends in the  
Bellingshausen/Amundsen Seas have decreased, while that in the Indian 
Ocean has become positive (Cavalieri and Parkinson, 2008). These regional 
trends in the Antarctic sea ice have been attributed to the influence of at-
mospheric circulation mechanisms, such asthe SAM (e.g., Thompson and 
Wallace, 2000), ENSO (e.g., Carleton et al., 1998), and zonal wave three 
(Raphael, 2007), and stronger cyclonic flow over the Amundsen and Ross 
Seas associated with stratospheric ozone depletion (Turner et al., 2009). As 
in the Arctic, there have also been changes in seasonality of the sea ice. 
The sea-ice maximum appears to occur slightly later in the year, while the 
sea-ice minimum tends to occur earlier. However, neither trend is statisti-
cally significant.

Predictions for Arctic Sea Ice over the 21st Century

The consistent conclusion from all of the model studies is that Arctic 
sea-ice extent will continue to decrease during the 21st century if emissions 
of GHGs remain unchecked. This is clearly illustrated in Figure 4.13, which 
shows the September results from IPCC models using 21st century forcings 
based on the SRES A1B scenario, a medium-high emissions scenario. In 
this scenario CO2 concentration is projected to reach 720 ppm by 2100. 
Although much smaller, the late winter trends are of similar sign. Even with 
reductions in GHG emissions, Arctic sea-ice extent is predicted to decrease, 
and the rate of decrease changes with the GHG emission scenario as well as 
individual model physics. Washington et al. (2009) conducted an analysis 
of what would occur if CO2 were to be stabilized at 450 ppm at the end of 
the 21st century. Their results for late summer/early fall (Figure 4.14) show 
that sea-ice extent for an unmitigated CO2 scenario is reduced by 76% 
compared to present-day values, whereas for 450 ppm it is reduced only 
by 24%, preserving 4 million Km2 of sea ice.

Although the predicted year varies, by the end of the 21st century most 
IPCC models predict an essentially ice-free Arctic (less than 1 million Km2) 
in late summer. Estimates range from 2037 to 2100 (e.g., Arzel et al., 2006; 
Boe et al., 2009; Wang and Overland, 2009). The timing depends in part 
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on the emission scenario used by the models but may also depend on the 
natural variability simulated by the individual models. Figure 4.15 taken 
from Wang and Overland (2009) illustrates this using six IPCC models that 
simulate the observed mean minimum and seasonality of sea ice very well. 
Two SRES scenarios are represented: the A1B, which reaches CO2 concen-
tration of 720 ppm by the end of the 21st century, and A2, which reaches 
850 ppm at the same time.

The predicted reduction in sea-ice extent is expected to be accompanied 
by reduction in sea-ice thickness in summer and winter as more areas are 
replaced by first year ice. Ice in the Northern Hemisphere is expected to thin 
dramatically as the projected reduction in sea-ice volume is about twice that 
of the sea-ice extent reduction. Using the same six models in Figure 4.15, 
Wang and Overland (2009) compare the ice thickness at the time when the 

FIGURE 4.13 Arctic September sea-ice extent (× 106 km2) from observations (thick red line) and 13 IPCC 
AR4 climate models, together with the multi-model ensemble mean (solid black line) and standard devia-
tion (dotted black line). Models with more than one ensemble member are indicated with an asterisk. Inset 
shows 9-year running means. Source: Stroeve et al. (2007).
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simulated sea-ice extent reaches present-day values (4.6 million km2) in 
September and March compared to when the sea-ice extent reached nearly 
ice-free conditions (less than 1.0 million km2) near the end of the 21st cen-
tury (see Figure 4.16). When sea-ice extent reaches present-day observed 
values in March much of the central Arctic is covered by sea ice less than 
2.5 m thick. By the end of the century this sea ice is less than 2.0 m thick. 
In September over the same period sea ice moves from being less than 1.2 
m thick to nearly ice-free conditions.

The mechanisms involved in reducing sea-ice cover are all positively 
correlated with temperature increase, giving rise to a linear relationship be-
tween annual Arctic sea-ice area reduction and global-averaged surface air 
temperature. According to one set of estimates, if GHG emissions continue 
to increase, corresponding temperature increases of 1°C, 2°C, 3°C, and 4°C 
are associated with Arctic sea-ice area reductions of 13%, 25%, 36% and 
50% respectively (e.g., Gregory et al., 2002: Figure 4). Greater reductions 
are expected for summer compared to winter. For summer these values are 
on the order of 24% per degree warming resulting in an ice-free summer 

FIGURE 4.14 Time series of August, September and October (ASO) season average Arctic sea ice extent. 
Dark solid lines are the model ensemble means and the shaded areas show the range of the ensemble 
members. Observed sea ice is in black. SOURCE: Washington et al., 2009, their Figure 3.4.14.eps

bitmap
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by the end of the 21st century for a global warming of 2-4°C above late 
20th century values or 3-5°C above pre-industrial values This linear rela-
tionship between sea-ice loss and global-averaged surface air temperature 
has implications for sea-ice recovery. One set of simulations using the A1B 
scenario suggests that Arctic sea ice may recover if GHG emissions were 
reduced. This response is linear for the annual sea-ice extent but nonlinear 
for September (Holland et al., 2006, 2010).

Predictions for Antarctic Sea Ice over the 21st Century

Compared to the Arctic very few studies examine the predicted sea-ice 
changes for the Antarctic. However, many of the characteristics of projected 
change are like those for the Arctic. Over the 21st century Antarctic sea-ice 

FIGURE 4.16 Mean sea-ice thickness for (left) March and (right) September based on ensemble members 
from six models under A1B emissions scenario. (a and b) Year when the September ice extent reached 4.6 
million km2 by these models and (c and d) year when the Arctic reached nearly sea-ice conditions (less 
than 1.0 million km2) in September. Source: Wang and Overland, (2009: Figure 3).

4.16.eps
bitmap
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cover is projected to decrease. Note that late 20th century and early 21st 
century observations suggest a slight but significant increase in Antarctic 
sea-ice extent, contrary to that simulated by the models. This increase is 
associated with stratospheric ozone depletion and is expected to reverse 
as ozone returns to normal levels. The predicted decrease will occur more 
slowly than in the Arctic, particularly in the Ross Sea where temperatures 
are expected to remain cooler. This is attributed to the fact that the Southern 
Ocean stores much of its heat increase at depths below 1 km, while in the 
Arctic Ocean and subpolar seas the heat remains in the upper 1 km (Gregory, 
2000; Bitz et al., 2007). In addition, horizontal heat transport poleward of 
about 60°N increases in many models (Holland and Bitz, 2003). These dif-
ferences in the depth where heat is accumulating in the high-latitude oceans 
influence the relative rates of sea ice decay in the Arctic and Antarctic so 
that ice loss is faster in the Arctic (IPCC, 2007a).

A comparison of the last 20 years of the 21st century under the SRES 
A1B scenario with the last 20 years of the 20th century shows a decrease 
in the sea-ice concentration in both summer (JFM) and winter (JAS) by the 
end of the 21st century (Meehl et al., 2007; Sen Gupta et al., 2009). (See 
Figure 4.17.)

IPCC models predict a loss in sea-ice cover in summer and winter rang-
ing from 10-50% in winter, and 33% to total loss in summer by the end 
of 2100. This is associated with a global warming ranging from 1.7-4.4°C 
above late 20th century values. The volume of sea ice is also reduced, and 

FIGURE 4.17 Multi-model mean sea-ice concentration (%) for January to March (JFM) and June to Septem-
ber (JAS), in the Antarctic for the periods (a) 1980 to 2000 and (b) 2080 to 2100 for the SRES A1B scenario. 
The dashed white line indicates the present-day 15% average sea-ice concentration limit. Source: Modified 
from Flato et al. (2004); IPCC (2007a, their Figure 10.14).4-17.eps

bitmap
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this decrease in volume is larger than the decrease in sea-ice concentra-
tion, indicating thinning of the sea ice. Substantial sea-ice loss occurs at 
all longitudes especially in the west Antarctic. In summer the greatest loss 
is east of the peninsula. Ice loss at these levels suggests a reduction in the 
seasonal cycle of sea-ice concentration and volume and means a reduction 
of brine rejection at the margins of Antarctica. This has implications for the 
future formation of Antarctic deep water and therefore for global ocean heat 
transport (Sen Gupta et al., 2009).

Snow Cover

Snow cover depends on both temperature and precipitation and is 
strongly negatively correlated with air temperature. Due to its high albedo, 
much less solar energy is absorbed by snow-covered areas as contrasted 
with snow-free areas, and surface temperatures tend to be lower, especially 
during periods of snow melt. Snow also plays an important role in storing 
moisture that is released when temperatures rise above freezing. It is a sig-
nificant variable in the water balance of snow-covered regions and plays 
an important role in water management, especially in the western United 
States, where much of the region’s runoff originates in snow that accumu-
lates in mountainous areas in winter. Along with snowfall amounts and 
snow-covered area, snow water equivalent (SWE) and snow cover duration 
(SCD) are variables that can be used to characterize snow cover.

Current State of Snow Cover

In the Northern Hemisphere the snow-cover area (SCA) in March has 
exhibited a negative trend since about 1970, and this decrease has been as-
sociated with increased winter temperatures. This correspondence between 
March SCA and winter temperature appears to have strengthened toward 
the end of the 20th century (McCabe and Wolock, 2010). Since 1950, SWE 
has displayed a negative trend in the Pacific Northwest, particularly at lower 
elevation (Mote, 2003). A shift in the Pacific Decadal Oscillation (PDO) may 
have contributed to this trend but Mote et al. (2005), in an analysis expanded 
to include all of the western United States, argued that the PDO alone could 
not explain the trend in SWE. These conclusions are supported by Hamlet 
et al. (2005) who attributed the downward trend in SWE to increases in 
temperature rather than a decrease in precipitation. Figure 4.18 illustrates 
the observed trends in SWE as well as the trends simulated by the Variable 
Infiltration Capacity (VIC) hydrologic model. Although some positive trends 



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

 PHYSICAL CLIMATE CHANGE IN THE 21ST CENTURY 139

FIGURE 4.18 Linear trends in 1 Apr SWE relative to the starting value for the linear fit (i.e., the 1950 value 
for the best-fit line): (a) at 824 snow course locations in the western United States and Canada for the 
period 1950-1957, with negative trends shown by red circles and positive by blue circles; (b) from the 
simulation by the VIC hydrologic model (domain shown in gray) for the period 1950-1997. Source: Mote 
et al. (2005: Figure 1).

occurred in, for example, the Southwest, negative trends dominated the re-
gion with the largest reductions occurring in western Washington, western 
Oregon, and northern California.

Accompanying that trend in SWE is a shift in snow melt timing to 
earlier than average for the contiguous western United States, Alaska, and 
Canada. Over the period 1966-2007 satellite observations show snow cover 
reduction over western North America and maritime regions, eastern North 
America, Scandinavia, and the Pacific coast of Russia (Brown and Mote, 
2009).

Predicted Changes in Snow Cover

Snow cover formation and melt are closely related to temperature; 
therefore snow cover is expected to decrease as temperatures increase. 
Model results project widespread reductions in snow cover over the 21st 
century. The Arctic Climate Impact Assessment (ACIA) model mean projects 
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a reduction in Northern Hemisphere snow cover of 15% by the end of the 
21st century under the B2 scenario. Individual, projected reductions range 
from 9-17%, and are greatest in spring and late summer/early winter, result-
ing in a shorter snow cover season. The timing of snow accumulation and 
snow melt is also projected to change. Accumulation is projected to begin 
later and melt to begin earlier. Fractional snow coverage is also predicted 
to decrease (Hosaka et al., 2005).

Regionally, the changes are a response to both increased temperature 
and increased precipitation and are complicated by the competing effects of 
warming and increased snowfall in those regions that remain below freez-
ing. Taken across models, snow amount and snow coverage decrease in the 
Northern Hemisphere. Although a number of assessments have been per-
formed of the implications of changes in snow cover on run-off, especially in 
the western United States (e.g., Hamlet and Lettenmaier, 1999; Christensen 
et al., 2004; Payne et al., 2004; Christensen and Lettenmaier, 2007), they 
have mostly been based on off-line simulations wherein hydrology models 
have been forced with downscaled output from GCMs, rather than as sen-
sitivity analyses, for instance, per degree of global warming. One study that 
has adopted a sensitivity analysis approach is Casola et al. (2009), which 
estimated that for each increase in (local, not global) temperature of 1°C the 
snowpack should decrease by about 20%. Precipitation changes (precipita-
tion is expected to increase slightly as the climate warms) complicate the 
snow cover response, which varies with latitude and elevation. When the 
expected global rate of increase in precipitation was considered, Casola et 
al. (2009) estimated that the sensitivity of Cascades snowpack would be re-
duced to 16% per degree C of local warming. Snow amount is projected to 
increase in other regions, for example, in Siberia. Such increases are thought 
to be due to increases in precipitation (snowfall) during autumn and winter 
(Hosaka et al., 2005; Meleshko et al., 2005).

The snow cover variables that are most sensitive to a warming climate 
are snow cover duration (SCD) and snow water equivalent (SWE). This sen-
sitivity varies with climate regime and elevation, where the largest changes 
are projected to occur over lower elevations of regions with maritime winter 
climate, that is, moist climates with snow season temperatures in the range 
of –5°C to 5°C, and the lowest sensitivities are in mid-winter in cold conti-
nental climates. In general the models predict an enhanced early response 
of snow cover to warming over the western cordillera of North America 
and maritime regions. Over continental interiors, snow cover changes are 
slower. However, during the 21st century, annual mean SCD is expected 
to decrease. Although few models show any significant decrease in SCD 
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during the 20th century, by 2020 the majority of models show significant 
decrease in SCD over eastern and western North America, Scandinavia, 
and Kazakhstan. By 2080 the majority of models show significant decreases 
everywhere. The regions that exhibit the least consensus tend to be conti-
nental and that might be due to a slower snow cover change signal. Like 
SCD, SWE decreases into the 21st century; however, model consensus on 
the statistical significance of this decrease does not become clear until 2050 
when significant decreases occurred over the mid-latitude coastal regions of 
western Europe and North America (Brown and Mote, 2009).

Permafrost

Permafrost is defined as soil that remains at or below freezing tem-
peratures for two or more years successively. Classified as continuous, 
discontinuous, and sporadic, permafrost zones occupy about 24% of the 
Northern Hemisphere exposed land or about 26 million km2 but permafrost 
underlies only 13-18% of the exposed land (Nelson et al., 1997; Zhang 
et al., 1999). The active layer of permafrost is the upper layer of soil that 
thaws in summer and refreezes in winter (Sazonava et al., 2004). In this 
layer almost all of the below-ground biological processes take place. When 
it is deep, thawing increases soil moisture storage. Permafrost degradation 
occurs when temperatures increase in the active layer, and as a result the 
depth of thaw increases in successive summers and becomes greater than 
the depth of refreezing.

Although there have been exceptions to the trend (e.g., Brown et al., 
2000), in general, observations indicate that the temperature of the per-
mafrost has increased over the 20th century. For example in northern 
Alaska permafrost temperatures increased by 2 to 7°C over the 20th century 
(Lachenbruch and Marshall, 1986; Nelson, 2003). Although the size var-
ies, this warming trend is repeated in northwestern Canada (e.g., Smith et 
al., 2003), northwestern Siberia (e.g., Pavlov and Moskalenko, 2002), and 
Scandinavia (Isaksen et al., 2000) among other regions. Along with the 
higher temperatures, observations show that the active layer is deepening 
and the permafrost extent is decreasing (Jorgenson et al., 2001; Serreze et 
al., 2002; Zhang et al., 2005). Since 1900, the maximum area of seasonally 
frozen ground has decreased by about 7%, led by decreases in spring of up 
to 15% (Lemke et al., 2007).
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Predicted Changes in Permafrost

Climate models predict increases in the depth of thaw over much of the 
permafrost region. By 2050 seasonal thaw depths are projected to increase 
by more than 50% in the permafrost regions to the far north including Siberia 
and northern Canada, while in the southern extents increases of 30-40% 
are predicted (Stendel and Christensen, 2002; ACIA, 2005; Sasonova et al., 
2004). In eastern Siberia permafrost degradation is projected to begin as 
early as 2050. The increases in thaw depth are associated with warming at 
the high northern latitudes (e.g., Lawrence and Slater, 2005; Yamaguchi et 
al., 2005; Kitabata et al., 2006).

The total area covered by continuous, near-surface permafrost (less than 
4 m deep) is also projected to decrease and shrink poleward during the 21st 
century. This is demonstrated in Figure 1 of Stendel and Christiansen (2002), 
which shows model results for the A2 scenario. Predicted median values 
for this change are 18, 29, and 41% by 2030, 2050, and 2080 respectively 
(ACIA, 2005). The size of the decrease varies by model and by warming 
scenario. For example, Washington et al. (2009) show a range of perma-
frost loss with the largest losses occurring in their SRES A2 (high emission 
scenario) and the least in their low emission (450 ppm CO2) scenario. (See 
Figure 4.19.)

Estimates of near-surface permafrost degradation rates to warming forced 
by the A1B GHG emissions scenario is on the order of 81,000 km2 per year 
(Lawrence et al., 2008a). Rates of permafrost degradation may be influenced 
by rapid Arctic sea ice loss. One climate simulation of such loss predicted 
warming rates in the western Arctic of 3.5 times greater than the current 21st 
century climate change trends. This warming signal penetrated inland up to 
1,500 km and, although most apparent in autumn, is there year-round. This 
warming leads to substantial ground heat storage, which in turn degrades 
the permafrost (Lawrence et al., 2008b).

4.8 SEA LEVEL RISE

The coastal zone has changed profoundly during the 20th century, pri-
marily due to growing populations and increasing urbanization. In 1990, 23 
percent of the world’s population (or 1.2 billion people) lived both within a 
100 km distance and 100 m elevation of the coast at densities about three 
times higher than the global average. By 2010, 20 out of 30 mega-cities are 
on the coast with many low-lying locations threatened by sea level rise. With 
coastal development continuing at a rapid pace, society is becoming in-
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FIGURE 4.19  Time series of model simulations of Northern Hemisphere permafrost up to 2000 and pre-
dicted permafrost for several different scenarios after 2000. Dark lines are the model ensemble means 
and shaded areas show the range of ensemble members. Source: Washington et al. (2009: supplementary 
figures).

4-19.eps
bitmap

creasingly vulnerable to sea level rise and variability—as Hurricane Katrina 
recently demonstrated in New Orleans. Rising sea levels will contribute to 
increased storm surges and flooding, even if hurricane intensities do not in-
crease in response to the warming of the oceans. Rising sea levels will also 
contribute to the erosion of the world’s sandy beaches, most of which have 
been retreating over the past century. Low-lying islands are also vulnerable 
to sea level rise. An increase in global temperature will cause sea level rise 
and will change the amount and pattern of precipitation, which is impor-
tant for the stability of ice sheets. The current increase in precipitation over 
Greenland does not offset the ice loss by melt and fast-flowing glaciers.
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Mean, Local, Eustatic, and Steric Sea Level

Mean sea level (MSL) is a measure of the average height of the ocean’s 
surface (such as the halfway point between the mean high tide and the mean 
low tide). Local mean sea level (LMSL) is defined as the height of the sea 
with respect to a land benchmark, averaged over a period of time (such as 
a month or a year) long enough that fluctuations caused by waves and tides 
are smoothed out. One must adjust perceived changes in LMSL to account 
for vertical movements of the land, which can be of the same order (mm 
y–1) as sea level changes. Some land movements occur because of isostatic 
adjustment of the mantle to the melting of ice sheets at the end of the last 
ice age. The weight of the ice sheet depresses the underlying land, and 
when the ice melts away the land slowly rebounds, whereas some coasts 
are sinking as a result of isostatic adjustment due to collapsing forebulges 
in the near-field ocean of previously glaciated regions (Mitrovica and Milne, 
2002). Atmospheric pressure, ocean currents and local ocean temperature 
changes also can affect LMSL. The term eustatic refers to global changes 
in the sea level brought about by the alteration to the volume of the world 
ocean (e.g., melting of ice sheets). The term steric refers to global changes 
in sea level due to thermal expansion and salinity variations. The term 
isostatic refers to changes in the level of the land masses due to thermal 
buoyancy or tectonic effects and implies no real change in the volume of 
water in the oceans.

Global Sea Level

Since 1870, global sea level has risen by about 0.2 m (Bindoff et al., 
2007). Since 1993, sea level has been accurately measured globally from 
satellites. Before that time, the data come from tide gauges at coastal stations 
around the world. Satellite and tide-gauge measurements show that the rate 
of sea level rise has accelerated (Figure 4.20). Satellite measurements show 
sea level is rising at 3.1±0.4 mm y–1 since these records began in 1993 
through 2003 (Figure 4.21). This rate has decreased for the most recent time 
period (2003-2008) to 2.5±0.4 mm y–1 due to a reduction of ocean thermal 
expansion from 1.6±0.3 mm y–1 to 0.37±0.1 mm y–1, whereas contributions 
from glaciers, ice caps, and ice sheets increased from 1.2±0.41 mm y–1 to 
2.05±0.35 mm y–1, respectively (Cazenave et al., 2008). Statistical analysis 
reveals that the rate of rise is closely correlated with temperature. Sea level 
rise is an inevitable consequence of global warming for two main reasons: 
ocean water expands as it heats up, and additional water flows into the 
oceans from the ice that melts on land.
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FIGURE 4.20 Sea level change during 1970-2009. The tide gauge data are indicated in red (Church and 
White, 2006) and satellite data in blue (Cazenave et al., 2008). The grey band shows the projections of the 
IPCC Third Assessment report for comparison. 4-20.eps

bitmap

Polar Precipitation

Each year, about 8 mm of sea level equivalent accumulates as snow on 
Greenland and Antarctica. Small changes in precipitation in polar regions 
will have major affects on the mass balance of the Greenland and Antarctic 
ice sheets. Increasing temperatures tend to increase evaporation, which leads 
to more precipitation. Greenland ice sheet precipitation—downscaled from 
ECMWF operational analyses and re-analyses (Hanna et al., 2005)—follows 
a significantly increasing trend for 1958-2006. Additional precipitation will 
occur due to warmer air temperatures mainly in the form of snow accumula-
tion, therefore largely (i.e., ~80%) off sets rising Greenland run-off over the 
same period (Hanna et al., 2008). The increase in precipitation is confirmed 
by satellite altimetry data (Johannessen et al., 2005) with a significant growth 
of 2-5 cm y–1 of the Greenland ice sheet interior from 1992-2004.
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FIGURE 4.21 Sea level curve from Topex/Poseidon and Jason-1 satellite altimetry over 1993-2008 (data 
averaged over 65°N and 65°S; 3-month smoothing applied to the raw 10-day data). Black: Topex/Poseidon; 
red: Topex/Poseidon plus Jason-1; blue: Jason-1. Source: Cazenave et al. (2008).

The lack of a 20th century trend in net precipitation in recent compre-
hensive analyses over Antarctica is particularly problematic in the context 
of 21st century model projections. Almost all climate models simulate a 
continuing robust precipitation increase over Antarctica in the coming 
century. During the first half of the 21st century, models using the A1B sce-
nario predict anything from a maximum upward trend of 0.71 mm y–1 to a 
maximum downward trend of 0.13 mm y–1. Some models project stronger 
net precipitation increases in the first half of the 21st century, while other 
models project stronger increases after the middle of the century.

Subsidence

Subsidence is the motion of a surface as it shifts downward relative to 
a datum such as sea level. Subsidence can be caused by mining, extraction 
of natural gas, groundwater-related subsidence, isostatic subsidence (change 
in sedimentation rate), just to name a few, and can locally account for sev-
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eral millimeters per year. Some coastal regions are particularly vulnerable 
to erosion and inundation due to the rapid deterioration of coastal barriers 
combined with relatively high rates of land subsidence. Subsidence is very 
important for local sea level assessments and can outweigh the global sea 
level rate of change on short time scales.

Thermal Expansion

Changes in the climate systems’ energy budget are revealed in ocean 
temperatures and the associated thermal expansion contribution to sea level 
rise. Like air and other fluids, water expands as its temperature increases (i.e., 
its density decreases as temperature increases). As climate change increases 
ocean temperatures, initially at the surface and over centuries at depth, the 
water will expand, contributing to sea level rise from thermal expansion. 
Thermal expansion is likely to have contributed to about 0.025 m of sea level 
rise during the second half of the 20th century (Meehl et al., 2007), and this 
rate has increased to about three times during the early 21st century.

The method of calculating average ocean heat content and the as-
sociated sea level change using only surface temperatures opens up the 
possibility of expanding our knowledge into the past and future. Projected 
rise in global thermosteric sea level for the hypothetical situation where all 
warming of the sea surface has stopped and the present average temperature 
is maintained into the future shows that we are committed to a further 0.05 
m sea level rise over the next two centuries (Marc̆elja, 2009).

Current estimates of thermal expansion account for approximately half 
of the change observed in global mean sea level rise during the first decade 
of the satellite altimeter record, but only about a quarter of the change dur-
ing the previous half century (Figure 4.22). Because this contribution to sea 
level rise depends mainly on the temperature of the ocean, projecting the 
increase in ocean temperatures provides an estimate of future growth. Over 
the 21st century, the IPCC AR4 projected that thermal expansion will lead 
to sea level rise of about 0.23±0.09 m for the A1B scenario.

Glaciers

Terrestrial glaciers and the Greenland and Antarctic ice sheets have the 
potential to raise global sea level many meters. Terrestrial glaciers are shrink-
ing all over the world. During the past decade, they have been melting at 
about twice the rate of the past several decades (Figure 4.22).

Glaciers and mountain ice caps, including those peripheral to Green-
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FIGURE 4.22 (a) Total observed sea level rise and its components. The components are thermal expansion 
in the upper 700 m (red), thermal expansion in the deep ocean (orange), the ice sheets of Antarctica and 
Greenland (cyan), glaciers and ice caps (dark blue), and terrestrial storage (green). (b), The estimated sea 
levels are indicated by the black line, the yellow dotted line, and the red dotted line (from satellite altimeter 
observations). The sum of the contributions is shown by the blue line. Estimates of one standard deviation 
error for the sea level are indicated by the grey shading. For the sum of components, we include our rig-
orous estimates of one standard deviation error for upper-ocean thermal expansion; these are shown by 
the thin blue lines. All time series were smoothed with a 3-year running average and are relative to 1961. 
Source:  Domingues et al. (2008).
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FIGURE 4.23 Estimates of the contribution of glaciers and ice caps to global change in sea level equivalent 
(SLE), in millimeters SLE per year. Source: Allison et al. (2009b).4.23.eps

bitmap

land and Antarctica, can potentially contribute a total of approximately 
0.7 m to global sea level, and they provide a source of freshwater in many 
mountain regions worldwide (Bahr et al., 2009). For 1961-2003, glaciers 
and ice caps contributed 0.5±0.2 mm y–1 to global sea-level rise (Figure 
4.22), increasing to 0.8±0.17 mm y–1 for 1993-2003 (Allison et al., 2009b). 
This new assessment (Figure 4.23) shows ice loss from glaciers and ice caps 
slightly higher than those reported in IPCC AR4, contributing now about 
1.2±0.2 mm y–1 to global sea level rise. Glaciers and ice caps are not in 
balance with the present climate; glaciers need to decrease in volume by 
27% on average, and ice caps need to decrease by 26% to attain equilibrium 
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(Bahr et al., 2009). A future equilibrium with the current climate implies a 
change in sea level of 0.089±0.015 m due to glaciers and 0.095±0.029 m 
due to ice caps, with a total change in sea level of 0.184±0.033 m.

The ratio of accumulation area (AAR) at the end of the melt season and 
total glacier area dropped from roughly 0.54 in 1961 to 0.44 in 2007, and it 
is expected to drop further to 0.31 by 2050. This is a conservative estimate—
observations indicate a faster than linear decrease in global ice mass balance 
over the past 40 years (Kaser et al., 2006). Although the actual decrease in 
AAR may be faster than linear, this conservative estimate represents a 30% 
decrease from the current value. As a rough approximation, we can assume 
that the AAR of every glacier decreases by the same percentage, giving an 
estimate of the fractional volume change for each glacier. In that case, the 
minimal sea level rise from glaciers and ice caps will be 0.373±0.021 m 
over the next 100 years (Bahr et al., 2009).

Greenland and Antarctic Ice Sheets

On the polar ice sheets, there is observational evidence of accelerating 
flow from outlet glaciers both in Greenland and in west Antarctica. Both 
inland snow accumulation and marginal ice melting have increased over 
the Greenland ice sheet, but there is little evidence for any significant ac-
cumulation trend over the Antarctic ice sheet. Antarctica and Greenland 
maintain the largest ice reservoirs on land. For 1993-2003, the estimated 
contributions for the Greenland and Antarctic ice sheets are 0.21±0.07 mm 
y–1 and 0.21±0.35 mm y–1, respectively (Bindoff et al., 2007). There is little 
information to constrain ice sheet contributions for previous decades, but 
it is thought that the Greenland contribution has increased significantly in 
recent years (Lemke et al., 2007). Since IPCC AR4, there have been a number 
of new studies on ice sheet mass budget that have considerably enhanced 
our understanding of ice sheet vulnerabilities (Figure 4.24) (Allison et al., 
2009a). Recent observations have shown that changes in the rate of ice 
discharge into the sea can occur far more rapidly than previously suspected 
(e.g., Rignot, 2006).

The pattern of ice sheet change in Greenland is one of near-coastal 
thinning, primarily along fast-moving outlet glaciers. Accelerated flow and 
discharge from some major outlet glaciers (also called dynamic thinning) is 
responsible for much of the loss (Rignot and Kanagaratnam, 2006; Howat 
et al., 2007). Pritchard et al. (2009) used high-resolution satellite laser 
altimetry to show that dynamic thinning of fast-flowing coastal glaciers is 
now widespread at all latitudes in Greenland. Figure 4.24 shows estimates 
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FIGURE 4.24 Estimates of the net mass budget of the Greenland Ice Sheet since 1992 (Allison et al., 2009b). 
The horizontal dimension of the boxes shows the time period for which the estimate was made, and the 
vertical dimension shows the upper and lower limits of the estimate. The colors represent the different 
methods that were used: black is satellite radar altimetry, orange is aircraft laser altimetry, purple is aircraft/
satellite laser altimetry, red is the flux component method, and blue is satellite gravity.

of the mass balance of the Greenland ice sheet that have been made since 
the early 1990s. The horizontal dimension of the boxes shows the time 
period for which the estimate was made, and the vertical dimension shows 
the upper and lower limits of the estimate. The colors represent the dif-
ferent methods that were used: black is satellite radar altimetry, orange is 
aircraft laser altimetry, purple is aircraft/satellite laser altimetry, red is the 
flux component method, and blue is satellite gravity. The dashed green box 
represents the estimated Greenland balance of the IPCC AR4 assessment. 
These data indicate that mass loss from the Greenland ice sheet may be in-
creasing, although it is also clear that the various estimates are frequently not 
in agreement. Greenland lost roughly 150 Gt y–1 since 2000, increasing to 
180±50 Gt y–1 (0.5±0.14 mm y–1 SLR) for the time period 2003-2007. More 
than 50% of the current ice loss is caused by increase in ice discharge and 
ocean interaction of tidewater glaciers, the remaining part can be explained 
by the increase in surface melt due to warmer summer temperatures (Hanna 
et al., 2008). The interior of the ice sheet is expected to be less vulnerable 
to future changes than the edge regions. Current discharge rates may repre-
sent a transient instability, and whether they will increase or decrease in the 
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FIGURE 4.25 Estimates of the net mass balance of the Antarctic Ice Sheet since 1992 (Allison et al., 2009b). 
The horizontal dimension of the boxes shows the time period for which the estimate was made, and the 
vertical dimension shows the upper and lower limits of the estimate. The colors represent the different 
methods that were used: black is satellite radar altimetry, orange is aircraft laser altimetry, red is the flux 
component method, and blue is satellite gravity.

future is unknown. Currently there is no dynamic ice sheet model that can 
predict the response of the Greenland ice sheet for a warmer climate. We 
can constrain a possible upper bound of SLR contribution from Greenland 
assuming a doubling in ice discharge and a continued increase in surface 
melt using the AR4 A1B scenario (Pfeffer et al., 2008). The total contribution 
to SLR would be about 0.16 m by 2100, with 0.09 m contribution from ice 
dynamics, and 0.07 m from surface melt (Pfeffer et al., 2008).

The Antarctic ice sheet shows a pattern of near balance for East Antarc-
tica and mass loss from West Antarctica and the Antarctic Peninsula since 
2003 (Cazenave et al., 2009). However, the uncertainties of these measure-
ments are large (Figure 4.25) and there is no strong evidence for increasing 
Antarctic loss over the period shown.

However, there is a region in West Antarctica that shows increasing 
ice loss in recent years (Figure 4.25, most of this signal comes from West 
Antarctica). The Amundsen Coast Basin, including Pine Island ice and 
Thwaites Glacier, is not confined by large ice shelves, and these marine-
based ice masses, which are potentially unstable, contain about 1.5 m 
sea level equivalent. The average ice velocity in this region is 2 km y–1, 
which is considerably higher than the average velocity of all Antarctic ice 
streams (0.65 km y–1) (Pfeffer et al., 2008). If this ice discharge continues to 
increase, SLR contribution from West Antarctica cannot be ignored. Pfeffer 



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

 PHYSICAL CLIMATE CHANGE IN THE 21ST CENTURY 153

et al. (2008) assume in their sea level rise sensitivity study for Antarctica 
a doubling of outlet glacier velocities in Pine Island and Thwaites Glacier 
within the first decade, and ice loss acceleration from the Antarctic Penin-
sula at the same rate than melt increase at present-day rates of surface mass 
balance change, resulting in a sea level rise of 0.12 m by 2100, just from 
the increase in ice discharge.

Summary of Sea Level Change

Greenland and Antarctic ice sheets together would contribute up to 
0.285 m sea level under the AR4 A1B warming scenario, assuming a dou-
bling in ice discharge for the Greenland outlet glaciers, and the Amundsen 
Coast Basin in Antarctica. Such an increase in ice discharge has already 
been observed for several regions in Greenland. Glaciers and ice caps are 
expected to contribute 0.37±0.02 m sea level rise under the same warm-
ing scenario, and thermal expansion is expected to contribute 0.23±0.09 
m by 2100.

Thus, the sea level rise by 2100 is expected to be at least 0.60±0.11 m 
from thermal expansion and ice loss from glaciers and small ice caps only. 
Assuming additional ice loss from Greenland at the rate, the total global sea 
level rise would be about 0.65±0.12 m by 2100. Doubling in ice discharge 
for both Greenland and Antarctica, the sea level increase could be as high 
as about 0.88 ±0.12m by 2100. The estimated range in sea level rise in 2100 
is therefore from about 0.5 to 1 m.

The dynamic response of ice sheets to global warming is the largest 
unknown in the projections of sea level rise over the next century. Vermeer 
and Rahmstorf (2009) made a semi-empirical projection linking sea level 
to temperatures from past observations; their statistical projection for a tem-
perature scenario A1B (IPCC AR4: 2.3-4.3°C increase for 2100) predicts a 
SLR of 0.97-1.56 m above 1990 by 2100. This is consistent with what hap-
pened during warming in the last interglacial time period (LIG) and cannot 
be ruled out. The LIG warming was caused by perturbations of Earth’s orbit 
(Overpeck et al., 2006) and arrived much more gradually than is projected 
for human-induced warming, so a faster sea level rise in the future than in 
the LIG would not be surprising. On the other hand, changes in the LIG 
were linked to ice at low elevation, which could behave differently from 
that at high elevation in the interior of Greenland.
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FIGURE 4.26 Schematic indicating the effects on seawater carbonate chemistry due to the uptake of 
excess carbon dioxide (CO2) from the atmosphere. Ocean acidification causes increases in some chemical 
species (red) and decreases in other species (blue). Ocean acidification also causes a reduction in pH (pH 
= –log10[H+]) and the saturation states, W, of calcium carbonate minerals in shells and skeletons of plank-
tonic and benthic organisms and in carbonate sediments. On millennial and longer time scales, ocean pH 
perturbations are buffered by external inputs of alkalinity, denoted by calcium ions (Ca2+) and changes in 
the net burial rate of carbonate sediments.
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4.9 OCEAN ACIDIFICATION

The oceanic uptake of excess atmospheric carbon dioxide alters the 
chemistry of seawater, which may impact a wide range of marine organisms 
from plankton to coral reefs (Doney et al., 2009a,b; NRC, 2010) (see also 
Section 6.3). Ocean acidification is in fact a series of interlinked and well-
known changes in acid-base chemistry and carbonate chemistry due to the 
net flux of CO2 into surface waters (Figure 4.26). The chemical shifts include 
increases in the partial pressure of carbon dioxide (pCO2), the concentration 
of aqueous CO2, and the hydrogen ion (H+) concentration and decreases 
in pH (pH = –log10[H+]). The increase in hydrogen ion concentration acts 
to lower the concentration of carbonate ions (CO3

2–) through the reaction 
H+ + CO3

2– => HCO3
–, even though the total amount of dissolved inor-

ganic carbon (DIC) goes up (DIC = [CO2] + [HCO3
–] + [CO3

2–]). Declining 
CO3

2– in turn lowers calcium carbonate (CaCO3) mineral saturation state, W 
= [Ca2+][CO3

2–]/Ksp, where Ksp is the thermodynamic solubility product that 
varies with temperature, pressure, and mineral form. Ocean surface waters 
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are currently supersaturated (W > 1) for the two major forms used by marine 
organisms, aragonite (corals, many mollusks) and calcite (coccolithophores, 
foramaniferia, and some mollusks,). Because of pressure effects and higher 
metabolic CO2 from organic matter respiration, W decreases with depth 
often becoming undersaturated (W < 1), at which point unprotected shells 
and skeletons begin to dissolve.

The controls on seawater pH and saturation state vary with time-scale. 
In the surface ocean, the pH of seawater varies substantially over annual 
to interannual time scales due to the net biological formation of organic 
matter (lowers CO2 and raises pH and W) and CaCO3 shells and skeletons 
(the reverse). Upwelling of CO2-rich water from below and variations in 
temperature, salinity, and alkalinity (a measure of the acid buffering ca-
pacity of seawater) also influence surface water carbonate chemistry. The 
saturation state of polar waters is lower in large parts because of colder 
temperatures. In coastal waters, pH and W exhibit large natural spatial and 
temporal variations due to the interplay of river runoff, strong biological pro-
ductivity, and in, some locations, coastal upwelling (Salisbury et al., 2008). 
Over decadal to century time scales, ocean carbon chemistry is modulated 
by net CO2 uptake from the atmosphere and trends in ocean circulation 
and biological productivity, which tend to redistribute dissolved inorganic 
carbon and alkalinity within the ocean water-column. On even longer time 
scales of many centuries to millennia, the weathering of calcium carbonate 
rocks on land adds alkalinity, a measure of the acid buffering capacity, in 
the form of calcium ions (Ca2+) and carbonate ions (CO3

2–), and alkalinity 
is removed by the burial, on continental shelves and margins, of biologi-
cally formed carbonate sediments made of the shells and skeletons of some 
plankton, corals, and other calcifying organisms (Figure 4.26). Carbonate 
sediment burial rates are sensitive to seawater chemistry, and on millennial 
time scales longer, efficient damping feedbacks act to stabilize mean ocean 
alkalinity and pH.

At the small number of available open-ocean time-series sites, signifi-
cant secular trends in surface ocean carbonate chemistry are well docu-
mented for the past two decades (Figure 4.27). The time-series records 
document clearly an increase in surface water pCO2 and DIC and a decline 
in pH that is consistent with the rate of change in atmospheric CO2 (Dore et 
al., 2009). The WOCE/JGOFS Global CO2 Survey completed in the 1990s 
provided a global estimate of ocean anthropogenic CO2 distributions and a 
baseline for assessing changes in ocean chemistry with time (Sabine et al., 
2004). Decadal resurveys of a subset of the WOCE/JGOFS ocean transects 
also exhibit decreasing pH through time over the upper thermocline and 
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FIGURE 4.27 Time-series surface seawater carbonate system at Station ALOHA in the subtropical North 
Pacific north of Hawai’i, 1988-2008. The upper panel displays the partial pressure of CO2 (pCO2) in seawater 
calculated from dissolved inorganic carbon (DIC) and total alkalinity (TA) (blue symbols) and in water-
saturated air at in-situ seawater temperature (red symbols). Atmospheric CO2 data is from the Mauna Loa 
Observatory, Hawai’i. The lower panel displays in-situ surface pH based on direct measurements (green 
symbols) or as calculated from dissolved inorganic carbon and total alkalinity (orange symbols). Linear 
regressions (colored lines) and regression equations are reported for each variable. Source: Adapted from 
Dore et al. (2009).
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FIGURE 4.28  Projected evolution of the annual-mean, zonally averaged aragonite saturation, W, plotted 
as a function of the annual-mean atmospheric CO2 mixing ratio at the ocean surface. The corresponding 
years for the SRES A2 and B1 scenarios are given at the top. The largest decreases in aragonite saturation 
values occur in the tropics. Arctic and Southern Ocean surface waters transition from supersaturation to 
undersaturation in the annual-mean beginning at approximately 460 ppm and 550 ppm CO2, respectively. 
Undersaturated conditions occur for individual months at even lower atmospheric CO2 levels, beginning at 
approximately 410 ppm for the Arctic and 490 ppm for Southern Ocean. Source: Adapted from Steinacher 
et al. (2009).
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across ocean basins (Byrne et al., 2010). Based on ice-core CO2 data and the 
WOCE/JGOFS Survey, surface ocean pH has already dropped on average by 
about 0.1 pH units from pre-industrial levels (pH is measured on a logarith-
mic scale and a 0.1 pH drop is equivalent to a 26% increase in hydrogen 
ion concentration) (Orr et al., 2005). The patterns of ocean acidification in 
subsurface waters depend on ocean circulation patterns; thermocline waters 
in subtropical convergence regions and deep-waters in polar regions where 
cold surface waters sink into the interior ocean are affected more than other 
parts of the subsurface.

Future acidification of surface waters can be predicted for a given at-
mospheric carbon dioxide level (see Figure 4.28). An additional decline of 
0.15 pH unit would occur if atmospheric carbon dioxide increases from cur-
rent levels to 550 ppm, and larger pH changes would occur, approximately 
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proportionally, for higher CO2 concentrations. Polar surface waters may 
become under-saturated with respect to aragonite, a key calcium carbon 
mineral that can affect the ability of organisms to build their shells, for at-
mospheric CO2 levels of 400-450 ppm for the Arctic and 550-600 ppm for 
the Antarctic (Orr et al., 2005; Steinacher et al., 2010). For tropical surface 
waters, large reductions in calcium carbonate saturation state are expected 
to occur, but waters are expected to remain super-saturated for projected 
atmospheric CO2 during the 21st century for current scenario projections. 
Calcium saturation horizons (W = 1) have been observed to move upward, 
that is, shoaled (Feely et al., 2004; Orr et al., 2005), and there is evidence 
that water undersaturated for aragonite is already upwelling onto the con-
tinental shelf off the U.S. west coast due to a combination of strong wind-
induced upwelling and the penetration of anthropogenic CO2 into off-shore 
source waters (Feely et al., 2008). For most of the surface ocean, climate 
change feedbacks are weak, and warming and altered ocean circulation 
have a limited effect on changing pH and W that are determined primarily 
by atmospheric CO2. An exception is in the Arctic, where sea-ice retreat 
and changes in surface freshwater balance amplify atmospheric CO2-driven 
pH and W declines (Steinacher et al., 2010).
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5

Impacts in the Next Few Decades 
and Coming Centuries

5.1 FOOD PRODUCTION, PRICES, AND HUNGER

Even in the most highly mechanized agricultural systems, food produc-
tion is very dependent on weather. Concern about the potential impacts 
of climate change on food production, and associated effects on food 
prices and hunger, have existed since the earliest days of climate change 
research. Although there is still much to learn, several important findings 
have emerged from more than three decades of research.

It is clear, for example, that higher CO2 levels are beneficial for many 
crop and forage yields, for two reasons. In species with a C3 photosynthetic 
pathway, including rice and wheat, higher CO2 directly stimulates photosyn-
thetic rates, although this mechanism does not affect C4 crops like maize. 
Secondly, higher CO2 allows leaf pores, called stomata, to shrink, which 
results in reduced water stress for all crops. The net effect on yields for C3 
crops has been measured as an average increase of 14% for 580 ppm rela-
tive to 370 ppm (Ainsworth et al., 2008). For C4 species such as maize and 
sorghum, very few experiments have been conducted but the observed effect 
is much smaller and often statistically insignificant (Leakey, 2009).

Rivaling the direct CO2 effects are the impacts of climate changes 
caused by CO2, in particular changes in air temperature and available soil 
moisture. Many mechanisms of temperature response have been identified, 
with the relative importance of different mechanisms varying by location, 
season, and crop. Among the most critical responses are that crops develop 
more quickly under warmer temperatures, leading to shorter growing periods 
and lower yields, and that higher temperatures drive faster evaporation of 
water from soils and transpiration of water from crops. Exposure to extremely 
high temperatures (e.g., > 35°C) can also cause damage in photosynthetic, 
reproductive, and other cells, and recent evidence suggests that even short 
exposures to high temperatures can be crucial for final yield (Schlenker and 
Roberts, 2009; Wassmann et al., 2009).



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

160 CLIMATE STABILIZATION TARGETS

A wide variety of approaches have been used in an attempt to quantify 
yield losses for different climate scenarios. Some models represent indi-
vidual processes in detail, while others rely on statistical models that, in 
theory, should capture all relevant processes that have influenced histori-
cal variations in crop production. Figure 5.1 shows model estimates of the 
combined effect of warming and CO2 on yields for different levels of global 
temperature rise. It is noteworthy that although yields respond nonlinearly 
to temperature on a daily time scale, with extremely hot days or cold nights 
weighing heavily in final yields, the simulated response to seasonal warm-
ing is fairly linear at broad scales (Lobell and Field, 2007; Schlenker and 
Roberts, 2009). Several major crops and regions reveal consistently nega-
tive temperature sensitivities, with between 5-10% yield loss per degree 
warming estimated both by process-based and statistical approaches. Most 
of the nonlinearity in Figure 5.1 reflects the fact that CO2 benefits for yield 
saturate at higher CO2 levels.

For C3 crops, the negative effects of warming are often balanced by 
positive CO2 effects up to 2-3°C local warming in temperate regions, after 
which negative warming effects dominate. Because temperate land areas 
will warm faster than the global average (see Section 4.2), this corresponds 
to roughly 1.25-2°C in global average temperature. For C4 crops, even mod-
est amounts of warming are detrimental in major growing regions given the 
small response to CO2 (see Box 5.1 for discussion of maize in the United 
States).

The expected impacts illustrated in Figure 5.1 are useful as a measure of 
the likely direction and magnitude of average yield changes, but fall short of 
a complete risk analysis, which would, for instance, estimate the chance of 
exceeding critical thresholds. The existing literature identifies several promi-
nent sources of uncertainty, including those related to the magnitude of local 
warming per degree global temperature increase, the sensitivity of crop yields 
to temperature, the CO2 levels corresponding to each temperature level (see 
Section 3.2), and the magnitude of CO2 fertilization. The impacts of rainfall 
changes can also be important at local and regional scales, although at broad 
scales the modeled impacts are most often dictated by temperature and CO2 
because simulated rainfall changes are relatively small (Lobell and Burke, 
2008).

In addition, although the studies summarized in Figure 5.1 consider 
several of the main processes that determine yield response to weather, 
several other processes have not been adequately quantified. These include 
responses of weeds, insects, and pathogens; changes in water resources 
available for irrigation; effects of changes in surface ozone levels; effects of 
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FIGURE 5.1 Average expected impact of warming + CO2 increase on crop yields, without adaptation, for 
broad regions summarized in IPCC AR4 (left) and for selected crops and regions with detailed studies 
(right). Shaded area shows likely range (67%). Impacts are averages for current growing areas within each 
region and may be higher or lower for individual locations within regions. Temperature and CO2 changes 
for the IPCC summary (left) are relative to late 20th century, while changes estimated for regions (right) 
were computed relative to pre-industrial. Estimates were derived from various sources (Matthews et al., 
1995; Lal et al., 1998; Easterling et al., 2007; Schlenker and Roberts, 2009; Schlenker and Lobell, 2010) (see 
methods in Appendix for details).
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BOX 5.1 HOW WILL MAIZE YIELDS IN THE UNITED STATES RESPOND TO CLIMATE 
CHANGES?

Nearly 40% of global maize (or corn) production occurs in the United States, much of which 
is exported to other nations. The future yield of U.S. maize is therefore important for nearly all 
aspects of domestic and international agriculture. Higher temperatures speed development of 
maize, increase soil evaporation rates, and above 35°C can compromise pollen viability, all of 
which reduce final yields. High temperatures and low soil moisture during the flowering stage 
are especially harmful as they can inhibit successful formation of kernels. In northern states, 
warmer years generally improve yields as they extend the frost-free growing season and bring 
temperature closer to optimum levels for photosynthesis. The majority of production, however, 
occurs in areas where yields are favored by cooler than normal years, so that warming associ-
ated with climate change would lower average national yields. The most robust studies, based 
on analysis of thousands of weather station and harvest statistics for rainfed maize (>80% of 
U.S. production), suggest a roughly 7% yield loss per °C of local warming, which is in line with 
previous estimates (USCCSP, 2008b). Given the rate of local warming in the Corn Belt relative to 
global average, this implies an 11% yield loss per °C of global warming (Figure 5.1).

Whether these losses are realized will depend in large part on the effectiveness of adapta-
tion strategies, which include shifts in sowing dates, switches to longer maturing varieties, and 

development of new seeds that can better withstand water and heat stress and better utilize 
elevated CO2. A wide range of maize varieties are currently sown throughout the country, cus-
tomized to local factors such as latitude, growing season length, and soil, and new varieties are 
continually developed by private seed companies. These companies have historically focused 
on biotic stresses, but are now releasing the first varieties explicitly targeted for drought re-
sistance. Heat tolerance has not received much investment outside of drought-related traits, 
likely because of limited economic incentives in current climate. A comparison of maize yields 
in northern and southern states suggests minimal historical adaptation to heat, as varieties that 
are more frequently exposed to temperatures above 30°C exhibit similar sensitivities to varieties 
grown in the North (Schlenker and Roberts, 2009). A major challenge in developing drought and 
heat tolerance is that traits that confer these often reduce yields in good years, and growers and 
seed companies have little economic incentive to accept this trade-off given current markets 
and insurance programs. Another persistent challenge is the decade or more lag between initial 
investments and seed release. In short, adaptation could offer large benefits, but only if formi-
dable technical and institutional barriers are overcome. To put the challenge in context, global 
cereal demand is expected to rise by roughly 1.2% per year (FAO, 2006), so that adapting to 1°C 
global warming (or avoiding 11% yield loss) is equivalent to keeping pace with roughly 9 years 
of demand growth. The corresponding expected impact of 2°C global warming is 25%, or roughly 
20 years of demand growth.

increased flood frequencies; and responses to extremely high temperatures. 
Moreover, most crop modeling studies have not considered changes in sus-
tained droughts, which are likely to increase in many regions (Wang, 2005; 
Sheffield and Wood, 2008), or potential changes in year-to-year variability 
of yields. The net effect of these and other factors remains an elusive goal, 
but these are likely to push yields in a negative direction. For example, 
recent observations have shown that kudzu (Pueraria lobata), an invasive 
weed favored by high CO2 and warm winters, has expanded over the past 
few decades into the Midwest Corn Belt (Ziska et al., 2010).

Adaptation responses by growers are also poorly understood and could, 
in contrast, reduce yield losses. For example, temperate growers are likely to 
shift to earlier planting and longer maturing varieties as climate warms, and 
models suggest this response could entirely offset losses in certain situations. 
More commonly, however, these adaptations will at best be able to offset 
2°C of local warming (Easterling et al., 2007), and they will be less effec-
tive in tropical regions where soil moisture, rather than cold temperatures, 
limits the length of the growing season. Very few studies have considered the 
evidence for ongoing adaptations to existing climate trends and quantified 
the benefits of these adaptations.
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BOX 5.1 HOW WILL MAIZE YIELDS IN THE UNITED STATES RESPOND TO CLIMATE 
CHANGES?

Nearly 40% of global maize (or corn) production occurs in the United States, much of which 
is exported to other nations. The future yield of U.S. maize is therefore important for nearly all 
aspects of domestic and international agriculture. Higher temperatures speed development of 
maize, increase soil evaporation rates, and above 35°C can compromise pollen viability, all of 
which reduce final yields. High temperatures and low soil moisture during the flowering stage 
are especially harmful as they can inhibit successful formation of kernels. In northern states, 
warmer years generally improve yields as they extend the frost-free growing season and bring 
temperature closer to optimum levels for photosynthesis. The majority of production, however, 
occurs in areas where yields are favored by cooler than normal years, so that warming associ-
ated with climate change would lower average national yields. The most robust studies, based 
on analysis of thousands of weather station and harvest statistics for rainfed maize (>80% of 
U.S. production), suggest a roughly 7% yield loss per °C of local warming, which is in line with 
previous estimates (USCCSP, 2008b). Given the rate of local warming in the Corn Belt relative to 
global average, this implies an 11% yield loss per °C of global warming (Figure 5.1).

Whether these losses are realized will depend in large part on the effectiveness of adapta-
tion strategies, which include shifts in sowing dates, switches to longer maturing varieties, and 

development of new seeds that can better withstand water and heat stress and better utilize 
elevated CO2. A wide range of maize varieties are currently sown throughout the country, cus-
tomized to local factors such as latitude, growing season length, and soil, and new varieties are 
continually developed by private seed companies. These companies have historically focused 
on biotic stresses, but are now releasing the first varieties explicitly targeted for drought re-
sistance. Heat tolerance has not received much investment outside of drought-related traits, 
likely because of limited economic incentives in current climate. A comparison of maize yields 
in northern and southern states suggests minimal historical adaptation to heat, as varieties that 
are more frequently exposed to temperatures above 30°C exhibit similar sensitivities to varieties 
grown in the North (Schlenker and Roberts, 2009). A major challenge in developing drought and 
heat tolerance is that traits that confer these often reduce yields in good years, and growers and 
seed companies have little economic incentive to accept this trade-off given current markets 
and insurance programs. Another persistent challenge is the decade or more lag between initial 
investments and seed release. In short, adaptation could offer large benefits, but only if formi-
dable technical and institutional barriers are overcome. To put the challenge in context, global 
cereal demand is expected to rise by roughly 1.2% per year (FAO, 2006), so that adapting to 1°C 
global warming (or avoiding 11% yield loss) is equivalent to keeping pace with roughly 9 years 
of demand growth. The corresponding expected impact of 2°C global warming is 25%, or roughly 
20 years of demand growth.

Future development of new varieties that perform well in hot and dry 
conditions may also promote adaptation, but again the extent to which this 
will help remains unclear. Breeders and geneticists must continually weigh 
trade-offs between producing ample yield under stressful conditions and 
producing high yields under favorable conditions (Campos et al., 2004). At 
the higher warming levels considered in this report, it will be increasingly 
difficult to generate varieties with a physiology that can withstand extreme 
heat and drought while still being economically productive.

Although most studies have focused on crops, effects of climate change 
on livestock, aquaculture, and fisheries have also been considered in recent 
years. Livestock in parts of the world are raised mainly on grain and oilseed 
crops, in which case impacts will largely follow from the prices of these 
commodities and the costs of cooling or losing animals during heat waves. 
In other cases livestock depend on grazing pasture and rangeland grasses, 
which follow a similar pattern to crops in that temperate regions will see 
modest gains up to ~2°C local warming, although forage quality may de-
crease with higher CO2 (Easterling et al., 2007). Although livestock systems 
are vulnerable in tropical areas, they may become increasingly relied upon 
as a strategy to cope with greater risks of crop failures (Thornton et al., 
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2009b). As with livestock, impacts on fisheries are still very uncertain, but a 
recent study suggests that if global average warming were to be 2°C, catch 
potential could rise by 30-70% in high latitudes and fall by up to 40% in 
the tropics, as commercial species shift away from the tropics as the ocean 
warms (Cheung et al., 2010).

Food Prices and Food Security

One of the strengths of a global food system is that shortfalls in one area 
can be offset by surpluses in another. Models of the global food economy 
suggest that trade will represent an important but not complete buffer against 
climate change-induced yield effects (Easterling et al., 2007). Specifically, 
the comparative advantage will shift toward regions currently below opti-
mum temperatures for cereal production (e.g., Canada) and away from hot 
tropical nations, with greater flows of food trade from north to south. On 
average, studies suggest small price changes for cereals up to 2.5°C global 
temperature increase above pre-industrial levels, with significant increases 
for further warming, but there is considerable uncertainty around these 
estimates (see Box 5.2).

Implications of climate change for hunger, or the more technical term—
food insecurity—follow in part from price changes, but also depend criti-
cally on how sources of income and other aspects of health are affected 
by climate. A useful rule of thumb provided by early studies suggested that 
malnourishment would rise by roughly 1% for each 2-2.5% rise in cereal 
prices (Rosenzweig, 1993). These and subsequent analyses often make 
untested assumptions about the ability of poor tropical nations to maintain 
economic growth in the face of declining agricultural productivity. For 
example, many African countries rely on agriculture for half or more of 
all economic activity, and losses in productivity could dampen purchasing 
power. Conversely, where price rises are greater than yield losses, house-
holds dependent on agricultural income could see net gains in food security. 
In general, rural and urban workers with little or no landholdings are the 
most vulnerable to price shocks. A new generation of models that explicitly 
account for income sources among poor populations is emerging but yet to 
provide robust insights. Also important could be climate-induced changes 
in the incidence of diarrheal and other diseases, which inhibit food security 
by reducing utilization of nutrients in food.
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BOX 5.2 CLIMATE CHANGE IMPACTS ON GLOBAL CEREAL PRICES

Several modeling groups have analyzed future changes in global cereal markets in response 
to climate change. All operate by making estimates of yield responses in each region, and then 
inputting these into a model of global trade that computes the optimal mix of crop areas in 
different regions and the market-clearing price. Five models summarized by the recent IPCC 
report suggests small price changes for warming up to 2.5°C, and a nonlinear increase in prices 
thereafter (Easterling et al., 2007). Two important caveats relate to these estimates, however.

First, the yield changes used in these models usually assume considerable levels of farm-
level adaptations, which substantially reduce impacts. For example, in one prominent study 
cereal prices rose by 150% for a 5.2°C global mean temperature rise if farm-level adaptations 
were not included. When changes in planting dates, cultivar choices, irrigation practices, and 
fertilizer rates were simulated, these price changes were reduced to roughly 40% (Rosenzweig 
and Parry, 1994). Other studies often do not estimate impacts without adaptation, making it dif-
ficult to gauge assumptions. The costs of adaptation are also not considered in these studies, or 
reflected in price changes.

Second, most assessments have not adequately quantified sources of uncertainty. Although 
different climate scenarios are often tested, processes related to crop yield changes and eco-
nomic adjustments are often implicitly assumed to be perfectly known. An additional source of 
uncertainty is potential competition with bio-energy crops for suitable land, which could limit 
the ability of croplands to expand in temperate regions as simulated by most trade models.m

5.2 COASTAL EROSION AND FLOODING

Our	knowledge	of	the	links	between	atmospheric	concentration	limits,	
trajectories	 toward	 equilibrium	 temperature	 change,	 and	 sea	 level	 rise	 is	
fraught	 with	 uncertainty.	 As	 reported	 in	 Section	 4.8,	 it	 is	 therefore	 only	
possible	to	offer	a	range	of	sea	level	rise	between	0.5	and	1.0	m	through	
2100.

Moving	down	the	causal	chain	to	consider	coastal	erosion	and	flooding	
adds	yet	another	layer	of	complication	because	both	are	driven	primarily	by	
storm	surges,	land-use	decisions,	and	other	processes	whose	intensities	and	
frequencies	change	from	place	to	place.	These	changes	alter	the	characters	
of	associated	risks	even	if	changes	in	the	intensities	and	frequencies	of	the	
storms,	themselves,	cannot	be	projected.	The	social	and	economic	ramifica-
tions	of	 these	physical	manifestations	of	climate	change	depend	critically	
on	patterns	of	future	development	and	population	growth.	It	is,	therefore,	
extremely	difficult	to	offer	credible	broad-based	estimates	of	vulnerabilities	
and	potential	adaptation	costs.	At	best,	in	fact,	we	can	offer	only	suggestive	
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ranges of aggregate risk and more quantitative estimates only for specific 
locations.

Figure 5.2 offers a portrait of the geographic spread of deltas and mega-
deltas where mega-cities are at the greatest risk from rising seas—these are 
the “hot-spots” of “key vulnerabilities” in the coastal zone. Ericson et al. 
(2006) estimated that nearly 300 million people currently inhabit a sample of 
40 such deltas with an average population density of 500 people per km2.

Translating this observation into projections of future vulnerabilities, 
Table 5.1 shows the sensitivity of estimates of populations subject to coastal 
flooding in 2080 to assumptions about socioeconomic development as de-
scribed in the SRES scenarios—sensitivity generated by differences across 
the scenarios in population growth and by differences in assumptions about 
economic development and therefore the capacity to adapt. Figure 5.3 em-
phasizes the importance of adaptation when it suggests, for example that 
1 m of sea level rise could put between 10 and 300 million more people 
at risk of coastal flooding each year. It is important to note, in interpreting 
this figure, that the likelihood of inundation from coastal storms may not be 
proportional with sea level rise. Moreover, the consequences of these storm 
events calibrated in millions of people in jeopardy from coastal flooding de-
pend on local population densities and geographic features. The result of the 

FIGURE 5.2 Relative vulnerability of coastal deltas as shown by the indicative population displaced by 
current sea-level trends to 2050 (Extreme=>1 million; High=1 million to 50,000; Medium=50,000 to 5,000; 
following Ericson et al., 2006).  Source: Nicholls et al.  (2007: Figure 6.6).
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FIGURE 5.3 Estimates of people flooded in coastal areas attributable to sea level rise along alternative SRES 
scenarios. Estimates of the number of additional people in jeopardy from coastal flooding along alternative 
SRES development scenarios for three gross categories of adaptation intensities are displayed. Constant 
protection envisions maintaining current practices, evolving protection envisions increasing protection as 
local economies grow to preserve the current pattern with respect to national GDP, and enhanced protec-
tion envisions accelerating the pace of adaptation so that increasing resources are devoted to protection. 
Source: Nicholls et al. (2007: Figure 6.8) derived from Nicholls and Tol (2006).
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TABLE 5.1 Regional Distribution of Population Subject to Coastal Flooding in 2080 along 
Alternative SRES Scenarios.

Table 5.1.eps
bitmap

NOTE: Population estimates by region assume proportional population growth within coastal regions. Source: 
Nicholls (2004) as displayed in Nicholls et al. (2007: Table 6.5).



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

168 CLIMATE STABILIZATION TARGETS

confluence of these complications is a noticeable threshold of accelerating 
risk around 0.3 m of sea level rise that is captured even by global aggregates 
regardless of adaptation effort. As a result, even 50 cm of SLR could put 
between 5 and 200 million more people annually at risk of flooding.

Tol (2007) used a specific integrated assessment model of his own 
creation to portray aggregate measures of erosion that parallel estimates of 
populations facing complete displacement and/or significant economic loss 
derived from economically efficient abandonment and/or growing protec-
tion costs across developed and developing countries. Figure 5.4 calibrates 
his results graphically in relation to sea level rise; they were derived from 
a socioeconomic portrait that was crafted to be consistent with the IS92a 
emissions scenario for which seas rise by roughly 60 cm through 2100. This 
work suggests that 50 cm of sea level rise could permanently displace up to 
4 million people and cause more than 250,000 km2 of wetland and dry-land 
to be lost to erosion worldwide (with 90% of these losses projected to occur 
in developing countries). The human faces behind the global displacement 
results portrayed here can, of course, be seen in examples of erosion from 
coastal storms and rising seas. In the Arctic, Newtok, Alaska is already pre-
paring for complete displacement, for example, and several neighboring 
towns face the same fate in the near future. Meanwhile, many small island 
states like Tuvalo, the Maldives, and the Cook Islands foresee similar futures 
this century if sea level rise continues.

Geographic detail for physical processes like erosion and inundation 

FIGURE 5.4 Losses attributable to sea level rise. Estimates of wetland and dry-land losses for developed 
(Panel A) and developing countries (Panel B) correlated with sea level rise along a socioeconomic scenario 
that tracks IS92a. Source: Derived directly from Tol (2007) as depicted in Nicholls et al. (2007: Figure 6.10).
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from sea level rise has been emerging over the past decade. Table 5.2, for 
example, offers estimates for several locations in Asia. Some are located in 
important deltas in China where modest sea level rise of 0.3 meters would 
cause significant loss of land area from inundation and erosion; others are 
located in eastern and southeastern Asia where 1 m of sea level rise would 
cause significant loss of land and protective mangroves in addition to putting 
many people at risk of displacement. The final entry reports recent estimates 
of associated loss in the habitat of the only tiger population in the world 
(panthera tigris) that is adapted to living in mangroves; Loucks et al. (2010) 
report that a nonlinear decline to extinction (at 30 cm) would begin around 
15 cm of sea level rise.

Turning to specific locations within the United States, where it is pos-
sible to focus attention on downstream impacts and the potential adapta-
tion, Figure 5.5 first depicts coastal vulnerability to erosion across the mid-
Atlantic region at the end of the century for three sea level rise scenarios. 
Enormous variability from site to site along the coastline is clearly displayed; 
and so it is obvious that potential risks and the potential for adaptation can 
be expected to be equally diverse.

5.3 STREAMFLOW

Runoff is defined as the difference between precipitation and the sum 
of evapotranspiration and storage change on or below the land surface. On 
long term balance, it must be balanced by precipitation minus evapotranspi-
ration, which also equals atmospheric moisture convergence. Streamflow is 

TABLE 5.2 Selected Losses from Sea Level Rise and Associated Erosions across Asia

SLR Rise
(from 2000 levels) Location Magnitude Source

0.3 m China
Huanghe-Huaihe Delta
Changjiang Delta
Zhujiang Delta

81.4 ⋅ 103 km2

21.3 ⋅ 103 km2

54.5 ⋅ 103 km2

5.5 ⋅ 103 km2

Du and Zhang (2000)

1.0 m Japan 2.3 ⋅ 103 km2 Mimura and Yokoki (2004)

1.0 m Korea 1.2% area Madsen and Jakobsen (2004)

1.1 m
1.2 m
0.3 m

India and Bangladesh
India and Bangladesh
India and Bangladesh

478 km2 (11%)
1,396 km2 (33%)
4,015 km2 (96%)

Loucks et al. (2010)
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FIGURE 5.5 Wetland loss from erosion attributable to sea level rise along three alternative scenarios. Con-
firmation of the hypothesis that wetland and marshes would be covered to open water by the end of the 
century along feasible sea level rise scenarios (current trend up to almost 70cm by 2100. Source: USCCSP 
(2009: Figure ES.2).
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runoff that moves through the channel system to a given point (in practice, 
often a stream gauge at which streamflow measurements are made).

Runoff is a key index of the availability of freshwater, a quantity that is 
essential for human life. Although on average only about 5 liters per day of 
water are necessary for adult survival, water use in industrialized countries 
is much higher—around 200 liters/day in the United States and 150 liters 
in Europe. On the other hand, the average for Africa is only about 10 liters, 
or double the minimum for survival. Total water consumption for agricul-
ture globally is about 10 times that for municipal use (Shiklomanov, 1999). 
Groundwater, an important source of water in many parts of the world, 
makes up an additional estimated 25 percent of total global water with-
drawals (International Water Management Institute, 2007). Groundwater 
recharge, although difficult to estimate except on a local basis, is roughly 
related to the excess of precipitation over evapotranspiration, and so very ap-
proximately can be taken as a fraction of annual runoff. Hence, understand-
ing how runoff will change in a future climate is the key to understanding 
how water availability for human use might change.

In climate models, runoff is represented by land surface models, which 
have the primary purpose of partitioning net radiation at the land surface into 
latent, sensible, and ground heat flux. A secondary purpose (which is linked 
to modeling of the surface energy balance, because evapotranspiration, or 
equivalently latent heat, is common to the energy and water balances) is to 
partition precipitation into infiltration and runoff. Runoff is also produced 
in most models by parameterizations of subsurface hydrologic processes, 
albeit crudely in most models. Although many models do not consider the 
transformation of runoff to streamflow, a few do. On long-term (average 
annual) balance, runoff is roughly equal to streamflow, ignoring channel 
processes (such as groundwater interactions), which in most cases have 
modest effect.

Past attempts to understand the sensitivity of runoff and streamflow to 
a changing climate have followed two general pathways. The most com-
mon is to use river basin hydrological models, which typically are forced 
with precipitation and other surface atmospheric variables, and to prescribe 
differences in the forcings that reflect the effects of climate change. This ap-
proach, sometimes termed downscaling, has been applied in one of three 
ways. The first is the so-called delta method, which adjusts precipitation and 
temperature by factors or shifts that reflect climate model-estimated differ-
ences between current and future climate. An example of this approach is 
the study by Hamlet and Lettenmaier (1999) of the effects of climate change 
on the water resources of the Columbia River Basin. The second approach 



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

172 CLIMATE STABILIZATION TARGETS

is statistical downscaling, which “trains” a relationship between current cli-
mate (precipitation, surface air temperature, and other variables) produced 
by a climate model and observations, in such a way as to correct for climate 
model biases and spatial and temporal scale mismatches. The same rela-
tionship is then applied to future climate simulations. For both current and 
future climate, the downscaled climate model output is used to force a river 
basin hydrology model. Examples of this approach are the study by Hayhoe 
et al. (2007) of climate change impacts on the northeastern United States, 
the Maurer et al. (2007) study of California water resources, and Christensen 
and Lettenmaier’s (2007) study of Colorado River water resources. The third 
approach is dynamical downscaling, in which a regional climate model 
(RCM) is nested within a global model to produce more spatially resolved 
climate model output. Although dynamical downscaling may be preferred 
on theoretical grounds (because it is based on physical rather than statistical 
relationships; its application in practice has been problematic because the 
computational burden is high, hence the number of RCM runs that can be 
performed for different global models is small. Furthermore, practical con-
straints, like the fact that global model output sufficient to provide requisite 
variables at the RCM domain boundary often are not archived, or are not 
archived at sufficient vertical levels in the atmosphere and time resolution 
to meet RCM needs. Finally, Wood et al. (2004) showed that even after 
dynamical downscaling, application of statistical post-processing, similar to 
that used in statistical downscaling methods, was necessary to remove RCM 
bias prior to using RCM output to force a hydrological model.

The second pathway is direct analysis of global climate model runoff 
predictions. This approach usually has not been favored for river basin 
studies, because of the scale mismatch between the spatial resolution of the 
global models (typically several degrees latitude by longitude) and the river 
basin scale. However, for analysis of large river basins, Milly et al. (2005) 
(and replots of the Milly et al. [2005] results at the scale of the U.S. hydro-
logic regions in the USCCSP Synthesis and Assessment Product 4.3 [USCCSP, 
2008b]) have found this approach to be useful, especially because it avoids 
the issues associated with downscaling and inconsistencies in fluxes at the 
river basin scale. Seager et al. (2007), in an analysis of projected changes in 
runoff over the U.S. Southwest, also analyzed GCM runoff directly.

Despite the fact that direct analysis of GCM runoff has not been widely 
performed, we use this approach here for two reasons. First, post processing 
of global model output by statistical downscaling and hydrological modeling 
results in a mismatch in the surface water balance between the hydrologic 
model that produces streamflow simulations and the global model. Second, 



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

 IMPACTS IN THE NEXT FEW DECADES AND COMING CENTURIES 173

although some (but not all) of these issues are resolvable via dynamical 
downscaling, the logistical requirements for so doing make dynamical 
downscaling infeasible for analysis of the broad suite of GCM output in the 
IPCC AR4 (and upcoming AR5) archives.

We have used as our motivation here the Milly et al. (2005) study, which 
analyzed multidecadal runoff from 12 GCMs for mid-21st century as com-
pared with early 20th century runoff (24 separate model runs were analyzed; 
however, some models had multiple ensembles, which were averaged). An 
important difference, however, is that for reasons articulated in Chapter 2 
we performed our analysis in a way that links projected runoff changes with 
changes in the global mean temperature. Accordingly, we proceeded as fol-
lows. We extracted IPCC AR4 archived runoff output along with surface air 
temperature, precipitation, and evapotranspiration for 23 models for which 
global monthly output for (in most cases) 1870 through 2100 was archived. 
For each model and emissions scenario, we computed the global mean tem-
perature for each year. We then computed a 30-year moving average of the 
global mean temperatures, and from this time series, we determined the year 
at which the global mean temperature was larger than for 1985 (1971-2000 
mean) by 0.5°C, 1°C, 1.5°C, and 2.5°C. We then computed 30-year moving 
averages of runoff for each model, emissions scenario (A2, A1B, and B1), 
and grid cell, and overlaid the runoff values for 1985 and the year in which 
the moving average global temperature rise was the given amount (0.5, … 
2.5) to the U.S. hydrological regions. We then computed runoff changes 
as percentages per degree C of global warming, and took the median over 
models and global temperature changes of 1°C, 1.5°C, and 2°C. We also 
computed equivalent standard errors of the medians (see Table 5.3). Figure 
O.2 shows the results. In general, runoff decreases over most of the country, 
with the exception of the northeast and the northwest. Closer examination 
of similar results (not shown) for precipitation and evapotranspiration indi-
cate that (a) changes in runoff result from a combination of slight increases 
in precipitation (in the multi-model median) over most of the country with 
the exception of the Southwest, and increasing evapotranspiration over all 
but the Southwest (where lower precipitation apparently limits moisture 
available for evapotranspiration); (b) the general patterns of changes (runoff 
sensitivities per degree C) are roughly constant over the range 1-2°C global 
temperature rise; and (c) the patterns of changes and sensitivites per degree 
C are similar for the different emissions scenarios (hence justifying pooling 
of the results over emissions scenarios).

We also conducted a similar analysis for global runoff changes, which 
are also shown in Figure O.2. The figure shows (a) increases (in the multi-
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model median runoff sensitivity) across almost all of Eurasia, high-latitude 
areas, and most of Australia; (b) decreases across much of the United States, 
southern Europe, and Africa; and (c) (not shown) strong agreement as to 
the direction of runoff changes at high latitudes and southern Europe, little 
agreement across most equatorial areas, and only modest agreement over 
much of the United States (for the United States, see also the fraction posi-
tive minus fraction negative in Table 5.3).

Finally, there are some apparent differences in the pattern of runoff 

TABLE 5.3 Median Runoff Sensitivities Relative to the Period 1971-2000 per Degree Global 
Average Temperature Change, the Equivalent Standard Error of the Median, and Fraction of 
Positive Minus Negative Estimates (FPN) for the U.S. Hydrologic Regions and Alaska

Hydrologic Region Median (%) Equivalent Std Errora (%) FPNb

 1 New_England 1.7 0.6 0.47
 2 Mid-Atlantic 1.0 0.7 0.29
 3 South_Atlantic-Gulf –2.0 1.1 –0.18
 4 Great_Lakes 1.7 1.3 0.15
 5 Ohio 1.5 1.0 0.24
 6 Tennessee –2.8 1.1 –0.24
 7 Upper_Mississippi 1.2 1.2 0.09
 8 Lower_Mississippi –6.4 1.7 –0.53
 9 Souris-Red-Rainy 1.8 1.6 0.21
 10 Missouri –2.0 1.1 –0.12
 11 Arkansas-White-Red –8.4 1.4 –0.56
 12 Texas-Gulf –7.4 2.1 –0.56
 13 Rio_Grande –12.2 2.3 –0.47
 14 Upper_Colorado –6.3 1.7 –0.62
 15 Lower_Colorado –6.1 2.4 –0.44
 16 Great_Basin –5.1 1.4 –0.44
 17 Pacific_Northwest 1.2 0.9 0.24
 18 California –3.3 2.2 –0.29
 19 Alaska 9.3 0.9 0.91
  Coloradoc –6.2 1.6 –0.59

NOTE: The runoff sensitivity is taken as the average sensitivity (as described below) for IPCC AR4 GCM output 
from A2, A1B, and B1 simulations for each basin as derived from 30-year runoff averages centered on the years 
for which the global average (for each of 23 models and the 3 emissions scenarios) were 1°C, 1.5°C, and 2°C 
minus the 30-year model average runoff for 1971-2000, divided by the global temperature change. The total 
number of model and temperature change pairs was 68, consisting of 23 models for 1°C temperature change, 23 
models for 1.5°C temperature change, and 22 models for 2°C temperature change. The equivalent standard error 
is an estimate of the standard error of the median (Hojo,1931), where “equivalent” pertains to the fact that the 
estimate is strictly correct only for normally distributed variates.
 a1.25σ/, n where σ is estimated as one-half the inner 68-percentile range.
 bFraction of pairs (of 68 total) with inferred positive runoff sensitivities minus fraction with inferred negative 
sensitivities. FPN therefore ranges from –1 when 68 inferred sensitivites are negative, to 1 when all are positive.
 cUpper and Lower Colorado combined.
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changes shown for the United States in Figure O.2 relative to the re-plots 
of Milly et al. (2005) results in USCCSP (2008b). In general, those results 
showed more of an east-west divide in runoff changes across the United 
States, with modest increases in the east, and decreases across most of the 
west, which were most severe in the Colorado River and Great Basins. We 
extracted from our multi-model suite the same 12 models analyzed by Milly 
et al. (from the approximately 20 that were available to us), and analyzed 
the results in the same way as did Milly et al. (2041-2060 minus 1900-1970 
means). When so analyzed, the results were quite similar to those shown 
in USCCSP (2008a). The differences in patterns in our results as compared 
with USCCSP (2008b) and Milly et al. (2005) apparently come about be-
cause of (a) differences in the 1900-1970 based period (used by Milly et al. 
[2005] versus 1971-2000 base period that we used, and (b) differences in 
the number of models considered (nearly double in our analysis relative to 
those available to Milly et al. (2005). As in Milly et al. (2005) and USCCSP 
(2008a), we have limited our analysis to annual runoff volumes.

Our overall conclusion therefore is that streamflow in many temperate 
river basins outside Eurasia will decrease as global temperature increases, 
with the greatest decreases in areas that are currently arid or semi-arid. 
Streamflow across most of the United States will decrease, although there is 
considerable disagreement among models aside from the Southwest, where 
most models project decreases, and Alaska, where most models project in-
creases. Runoff sensitivities are approximately constant (per degree of global 
warming) in the range 1-2°C warming. There is strong agreement among 
models that runoff in the Arctic and other high-latitude areas, including 
Alaska, will increase.

5.4 FIRE

The impact of climate change on the frequency of large fires and ex-
tent of area burned by wildfires depends mainly on the type of vegetation 
(fuel) and the future weather and climate. In many regions that have been 
examined, the projected climate change will cause large changes in wildfire 
frequency and extent. In a broad sense, wildfires will increase in regions that 
are dominated by forests that are already prone to fire in the current climate, 
while warming (without a sufficient increase in precipitation) will cause a 
decrease in wildfires in some shrub and grassland (fuel limited) regions that 
are prone to fire in the present climate.

The probability of wildfire depends on the availability of fuel, the mois-
ture content of the fuels, and the likelihood of ignition. Ignition of most large 
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wildfires is by lightning, and analyses of the global lightning strike and fire 
frequency data suggests that ignition is a limiting variable for wildfires in 
only a few areas on the planet (Krawchuck et al., 2009). Once fire is initi-
ated, the extent of a fire burn depends on fuel distribution and moisture 
content, wind, and topography.1 Hence, vegetation type, weather, and the 
antecedent weather history (climate) are the main environmental parameters 
that determine the frequency and extent of wildfire.

Comprehensive spatial and temporal records of wildfire and of climate 
variables are available for the western United States. Analyses of these data 
have led to a conceptual model that links wildfires to climate variability 
and vegetation type. For example, Westerling and Bryant (2008) found that 
in California and surrounding states, wildfires in “wet regions” (defined as 
when climatological soil moisture exceeded 28% of capacity) tended to be 
reported as forest fires, while wildfires in dry regions tended to be reported as 
grassland and shrub fires. They further found that “wet” regions were much 
more prone to fire in months when the maximum temperature exceeded 
23ºC. Hence, they called these wet regions “energy limited”—positing the 
probably of fire increases with increasing temperature because the moisture 
content of the fuel also decreases with increasing temperature. They noted 
that wildfires in dry regions were positively correlated with the previous 
year’s precipitation—a result previously known from the study of Swetnam 
and Betancourt (1998)—and posited that increased moisture in the previous 
year allowed for an increase in biomass production in grassland environ-
ments that was then available to burn in the following summer. Hence, they 
called these dry regions “moisture limited”—although in the sense of mois-
ture limiting the mass of fuel available to burn, rather than the incidence of 
fire. Mid-elevation regions in the Sierra were classified as “energy limited,” 
while southern California was classified as “moisture limited.”

Littell et al. (2009) develop empirical models for wildfire area burned 
throughout the western United States. For predictors, they use seasonal 
and antecedent climate variables including temperature and precipitation, 
and the Palmer Drought Severity Index (PDSI) as a proxy for soil moisture. 
Littell et al. formulate empirical models for zones of similar vegetation and 

1Fire suppression by management is found in many studies to explain much less variance 
in total area burned than does the variability in weather and climate. For example, climate 
variables account for more than 80% of the variance in annual area burned in the boreal for-
ests of western North America between 1960-2002 (Balshi et al., 2009); climate variables and 
vegetation type account for two-thirds of the variance in area burned in the western United 
States (Littell et al., 2009).
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geography (ecoprovinces) that encompass most of the western United States2 
They develop empirical models using the interannual records for the time 
period 1977-2003. The empirical models account for, on average, two-thirds 
of the variance of the wildfire area burned in the 16 ecoprovinces that com-
prise the western United States (cross-validated). Littell et al. find that in most 
of the forested western United States, wildfire area burned is best explained 
by dry and warm conditions in the seasons immediately preceding the fire, 
presumably because such climate conditions enhance evapotransporation 
and reduce fuel moisture. In contrast, fire area burned in the southwest 
United States and in other arid ecoprovinces is strongly dependent on the 
increased precipitation or positive PDSI (moisture) in seasons preceding the 
fire season, consistent with the long-standing hypothesis that extra biomass 
is produced in the seasons prior to the season that experiences an unusually 
large area burned in these regions.

Together, the studies by Littell et al. (2009), Westerling and Bryant 
(2008), and others demonstrate that the role of climate variability in regulat-
ing area burned is mainly a complex function of the climate (temperature, 
precipitation, and wind), vegetation type, and orography. Nonetheless, 
the climate and fire data for the United States are sufficient in spatial and 
temporal coverage to formulate sensible and remarkably skillful predictive 
models or incidence of wildfire and wildfire area burned. An example is 
provided in Figure 5.6 from Littell et al. (2009: Figure 1), which shows the 
observed wildfire area burned for the entire historical record (1916-2003) 
and that predicted by empirical models that are trained and cross-validated 
using the data from 1977-2003.

The results from the aforementioned studies strongly suggest that empiri-
cal models of wildfire should provide a skillful projection of how climate 
change due to increasing greenhouse gases will impact wildfire across wide 
regions of the globe, including the western United States and Canada. In 
these regions, much of the area burned is due to large wildfires that result 
mainly from climate variability, with in-season summer temperature, pre-
cipitation, and soil moisture being the predominant controls on fire. The 
probability of summer averaged temperature and humidity is relatively 
straightforward to quantify (precipitation perhaps a bit less so), and empirical 
and hydrologic models needed to project summer soil moisture are quite 
mature.

To date, only a few studies have examined how the projected climate 

2An ecoprovince is a large-scale region that is characterized by a common vegetation dis-
tribution, orography, and landscape structure (Bailey 1995). Most of the western half of the 
continental United States is covered by 16 of Bailey’s ecoprovinces.
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changes will impact wildfires. Shown in Figure 5.7 are the projected changes 
in the probability of large (> 200 ha) wildfires in 2070-2090 compared to 
the reference period 1961-1990 from one such study (Westerling and Bryant, 
2008) that used the output from two of the AR4 climate models (GFDL and 
PCM) that were forced with two of the emission scenarios (B1 and A2). There 
are two important lessons to be learned from this plot. First, two different cli-
mate models give two very different answers for California: the PCM projects 
a subtle change in large wildfires everywhere, while the GFDL model proj-
ects large increases in the probability of large wildfires throughout northern 
California. These differences are mainly due to differences in the projected 
mean climate: the GFDL model features large temperature increases and 
precipitation decreases throughout California, while the PCM has modest 
temperature increases and subtle changes in precipitation. Hence, the full 
suite of AR4 climate models must be employed to project the probability 
of wildfire changes—throughout the globe. Second, although both models 
show increasing temperature and decreasing precipitation throughout the 
state of California, the likelihood of a large fire increases in northern Cali-
fornia (especially in the Sierra) and decreases in southern California in both 

FIGURE 5.6 Observed and reconstructed wildfire area-burned for 11 western U.S. states (bars) and recon-
structed (line) for the period 1916-2004. Source: Littell et al., 2009: Figure 1)5-6.eps
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models. This reflects the fundamental differences in the climate impacts on 
fire regime in these regions due to differences in vegetation type.

The change in the probability of the wildfire area burned in the western 
United States due to increased greenhouse gases can be estimated using the 
methods outlined in Littell et al. (2009), modified to use temperature and 
precipitation as the predictor variables. Shown in Figure 5.8 is the change 

FIGURE 5.7 The projected changes in the probability of large (> 200 ha) wildfires in 2070-2090 compared 
to the reference period 1961-1990 using the output from two of the AR4 climate models (GFDL and PCM) 
that were forced with two of the emission scenarios (B1 and A2). Source: Westerling and Bryant (2008: 
Figure 7).
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FIGURE 5.8 Map of changes in area burned for a 1ºC increase in global average tem-
perature, shown as the percentage change relative to the median annual area burned 
during 1950-2003. Results are aggregated to ecoprovinces (Bailey, 1995) of the West. 
Changes in temperature and precipitation were aggregated to the ecoprovince level. 
Climate-fire models were derived from NCDC climate division records and observed 
area burned data following methods described in Littell et al. (2009). Sourcce: Figure 
from Rob Norheim.
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in median annual averaged area burned in the western United States due to 
a 1ºC global average temperature increase, using the temperature and pre-
cipitation patterns from the corresponding figures in Chapter 4. The increase 
in median annual area burned ranges from 73% to over 600%, depending 
on the ecoprovince. Aggregating all 14 ecoprovinces in which fire is most 
sensitive to temperature variations, the net area burned by the median fire 
increases from 572,000 ha for the reference period 1970-2003, to 1,800,000 
ha with a 1ºC global average temperature increase.

Other investigators using different climate models and a variety also find 
thata climate change will increase the risk of wildfire throughout the western 
United States, so long as fuel is not limiting. For example, Spracklen et al. 
(2009) used output from the GISS AGCM coupled to a slab ocean forced 
by the A1B emission scenario with an empirical model very similar to that 
used by Littell et al. (2009); they concluded that climate changes projected 
for the mid-21st century would result in a 54% increase in total annual area 
burned compare to that in the late 20th century, and burn areas doubling 
in the Rockies and Pacific Northwest.

Similar studies have been done to examine how climate change will 
affect forest wildfires in other regions of the world, including Australia, 
New Zealand, the southern Mediterranean, and in boreal forests of Canada 
(IPCC, 2007d). In general, these studies report wildfires will increase over 
the course of the century due to projected climate changes from one or 
more of the AR4 climate models using one or more of the marker emission 
scenarios.

As the time horizon increases, a further complication arises in projecting 
wildfires because of the importance of fuel availability and quality (moisture 
content) for determining the likelihood and size of wildfires. Systematic 
climate changes will inevitably alter the distribution of the vegetation, and 
significant changes in the vegetation would greatly affect the potential for 
wildfires and the wildfire area burned. For example, if climate change fur-
ther dries already arid grasslands, then the grasslands will wither to deserts 
and fire will no longer be supported. On the other hand, if climate change 
changes the distribution of pest and pathogens such that forests become dis-
eased, then additional fuel will be made available due to forest dieback (see, 
e.g., discussion of the bugs in the BC/AK spruce) and fires will be enhanced 
until the extra fuel is exhausted and replaced by woodlands or grasslands. 
To date, all of the statistical models for wildfire do not admit changes in 
vegetation type due to the ecosystem response to climate change.
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5.5 INFRASTRUCTURE

Infrastructure and Society

Infrastructure provides a broad range of human, environmental, and 
economic services including buildings, transportation, waste removal and 
treatment, water lines, communications, and electric power grids designed 
to improve and sustain our society and our quality of life (Kirshen et al., 
2008b). The importance of infrastructure to an industrialized economy is 
reflected in the magnitude of its investments: in 2007, for example, the U.S. 
Bureau of Economic Analysis valued the stock of all public non-defense 
fixed assets in the United States at approximately $8.2 trillion (Heintz et 
al., 2009).

Changing risk of heat waves and droughts, storms and floods, and rising 
sea levels are just a few of the hazards climate change poses to infrastructure 
(Kraas, 2008). These extreme events confront human systems and constructs 
with weather conditions far outside their accustomed range (Wilbanks et 
al., 2007). The exposure of society and infrastructure to climate change is 
exacerbated by the fact that much of the world’s population growth over 
the next few decades is likely to occur in urban areas, as they double in 
size from 3 to more than 6 billion from 2007 to 2050 (UN, 2008). At the 
same time, however, this sector has a greater ability to adapt to changing 
conditions than many others, as humans created the systems being affected 
by climate change.

In the past, other human stressors on infrastructure—from rapidly ex-
panding urban populations to deteriorating and aging systems, many of them 
operating on time scales of years rather than decades—meant that climate 
change was rarely considered as a key influence on infrastructure costs. 
However, climate changes in recent decades have increased awareness 
regarding the risk of significant and costly impacts to infrastructure: whether 
from melting permafrost in the Arctic affecting roads, pipelines, and build-
ings, or from storm surges in the Gulf potentially flooding and damaging 
homes, cities, highways, and rail lines (USGCRP, 2009; Figure 5.9).

Infrastructure response to climate change is not always continuous but 
can be step-wise as system failure may occur above a certain threshold: 
whether an underpass tends to flood when more than 2.5 inches of rain falls 
in a 24-hour period, for example, or train rails warp only when temperatures 
rise above a given threshold. Local conditions can further magnify the sus-
ceptibility of cities to climate-related impacts (Wilbanks et al., 2007). High-
latitude and coastal areas are uniquely vulnerable to climate change.
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FIGURE 5.9 Climate drivers of impacts on vulnerable regions (Arctic, coasts) and sectors (transportation, 
energy, and buildings).

5-9.eps
bitmap

In the Arctic, protective shore ice is forming later in the year and break-
ing up earlier, allowing autumn storms to batter the unprotected coasts, 
eroding the coastline and endangering its inhabitants (ACIA, 2005). Travel 
over frozen ground has been cut from 7 to 4 months per year, isolating 
many communities (USGCRP, 2009). Under an approximate global average 
temperature change of 2°C, melting of the continuous permafrost area in the 
Arctic characterizes infrastructure across nearly half of the Arctic land area 
as “high risk” and significant proportions of Arctic coastline as susceptible 
to significant erosion (ACIA, 2005).

At the same time, however, decreasing sea ice in the Arctic could open 
the Northern Sea Route, greatly reducing the distance required to transport 
goods between Asia, North America, and Europe. Under the same 2°C 
global temperature increase, the navigation season could last up to 3 months 
per year before the end of the century (ACIA, 2005).

Coastlines

Low-lying coastal delta areas, many of them home to mega-cities and 
other densely populated areas, are also at risk. Impacts from coastal erosion 
and flooding can be driven by sea level rise and storm surge as well as by 
land-use decisions and other processes characteristic of, and which can 
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FIGURE 5.10 Projected return time of coastal storms relative to future sea level rise for 
New York City (Based on Kirshen et al., 2008a).5-10.eps

bitmap

only be determined for, a given location. Two examples of coastal impacts 
are discussed here: New York City and the Sacramento-San Joaquin Delta 
of California.

New York City (NYC) is both a mega-delta and a mega-city located along 
the eastern seaboard of the United States. Return times of current 100-year 
and 50-year coastal storms for NYC are strongly correlated with global and 
local sea level rise (Figure 5.10, based on Kirshen et al., 2008a). Based on 
historical records, the projected frequency of coastal storms can be trans-
lated into an estimate of the number of buildings in downtown NYC that 
would be damaged by storms characterized by their current FEMA-based 
return times (Figure 5.11, based on NYCOEM, 2009).

New York City has responded to these risks by considering a range of 
adaptation options to reduce the vulnerability of its critical public and pri-
vate infrastructure over time (NPCC, 2009). One option envisions creating a 
dynamic process by which FEMA systematically redraws its 100-year flood 
maps as sea level rises, so insurance markets could appropriately spread the 
risk. Other plans envision constructing retractable barricades to protect New 
York from an impending storm—much like the barrage on the Thames that 
protects London (where plans are underway to build a new barrier based on 
observed and estimated sea level rise); the barrier that protects St. Petersburg, 
Russia; and multiple devices now being installed to protect Venice at the 
border of its lagoon and the Adriatic Sea. The city is considering adjust-
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FIGURE 5.11 Expected number of buildings that would be damaged in the present-day 
downtown New York City, for various types of storms for different sea level trajectories. 
Based on information presented in Figure 5.10 that includes more detail for intermedi-
ate return times and damage estimates from NYCOEM (2009).
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ments in building codes and zoning regulations designed to maintain the 
specific “climate (risk) protection levels” embedded in existing legislation 
and operating procedures.

On west coast of the United States, the Sacramento-San Joaquin Delta 
region is home to farms, roads, oil and gas lines, and extensive housing 
developments (Figure 5.12). The entire Delta is below mean water level, 
much of it more than 15 feet below. The magnitude of impacts from sea 
level rise and storm surge breaching of the levees currently protecting the 
region is estimated at tens of billions of dollars over the next few decades 
alone (CALFED, 2009).

The California Bay-Delta Authority is exploring options to divert large 
amounts of water away from the region and/or cut losses in certain areas by 
deciding ahead of time what to replace and what to leave. Other regions, 
such as the metropolitan Boston area, have also identified areas likely to 
flood, and they are exploring the efficacy of prevention and adaptation op-
tions such as preserving coastal wetlands and relocating water treatment 
plants away from the coasts (Kirshen et al., 2008a).
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FIGURE 5.12 Infrastructure at risk from sea level rise, storm surge, and levee failure in the Sacramento-San 
Joaquin Delta includes highways, roads, and rail lines; gas and oil production fields and pipelines; and 
homes and farms. Source: CALFED (2009).
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Transportation, Buildings, and Structures

Impacts on transportation and built structures are primarily the result of 
changes in temperature and precipitation beyond what the materials used 
to build the roads, rails, bridges, and buildings were designed to withstand. 
Transportation can also be impacted by extreme temperatures, heavy rainfall 
events, and persistent freeze/thaw conditions.

Climate patterns based on the past century, traditionally used by trans-
portation planners to guide their operations and investments, may no longer 
provide a reliable guide to the future (NRC, 2008). In many northern cities, 
for example, standard building procedures do not require air conditioning. 
As temperatures increase, many of these may require expensive retrofits so 
they can continue to be used in extreme heat.

Across the United States, the average number of days per year with 
very heavy precipitation has increased significantly over the past 50 years, 
with the largest increases (58 and 27 percent, respectively) occurring in the 
Northeast and Midwest regions (USGCRP, 2009). This trend is expected 
to continue in the future across many regions, as extreme precipitation 
events increase (Tebaldi et al., 2006). In both the Midwest and Northeast, 
climate change is also expected to increase the amount of rain that falls 
in winter and spring, when frozen and/or saturated ground increases flood 
risk, while decreasing summer and autumn rainfall (Hayhoe et al., 2008, 
2010). Increased frequency of winter and spring rainfall, combined with 
more frequent precipitation extremes, could lead to higher peak stream-
flows, particularly under higher temperature change and toward the end of 
the century (Cherkauer et al., 2010). Infrastructure impacts in Chicago are 
highlighted in Box 5.3.

Energy

Climate change is likely to affect energy demand, production, and 
reliability (Wilbanks et al., 2007). Although warmer winter temperatures 
are expected to reduce demand for heating energy, observed correlations 
between daily mean near-surface air temperature and electricity demand 
suggest that warmer summer temperatures and more frequent, severe, and 
prolonged extreme heat events will likely increase demand for cooling 
energy, particularly as use of air conditioning increases around the world 
(see Figure 5.14).

The impact of increasing temperatures on air conditioning demand could 
have a disproportionately large effect in already heavily air-conditioned 
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BOX 5.3 INFRASTRUCTURE IMPACTS IN CHICAGO

One of the few detailed analysis of potential economic costs of a range of climate change 
scenarios for transportation infrastructure has been conducted for the city of Chicago (Hayhoe 
et al., 2010).

Chicago has experienced impacts from weather extremes, when city streets buckled and 
rail lines warped during the record-breaking 1995 heat wave; or in 1996, when 17 inches of rain 
fell in a single 24-hour period, with a total estimated cost of flood losses and recovery of $645 
million (Changnon et al., 1999).

Impacts of changes in mean and extreme temperature and precipitation on Chicago’s public 
transit, maintenance and construction of roads, highways, bridges, and canals, and airport opera-
tions are estimated at $3.3 million under an approximate 2°C change in global mean temperature 
and $5 million under a 4°C change (Figure 5.13a). Estimates for building-related expenses under 
higher temperature change are likely to be 10 times greater (conservatively $20 million) than 
under lower (Figure 5.13b). Values are based on only the sensitivities city officials were aware of 
based on past conditions and events.

regions, such as the Southwest (Miller et al., 2008). Projected increases in 
peak electricity demand in particular raise concerns regarding electricity 
shortages, as risk of shortages may increase with both mean and extreme 
temperatures.

Electricity generation by fossil and nuclear power plants requires a large 
supply of water, which may become limited during periods of drought. Al-
though thermoelectric power plants in the United States have not yet had to 
reduce operations due to insufficient water supply, future water shortages are 
expected to affect power production in a number of states (Wilbanks et al., 
2007). The reliability of energy supplies can be affected by the frequency of 
droughts and accompanying heat waves, which increase the temperature of 
the cooling water beyond what the plant may be permitted to release.
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BOX 5.3 INFRASTRUCTURE IMPACTS IN CHICAGO

One of the few detailed analysis of potential economic costs of a range of climate change 
scenarios for transportation infrastructure has been conducted for the city of Chicago (Hayhoe 
et al., 2010).

Chicago has experienced impacts from weather extremes, when city streets buckled and 
rail lines warped during the record-breaking 1995 heat wave; or in 1996, when 17 inches of rain 
fell in a single 24-hour period, with a total estimated cost of flood losses and recovery of $645 
million (Changnon et al., 1999).

Impacts of changes in mean and extreme temperature and precipitation on Chicago’s public 
transit, maintenance and construction of roads, highways, bridges, and canals, and airport opera-
tions are estimated at $3.3 million under an approximate 2°C change in global mean temperature 
and $5 million under a 4°C change (Figure 5.13a). Estimates for building-related expenses under 
higher temperature change are likely to be 10 times greater (conservatively $20 million) than 
under lower (Figure 5.13b). Values are based on only the sensitivities city officials were aware of 
based on past conditions and events.

FIGURE 5.13 Economic cost of changes 
in mean and extreme temperature and 
precipitation on (a) transportation and 
(b) all city infrastructure in Chicago, by 
2070-2099 as compared to 1961-1990. 
Source: Hayhoe et al. (2010).
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in the United States and the majority of all electricity supply for many na-
tions in South America and Northern Europe, is the most directly sensitive 
to water availability. The relationship between hydropower generation and 
precipitation tends to be proportional, with a 1% change in precipitation 
resulting in approximately 1% change in power generation. However, pro-
jecting future climate effects on hydropower generation is limited by un-
certainties in precipitation projections. For example, recent projections of 
hydropower generation in the Sierra Nevada Mountains of California ranged 
from –10% to +10%, depending on the climate model used (Vicuña et al., 
2008). Similarly, projections for the Pacific Northwest ranged from +2% to 
–30%, depending on the precipitation projections (Markoff et al., 2008).
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FIGURE 5.14 Heating/cooling degree-days. Pro-
jected changes in heating and cooling degree-
days for: (a) four U.S. cities by global temperature 
change, and for (b) the continental United States 
(Based on USGCRP, 2009). A first approximation 
for heating and cooling demand is provided 
by estimates of projected changes in heating 
and cooling degree-days (Rosenthal et al., 1995; 
Amato et al., 2005). Projections of the increase 
in cooling energy use range from 5% to 20% per 
1°C increase in temperature for residential build-
ings and about 9 to 15% per 1°C for commercial 
buildings. The relationship between cooling en-
ergy demand and temperature is nonlinear, with 
greater increases in demand occurring at higher 
temperatures (Wilbanks et al., 2007).
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5.6 HEALTH

Increasing temperatures alter the risk of direct and indirect weather-
related impacts on human health, from cardiovascular and respiratory ill-
nesses to infectious diseases (Patz et al., 2005). Quantifying the impact 
per degree of global temperature change, however, is complicated by con-
founding factors such as human behavior and socioeconomic conditions 
that affect exposure, transmission, and other aspects of risk (Patz et al., 
2005). Here, we discuss three main aspects of health-related risks likely to 
be affected by climate change: heat-related illness and death, vector-borne 
disease, and health concerns related to poor air and water quality.

Heat-Related Illness and Death

Temperature extremes such as heat waves and periods of extreme cold 
are known to produce elevated rates of illness and death (McGeehin and 
Mirabelli, 2001). Together, these accounted for 75% of all deaths due to 
natural disasters from 1979-2004 (Thacker et al., 2008). From the 1970s 
through the 1990s, heat-related mortality in the United States declined due 
to acclimatization and increased use of air conditioning, then flattened out 
during the past decade (Sheridan et al., 2009).

In the future, extreme heat days and heat wave frequency, intensity, and 
duration is projected to increase with global mean temperature, while the 
frequency and intensity of winter cold is projected to decrease (Tebaldi et 
al., 2006; IPCC, 2007a). Under a 2°C increase in global mean temperature 
by end-of-century, for example, the average number of days per year with 
maximum temperatures exceeding 38°C or 100°F across much of the south 
and central United States is projected to increase by a factor of 3. Under a 
3.5°C increase, the number of days is projected to increase by 5 to nearly 
10 times historical levels (Figure 5.15).

Although the response of illness and death rates to changing heat ex-
tremes can be modified by acclimatization and adaptation strategies (Ebi et 
al., 2004), it is clear that risks of heat-related mortality increase with tem-
perature, while cold-related mortality risks decrease (Gamble et al., 2008). 
Prolonged periods of extreme heat with little relief at night can have devas-
tating effects on urban populations (Basu and Samet, 2002), increasing the 
risk of both illness and death due to heat stress (Martens, 1998; McGeehin 
and Mirabelli, 2001; Schär et al., 2004).

Temperature-related mortality is strongly linked to a wide variety of so-
cial, economic, and behavioral factors, even in industrialized nations such 
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FIGURE 5.15 Projected increase in heat wave duration index, in number of days per event. Defined after 
Frich et al. (2002) and Tebaldi et al. (2006) as the longest period each year with at least 5 consecutive days 
during which daily maximum temperature is at least 5°C higher than the climatological (1961-1990) aver-
age for that same calendar day. Projected changes are for 20-year periods during which mean global mean 
temperature increased by 1°C, 2°C, and 3.5°C, respectively relative to the 1961-1979 average.
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as the United States (e.g., Basu, 2009; Ekamper et al., 2009). Since observed 
mortality rates are more responsive to changes in high temperature than low 
temperature extremes, at the global scale an overall increase in heat-related 
deaths is expected to exceed the projected decrease in cold-related deaths 
(Medina-Roman and Schwartz, 2007).

Several recent severe heat waves have focused public attention on the 
health risks associated with extreme heat, including a 1995 heat wave in 
Chicago (see Box 5.4) and the unprecedented European heat wave of 2003, 
estimated to be responsible for approximately 70,000 excess deaths across 
16 European countries (Robine et al., 2008). Past events such as these can 
be used as case studies for evaluating the potential impacts of future climate 
conditions. For example, observations of the health effects of a heat wave 
in California in July 2006 showed that heat-related mortality increased 9% 
for every 5.5°C increase in apparent temperature, with that specific event 
causing an estimated 160-505 deaths, a 6-fold increase in the number of 
heat-related visits to the emergency room, and 10-fold increase in heat-
related hospitalizations (Knowlton et al., 2009; Ostro et al., 2009).

Using an analogue approach, Kalkstein et al. (2008) estimated the num-
ber of heat-related deaths that might occur in U.S. cities if they experienced 
conditions similar to the severe Paris heat wave of 2003. Compared to the 
hottest summers on record, heat-related deaths in St. Louis and New York are 
projected to increase by 29% and 155%, respectively. Other cities, including 
Washington, Philadelphia, and Detroit, could experience 2-11% more heat-
related deaths, compared to their hottest summers on record. This range of 
response illustrates the variation among cities in their sensitivity to extreme 
heat, which might result from factors such as baseline climate conditions 
(cooler cities may be more susceptible to heat), demographic patterns, and 
acclimatization measures such as air conditioning.

Heat watch-warning systems presently in operation in major U.S., 

BOX 5.4 HEAT-RELATED MORTALITY IN CHICAGO

The Chicago heat wave of 1995 is estimated to have been responsible for 692 heat-related 
deaths within the city of Chicago itself (Kaiser et al., 2007). As global mean temperatures in-
crease, 1995-like conditions are projected to become more frequent in Chicago. Under a 2°C 
change in global mean temperature, annual average mortality rates are projected to equal those 
of 1995. Under a 4°C change in global mean temperature, annual average mortality is projected 
to be twice 1995 levels, with 1995-like heat waves occurring as frequently as three times per 
year (Hayhoe et al., 2010).
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Italian, and Canadian cities have already been shown to save a number of 
lives when coupled with effective intervention plans (Ebi et al., 2004). These 
systems, coupled with well-developed intervention activities, represent an 
important way to lessen the potential for drastic increases in heat-related 
mortality in coming decades due to climate change.

Long-Term Impacts of Heat Stress

Many of the impact studies summarized in this section and elsewhere 
throughout this report focus on future projections for the next few decades; 
nearly all of the impact studies in the literature, regardless of focus area, con-
fine estimates of potential impacts to this century. This limits quantification 
of impacts based on GCM simulations driven by the SRES scenarios to those 
associated to global mean temperature changes of 4°C or less, depending 
on the GCMs and scenarios used to generate future projections.

One recent study, however, attempts to extrapolate beyond this thresh-
old by using long-term simulations reaching a global temperature change of 
10°C relative to 1999-2008 (Sherwood and Huber, 2010). Recognizing that 
most of the impacts studied to date depend on assumptions about future con-
ditions that cannot be reliably simulated with our current state of knowledge, 
the authors instead focus on an impact that depends on a basic physiological 
threshold: specifically, that associated with the need of the human body to 
dissipate the heat it generates. This can happen only if the temperature to 
which the skin is exposed is lower than the skin temperature itself.

The authors consider future statistics of annual maximum wet bulb tem-
peratures exceeding average human skin temperature of 35°C as a measure 
of heat stress on humans and other mammals, and illustrate how, assuming 
carbon emissions and climate change continue unchecked beyond this 
century, the magnitude of land area that could become uninhabitable due to 
heat stress could be greater than that lost to sea level rise over the same time 
frame. Although exact projections of changes in inhabitable land area over 
multiple centuries are sensitive to key uncertainties in carbon cycle, climate 
sensitivity, and ocean-atmosphere dynamics discussed in Chapters 3 and 4, 
this study raises an important point: namely, that hard-wired, physiological 
limitations on human welfare have not previously been acknowledged in 
evaluating the long-term risks associated with a given pathway of carbon 
emissions.
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Pests and Disease

Changes in climate can affect the spread of illness and diseases such as 
malaria and West Nile Virus, carried by animal hosts and mosquito, midge, 
fly, or tick vectors. Increasing temperatures and changes in precipitation 
patterns can accelerate current trends of increased risk of exposure to dis-
ease by expanding the geographic range and/or populations of the vectors 
(Ogden et al., 2008). In addition to the potential for more vectors to be 
present, warmer temperatures increase the virus replication rate, increasing 
the efficiency of virus transmission (Mellor, 2000).

Despite initial projections suggesting the potential for dramatic future 
increases in the geographic range of malaria and other infectious diseases 
under climate change (e.g., Martin and Lefebvre, 1995), subsequent stud-
ies have highlighted how the complexity of the systems—involving viral, 
bacterial, plant, and animal physiology, as well as sensitivity to changes in 
climate extremes, including precipitation intensity and temperature variabil-
ity—challenges attempts to resolve the influence of historical climate change 
on observed trends in disease incidence and develop future projections 
specific to any particular level of global temperature change. This is even 
true for what many previously considered the poster child for the influence 
of climate change on infectious diseases, the spread of malaria throughout 
the East African highlands (e.g., Pascual et al., 2006).

If historical contributions are difficult to resolve, prediction of future 
trends is even more so. Most recent projections suggest that the ranges of 
malaria and other diseases may shift, but increases in some areas will likely 
be balanced out by decreases in others, resulting in little net increase in 
area (Lafferty, 2009). The potential for genetic mutation, the influence of 
changing agricultural techniques, and increased transportation and trade 
between regions previously not in regular contact are all confounding fac-
tors that have been cited as complicating the influence of climate change 
on a given disease (Gould and Higgs, 2009).

It is also important to remember that good sanitation and insect control 
programs can limit disease spread even under suitable climate conditions 
(Lafferty, 2009). In 1882, malaria in the continental United States extended 
from the Gulf of Mexico to Minnesota. Draining of swamps, improved 
pesticides, and better management of water resources contributed to the 
eradication of malaria in the United States shortly after World War II (Oaks 
et al., 1991). Replicating methods proven successful in the past may be one 
way to reduce the risk associated with climate change and vector-borne 
disease.
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Air and Water Quality

Increasing temperatures and changing precipitation intensity can also 
affect air and water quality. Densely populated areas with warm summers 
tend to have high levels of ozone precursor emissions (nitrogen oxides and 
volatile organic compounds). These precursor species react in the presence 
of sunlight, with key reactions proceeding faster at higher temperatures. 
Ground-level ozone, the primary component of smog, is a respiratory irritant 
that decreases lung function and may increase the development of asthma 
in children (Tagaris et al., 2009).

In the future, warmer temperatures and changes in atmospheric circu-
lation patterns may bring oppressive summer weather patterns earlier in 
the year (see Section 4.4), accelerating the formation rates of tropospheric 
ozone and increasing the length of time photochemical smog remains over 
any given location. Barring significant decreases in precursor emissions, 
tropospheric ozone exceedences could become more common over most 
densely populated areas in the United States, China, and elsewhere around 
the world with warm summers (Mickley et al., 2004; Tao et al., 2007; Lin 
et al., 2008). A study of 50 U.S. cities projected that a 1.6 to 3.2°C increase 
in local temperature would lead to an average 4.8 ppb increase in ozone 
levels by 2050, with the greatest increases occurring in cities with already 
high ozone concentrations (Bell et al., 2007). Ozone levels were projected 
to exceed the 8-hour regulatory standard an average of 5.5 more days 
per summer, an increase of 68% over current conditions. Although ozone 
mortality was projected to increase by 0.11 to 0.27% on average, certain 
cities exhibited greater sensitivities (e.g., increases of 5% for New York City; 
Knowlton et al., 2008). Given the sensitivity of ozone levels to precursor 
emissions, climate effects on ground-level ozone and particulate matter may 
depend less on direct temperature effects and more on the effectiveness of 
pollution control measures and climate-driven changes in natural emissions 
sources (Ebi and McGregor, 2008).

Increasing frequency of heavy downpours is already occuring and is 
projected to continue to occur in many parts of the world, including the 
eastern United States (Tebaldi et al., 2006; Karl et al., 2009). These increase 
the risk of water contamination and spread of water-borne bacterial diseases, 
with the risk being exacerbated by rising temperatures (Vorosmarty et al., 
2000). Current and future deficiencies in watershed protection, infrastruc-
ture, and storm drainage systems will likely increase the risk of contamina-
tion events as climate variability increases (Rose et al., 2000).

The length of the pollen season has already increased due to both earlier 
onset of flowering (Parmesan, 2007) and lengthening of the season for late-
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flowering species (Sherry et al., 2007). In the future, increasing temperatures 
may also affect the production, toxicity, and/or pollen-producing capacity 
of allergenic and toxic plants, including ragweed and poison ivy (Mohan 
et al., 2008; Shea et al., 2008; Ziska et al., 2009). Allergy incidence may 
also be increased by interactions between airborne allergens and air pol-
lution (D’Amato and Cecchi, 2008). Uncertainties in future emissions and 
the coupling between climate, air quality, and ecosystem models, however, 
render speculative any determination of the degree of change (Bernard and 
Ebi, 2001; Gamble et al., 2008).

5.7 ECOLOGY AND ECOSYSTEMS

Terrestrial Species and Climate Change: What Species Are Up Against

As the climate changed throughout the past millennia, species shifted 
to track temperature, precipitation, and other weather factors (Graham and 
Grimm, 1990; Overpeck et al., 1992). The geographic range of any species 
includes only areas where individuals can endure the extreme temperature 
and water stress occurring at those locations (Gordon,1982; Chown and 
Gaston, 1999). Indeed, the ranges of various songbirds in North America 
are limited by the amount of metabolic energy an individual must exert 
to stay alive (Root, 1988a,b). Warming in the late-Quaternary resulting in 
species tracking the changing climate gradient (Graham and Grimm, 1990). 
Additionally, these species differentially tracked their own unique set of 
climatic factors, which resulted in many species occurring in unexpected 
areas (Graham and Grimm, 1990) and new species groups being formed 
(Overpeck et al., 1992; Hobbs et al., 2009).

Today species continue to shift and change with current climate change. 
Additionally, if we remain on the “Business as Usual” scenario, then on a 
sustained global basis the expected rate of change in temperature in the 
next few decades could be higher than most species have endured over 
millennia (Hoeg-Guldberg et al., 2007; Loarie et al., 2009; NRC, 2009). 
In addition the face of the planet is very different from how it has ever 
been before because people have altered it considerably by constructing 
various structures on the landscape, such as cities, farms, and roadways. 
These frequently make movement of species across an area difficult. This is 
particularly true for species that are slow moving, such as turtles, but it is 
also true for animals that can move more quickly, including birds, bats, and 
butterflies. Even with these impediments, many species are changing with 
the globally changing climate. Indeed, with an increase in the average global 
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temperature of only ~0.6°C, many species around the globe were found to 
be making many significant changes (Root and Schneider, 2002; Parmesan 
and Yohe, 2003; Root et al., 2003). Species primarily exhibit two different 
types of changes: the timing of various temperature-related events, such as 
blooming or egg laying; and shifting their ranges to formerly cooler regions, 
such as poleward and up in elevation for terrestrial species and descend-
ing deeper in the oceans for marine species (Root and Schneider, 2002; 
Parmesan and Yohe, 2003; Root et al., 2003; Root et al., 2005; Parmesan, 
2006; Fox et al., 2009). Species are exhibiting other types of changes, but 
they are not reported as often as these two changes. Included in this “other” 
category are, for example, behavioral changes, changes in size and shape, 
and genetic changes.

Change in Seasonal Timing

The timing of different seasonal activities (phenology) of many species is 
shifting in concert with the changing climate. Common changes in the tim-
ing of spring activities include the timing of migration in various species such 
as birds, mammals, fish, and insect species (e.g., MacMynowski and Root, 
2007; Ogden et al., 2008) and in budding, blooming, and leafing in plants 
(e.g., Menzel et al., 2006; Crimmins et al., 2009; Primack and Miller-Rush-
ing, 2009). For example, in the case of plants, several trees in an urban to 
rural setting in Ohio exhibited an earlier trend in the leafing out in the spring 
(Shustack et al., 2009). The same is true for the timing of cherry blossoms 
in Japan, for which data exist from the ninth century (Primack et al., 2009). 
Satellite data unequivocally confirm the earlier greening of the biosphere 
(Myneni et al., 1998; White et al., 2009). Of course individual examples 
are not sufficient to draw generalized conclusions, thus meta-analyses have 
been performed to look for consistent patterns around the globe over a large 
number of species that have been observed to have been changing. For all 
Northern Hemisphere species reported in the literature with more than a 
10 year record showing phenological changes in the spring, the average 
number of days changed in the spring observed over the last 30 years of the 
20th century was ~15.5 days or ~5 days per decade earlier timing for those 
species showing a phenological change in the spring (Root et al., 2003). 
When both the species changing and those not changing in the same areas 
are included in the study calculation, then the number of days drops strongly 
to ~2 days per decade (Parmesan and Yohe, 2003). The increase in global 
average temperatures over that time period was ~0.4°C, although changes 
in land temperatures, especially at higher latitudes, were some factor of two 
larger (IPCC, 2007a).
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Contrary to what has been found for spring phenology, trends in autumn 
phenologies are not as clear. In the spring, animals are getting ready to breed 
and are driven to breed as earlier as possible. Therefore, these species ar-
rive earlier as the springtime warms, which in turn means they need earlier 
availability of required resources such as food. If a needed resource is not 
shifting in concert with a species exhibiting shifts, this could cause some 
decline in breeding success, for example. In the autumn some leaf fall is 
delayed, and some migrating animals move their southern migration date 
earlier than it was before, while others migrate south at roughly the same 
time that they always have migrated, and some stay longer before migrating 
(Miholcsa et al., 2009; Schummer et al., 2010).

Mismatch in Timing

Over evolutionary time species have formed predator-prey relationships 
that are being disrupted because the predator and prey do not necessar-
ily respond to warming by shifting in concert. For example, the common 
cuckoo (Cuculus canorus), a migrant, is a brood parasite laying its eggs in 
the nests of other birds that migrate either short or long distances. With 
climate change the short-distance migrants are arriving significantly earlier 
now than in the past and they are nesting before the cuckoo has arrived. 
Consequently, the short-distant migrants have reduced brood parasitism 
(Saino et al., 2009). This is an example where there are both winners and 
losers with climate change—the short-distance migrants winning and the 
cuckoo losing. What is “better” or “worse” is of course a value judgment, 
yet if one species is aided whereas others are disadvantaged to the point of 
population collapses and perhaps extinction, then the net effect could mean 
a local loss of species.

Range Shifts

As the climate has changed species have shifted their range because 
they are attempting to stay in areas where they are exposed to the same 
regional ambient temperatures. For terrestrial species this means moving 
toward the pole and up in elevation. From 1914 to 1920, Joseph Grinnell 
systematically surveyed a 60 to 3,300 m elevation gradient in Yosemite Na-
tional Park. He kept meticulous field notebooks, and these have been valu-
able in studying changes in species over a century, because the same area 
was resurveyed from 2003-2006. Roughly half of the 28 mammals surveyed 
moved up in elevation by an average of around 500 m. For example, one of 
the species shifting up in elevation in response to climatic warming is the 
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American pika (Ochotona princeps) (Moritz et al., 2008). In 1917 Grinnell 
found it up to 2,400 m (Grinnel, 1917), but in 2004 it was recorded up to 
2,900 m. The same type of analysis with similar results has also been done 
on birds (Tingley et al., 2009). Changes in the species are consistent with 
an increase in minimum January temperature by about 3°C.

In prehistoric times many species communities were composed of 
species that today are not found together (Overpeck et al., 1992). These 
so-called no analog communities foreshadowed what we are now observ-
ing; many species are moving differentially, which means the various biotic 
interactions existing within some species communities are changing. For 
example, the predator-prey cycle will be broken if one species moves into 
areas where the other does not occur. A situation that could cause concern is 
if the prey is a pest on our crops or a disease vector, and they no longer are 
held in check by the predator. Even if mutalistic interactions are disrupted, 
such as an insect that commonly pollinates a crop shifts, another insect 
pollinator most likely will move in, but perhaps not immediately. In several 
locations around China people are having to hand pollinate apple and pear 
trees to counter the loss of productivity due to a significant decline in the 
abundance of natural pollinators (Partap et al., 2001).

Changes in Size and Shape, Genetics, and Behavior,

As Earth has warmed many species are showing different types of con-
current changes. Hadly (1997) documented body size changes of a small 
mammal during historical (natural) climate shifts. Temporal fluctuations of 
body size in woodrats are so precise that Smith and Betancourt (1998) la-
beled them “paleo-thermometers.” Indeed, two rodent species in southern 
New Mexico captured from 1991 to 1998 had multiple structures, such 
as hind leg, ear, and body length, showing strong correlation with a time-
appropriate climate variable (Wolf et al., 2009).

Few studies have found a change in genetics with climate change. 
This could be that relatively few scientists have looked for such a change. 
Bradshaw and Holzapfel (2008), however, have examined the pitcher-plant 
mosquito (Wyeomyia smithii), and they did find genetic change (Bradshaw 
et al., 2006).

Species most affected by reductions in Arctic sea-ice extent are those 
with limited distributions and specialized feeding habits that depend on ice 
for foraging, reproduction, and predator avoidance, including the ivory gull 
(Pagophila eburnean), Pacific walrus (Odobenus rosmarus divergens), ringed 
seal, hooded seal (Cystophora cristata), narwhal (Monodon monoceros), and 
polar bear (Ursus maritimus); see Post et al. (2009) and Gilg et al. (2009).
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Synergetic Forces

Given the changes humans have made to the planet, many more factors 
than climate change are affecting species (Laurance and Useche, 2009). 
These include such things as land-use change, invasive species, introduced 
chemicals, and hunting. Additionally, changes to a system can feedback on 
other systems, which in turn may cause species more stress, for example, loss 
of coastal marshes causing increased erosion. Managers have been work-
ing for decades to help species combat stresses, for example, by setting up 
refuges for ducks where they are provided artificial lakes, food, and hunting 
protection. Coping with one or even two of these stresses can be difficult 
for species, but now adding the ubiquitous stress of a changing climate has 
managers and others concerned about possible population declines, and in 
extreme cases, extinction.

Certain traits can make a species more prone to extinction. These in-
clude the size of the species population (large population size is much more 
stable than a small size); the size of the range of the species (a species with 
a larger range size is less likely to become rare and then extinct); and spe-
cies that specialize on a particular trait, such as a particular prey item or a 
particular tree for nesting. In the last case, such dependent species are at 
greater risk of extinction due to their reliance on a particular item that could 
itself be negatively changed by climate change. Such change can actually 
cause a cascade of changes through the species communities due to the 
interconnectedness experienced by species within an ecosystem.

Extinction

The average lifespan of a plant or animal species is ~7 million years, 
which is the number of years a species persists from when the species arises 
via speciation to when it goes extinct (Lawton and May, 1995). The best 
estimate of how many plants and animals are extant compared to all plants 
and animals that have ever existed is around 2%. Consequently extinction 
is certainly a normal occurrence. The background level of extinctions (not 
human induced) differs with different taxa and types of species. In ma-
rine species it is estimated to be ~0.1 to 1 Extinction per Million Species 
Years (E/MSY). The number for mammals is similar, being ~0.2-0.5 E/MSY 
(Foote, 1997; Alroy, 1998; Regan et al., 2001; MEA, 2005; May, 2010).

Determining historic extinction rates is difficult because of the time it 
takes for a species committed to extinction—extinction will occur without 
some major change occurring, such as human management—to reach the 
point when we can document that the individuals in the population are no 
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FIGURE 5.16 Species extinction rates, expressed as extinctions per 1,000 species per 1,000 years. The fossil 
record tells us that in the distant past less than one mammal went extinct every 1,000 years. In the recent 
past the number of extinctions has increased 3 orders of magnitude higher than that of the fossil record. 
SOURCE: May (2010).
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longer replacing themselves. These species are called functionally extinct. 
When that assistance is not possible, there is still a time lag due to humans 
not being comfortable declaring a species extinct. Indeed, there is a “50-year 
rule” that says a species cannot be said to be extinct until it has not been 
found for 50 years. Even so, current rates of extinctions can be calculated 
at least for well-studied species, i.e., mammals, birds. and amphibians. The 
number of species in these three taxa is around 21,000, and over the past 
century ~100 species in those taxa are known to have gone extinct, giv-
ing an extinction rate of ~50 E/MSY (MEA, 2005). Adding the functionally 
extinct species, the rate of “extinction” increases to ~200 (May, 2010; see 
Figure 5.16).

What about future extinctions? For many decades now we have known 
the importance of three factors in contributing to a species becoming a 
concern with regard to extinction (Rabinowitz et al., 1986): (1) The overall 
range size is small enough for a major perturbation to influence greatly all 
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individuals in the species (Harris and Pimm, 2008). For example, the whoop-
ing cranes (Grus americana) while on their wintering ground in Texas are 
at high risk if there is an oil spill or powerful hurricane because the entire 
population winters in a small inlet along the coast; (2) The overall popula-
tion size is small, which can be detrimental because breeding in a small 
population can result in inbreeding (Liao and Reed, 2009). This, in turn, can 
increase the expression of deleterious genes, which decreases the number 
of fit young being produced, and the loss of genetic variability, which is 
needed to allow adaptation to novel habitats; and (3) The population de-
pends on some factor or species that could be at risk from disturbances, such 
as pollution, poaching, or climate change, among others. For example, the 
red-cocked woodpecker (Picoides borealis) must nest in 70- to 120-year-
old pines, most of which in the late 1800s and mid 1900s were cut down 
for various uses. Another example involves plant-eating insects, of which 
there are estimated to be 213,830 to 547,500 species committed to extinc-
tion because the range of their host plants are shrinking in size because of 
warming (Fonseca, 2009).

When climate change is one of the main forces acting on a species, 
then distance to closest cool refuge (Figure 5.17) is also as important as 

FIGURE 5.17 Map showing the distance to potential cool refuges, where cool is defined as the temperatures 
in 2100 are equal to or cooler than the temperatures in the 1960s. Used 0.5 x 0.5 latitude-longitude blocks. 
Source: Wright et al. (2009).
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range size, population size, and the vulnerability of a population depend-
ing on some limited factor at risk. Reaching the cool refuge is crucial. For 
example, Sinervo et al. (2010) reported lizards, which have body tempera-
tures determined by habitat temperatures, on four different continents are 
having to spend more time than before escaping warming temperatures by 
going into burrows or other locally cooler places. This means they have 
less time to forage and hence do not have the energy reserves needed to 
successfully reproduce, which of course can lead to population decline and 
possibly extinction. These species and others could probably avoid extinc-
tion by moving into new other areas in the region that are cooler (e.g., up 
in elevation). If a species in question has a maximum dispersal distance 
that is shorter than the distance to the refuge, or if the species is not a good 
colonizer and fails to become established in the refuge once it gets there, 
then the species will be in trouble unless it gets human assistance. Species 
that are in trouble unless aided by humans are called functionally extinct. 
Examples of functionally extinct species are those that are on oceanic islands 
or mainland islands, such as oasis within a desert, because unless they fly, 
dispersing to a cooler refuge is not possible. For example, the Akiapolaau 
(Hemignathus munroi) on the Hawaiian Islands, Aruba island rattlesnake 
(Crotalus durissus unicolor), and the black robin (Petroica traverse) on Cha-
tham Islands off the coast of New Zealand are all critically endangered and 
will go extinct without help from humans.

Hubbell and co-workers (2008) looked at possible extinction rate in 
the Brazilian Amazon due to land-use change. He estimated that a total 
of 11,210 tree species occur in the Brazilian Amazon. About 30% of these 
trees (~3,250) have populations greater that 1 million, and consequently, do 
not currently face extinction. Fifty percent (~5,300) of all the species have 
populations less than 10,000. Roughly 35% of these have a high probability 
of going extinct even without the effects of climate change. This would also 
result in insects and other species that depend on these tree species to also 
be facing extinction. Climate change and other drivers could exacerbate the 
vulnerability of these species of concern.

Deutsch and co-authors (2008) investigated the physiological tolerances 
of species from pole to pole. They found, as expected, that the extent of 
physiological tolerance was wider at the higher latitudes and narrower near 
the equator. From this they reasoned that the tropical species could very well 
have a more difficult time as the globe warms, because the temperature to 
be experienced by species in the tropics could well be higher than that ever 
experienced by the tropical species. Temperate, boreal, and arctic species 
will also be subjected to warmer temperatures, but those temperatures, for 
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a while at least, will be within the variability of temperatures experienced. 
Hence, tropical trees, and other studies will highly likely find the same to 
be true for tropical animals and are at higher risk of not being resilient to 
the incipient warming (Figure 5.18).

Using the A1B scenario from IPCC (2007a), Wright and co-authors 
(2009) found that “75% of the tropical forests present in 2000 will experi-
ence mean annual temperatures in 2100 that are greater than the highest 
mean annual temperature that supports closed-canopy forest today” (p. 
1418). As long as there is a cool refuge within dispersal distance and as long 
as dispersal is possible this increase may not be a big problem. The most 
common cool refuges for plants are to migrate up in elevation. In the tropics, 
however, such elevational relief is not available, making cooler refuges for 
many plants and animals living in the tropics inaccessible. Around 1,200 
mammals have ranges restricted to the low-latitude tropics with no easy 
access to cooler refuges as the globe warms. Another group of mammals at 
risk of extinction are those about 650 species that have ranges smaller than 

FIGURE 5.18 Predicted impact of warming on the performance of animals with body temperatures equili-
brated to ambient (ectothermic or cold-blooded). On both panels the red line is the model output. On the 
right panel the dots are the intrinsic growth rates for each insect species examined. On the left panel other 
terrestrial ectotherms, including frogs, toads, lizards, and turtles are plotted. Source: Deutsch et al. (2008).
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3,130 km2. Without aid from humans these species are probably not going 
to be able to persist.

Extinction is irreversible. Choices among stabilization targets can be 
expected to determine the scope of future extinction (e.g., types of spe-
cies, geographic regions, etc.) that could be caused by climate change, or 
alternatively the scale of protective adaptation measures such as species 
management that could be considered to avoid extinctions.

5.8 BIOLOGICAL OCEAN

Impacts of CO2, pH, and Climate Change in the Ocean’s Biology

Marine ecosystems will be affected by climate change via physical 
changes in ocean properties and circulation (Sections 4.1, 4.4, and 4.7), 
ocean acidification via altered seawater chemistry from rising atmospheric 
CO2 (Section 4.9), and sea-level rise via coastal habitat loss. Some of the 
key potential impacts will involve changes in the magnitude and geographi-
cal patterns of ecological and biogeochemical rates and shifts in the ranges 
of biological species and community structure (Boyd and Doney, 2002). 
Impacts are expected to include both direct physiological impacts on organ-
isms through, for example, altered temperature, CO2, and nutrient supply, 
and indirect effects through altered food-web interactions such as chang-
ing seasonal timing (phenology) of phytoplankton blooms or disruptions in 
predatory-prey interactions.

Primary production by upper-ocean phytoplankton forms the base of 
the marine food-web and drives ocean biogeochemistry through the export 
flux of organic matter and calcareous and siliceous biominerals from plank-
tonic shells. Plankton growth rates for individual species are temperature 
dependent and tend to increase under warming up to some threshold. When 
viewed in aggregate, plankton community production rates approximately 
follow an exponential curve in nutrient replete conditions, which would sug-
gest increasing global primary productivity over this century as sea surface 
temperatures increase (Sarmiento et al., 2004). In most regions of the ocean, 
however, primary production rates are limited by nutrients such as nitrogen, 
phosphorus, and iron. Diatoms, a key shell-forming group of phytoplankton, 
are also limited by silicon. The rates of many other biological processes, 
such as bacterial respiration and zooplankton growth and respiration, also 
speed-up as temperature rises, the integrated effect at the ecosystem level is 
difficult to predict from first principles. Warming also occurs in conjunction 
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with other factors (rising CO2, altered ocean circulation), and the potential 
synergistic or antagonistic effects of multiple stressors must be considered.

Satellite observations indicate a strong negative relationship, at inter-
annual time scales, between marine primary productivity and surface warm-
ing in the tropics and subtropics, most likely due to reduced nutrient supply 
from increased vertical stratification (Behrenfeld et al., 2006). Satellite data 
also indicate that the very lowest productivity regions in subtropical gyres 
expanded in area over the past decade (Polovina et al., 2008), although 
these trends may be due to interannual variability (Henson et al., 2010). 
Numerical models project declining low-latitude marine primary produc-
tion in response to 21st century climate warming (Sarmiento et al., 2004; 
Steinacher et al., 2010) (Figure 5.19). Warmer, more nutrient-poor condi-
tions in the subtropics could enhance biological nitrogen fixation (Boyd 
and Doney, 2002), an effect that may be amplified by higher surface water 
CO2 levels (Hutchins et al., 2009). The situation is less clear in temperate 
and polar waters, although there is a tendency in most models for increased 
production due to warming, reduced vertical mixing, and reduced sea-ice 
cover. For example, the rapid warming and sea-ice retreat along the West 
Antarctic Peninsula has lead to a poleward shift in the region of strong sea-
sonal primary production that has impacts for higher trophic levels including 
seabirds (Montes-Hugo et al., 2009). In most open-ocean regions, however, 
the climate signal in primary production and other ecosystem properties may 
be difficult to distinguish from natural variability for many decades (Boyd et 
al., 2008; Henson et al., 2010). Changes in atmospheric nutrient deposition 
(nitrogen and iron) linked to fossil-fuel combustion and agriculture also can 
alter marine productivity but mostly on regional scales near industrial and 
agricultural sources (Duce et al., 2008; Krishnamurthy et al., 2009).

Subsurface oxygen levels likely will decline due to warmer waters (low-
er oxygen solubility) and altered ocean circulation, leading to an enlarge-
ment of open-ocean oxygen minimum zones and stronger coastal oxygen 
depletion in some regions (Keeling et al., 2010; Rabalais et al., 2010). Low 
subsurface O2, termed hypoxia, occurs naturally in open-ocean and coastal 
environments from a combination of weak ventilation and/or strong organic 
matter degradation. Dissolved O2 gas is essential for aerobic respiration, and 
low O2 levels negatively affect the physiology of higher animals leading to 
so-called “dead-zones” where many macro-fauna are absent. Coastal hypox-
ia can lead to marine habitat degradation and, in extreme cases, extensive 
fish and invertebrate mortality (Levin et al., 2009; Rabalais et al., 2010). Ex-
panded open-ocean oxygen minimum zones would increase denitrification 
and may contribute to increased oceanic production of the greenhouse gas 
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nitrous oxide (N2O). The organic matter respiration that generates hypoxia 
also elevates CO2, and multiple stressors of warming, deoxygenation, and 
ocean acidification magnify physiological and microbial responses (Pörtner 
and Farrell, 2008; Brewer and Peltzer, 2009).

FIGURE 5.19 Model projected change in vertically integrated annual mean primary production (PP) relative 
to pre-industrial conditions (decadal mean 1860-1869) for the end of the 21st century under SRES A2. The 
changes represent the difference between 2090-2099 and 1860-1869 (decadal means). Multi-model means 
have been computed for four coupled ocean-atmosphere models using regional skill scores as weights. 
Where no observation-based data is available to calculate skill scores (e.g., in the Arctic) the arithmetic 
mean of the model results is shown. The magnitude of the primary production changes are shown in per-
cent normalized to global mean areal primary production rate and are presented for a nominal increase in 
global mean surface air temperature of 1°C. Source: Steinacher et al. (2010).
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Open-ocean deoxygenation has been observed in the thermocline of 
the North Pacific and tropical oceans over decadal periods, perhaps due 
to natural climate variability (Mecking et al., 2008). Models project long-
term reductions of 1-7% in the global oxygen inventory and expansions of 
open-ocean oxygen minimum zone over the 21st century (Frölicher et al., 
2009; Keeling et al., 2010). The duration, intensity, and extent of coastal 
hypoxia has also been increasing substantially over the last half-century, 
but primarily due to elevated fertilizer run-off and atmospheric nitrogen 
deposition that contribute to coastal eutrophication, enhanced organic mat-
ter production, and export and subsurface decomposition that consumes 
O2. Climate change could accelerate coastal hypoxia via surface warming 
and regional increases in precipitation and river runoff that increase wa-
ter-column vertical stratification; on the other hand, more intense tropical 
storms could disrupt stratification and increase O2 ventilation (Rabalais et 
al., 2010). Expanding coastal hypoxia is also induced in some regions by 
reorganization in ocean-atmosphere physics. Off the Oregon-Washington 
coast, increased wind-driven upwelling is linked to the first appearance of 
hypoxia, and even anoxia, on the inner-shelf after five decades of hypoxia-
free observations (Chan et al., 2008). Further south in the California Current 
System, the depth of hypoxic surface has shoaled along the coast by up to 
90 m (Bograd et al., 2008). The same physical phenomenon, along with the 
penetration of fossil-fuel CO2 into off-shore source waters, are introducing 
waters corrosive to aragonite (W < 1) onto the continental shelf (Feely et al., 
2008). There is conflicting evidence on how coastal upwelling may respond 
to climate change, and impacts may vary regionally (Bakun et al., 2010).

Laboratory and mesocosm experiments indicate that many marine or-
ganisms are sensitive to elevated CO2 and ocean acidification, with both 
positive and negative physiological responses (Fabry et al., 2008; Doney et 
al., 2009a,b; NRC, 2010). The projected rates of change in global ocean pH 
and W over the next century are a factor of 30-100 times faster than temporal 
changes in the recent geological past, and the perturbations will last many 
centuries to millennia. Although there are spatial and temporal variations in 
surface seawater pH and saturation state, projected future surface water pH 
values for the open-ocean are below the range experienced by contempo-
rary populations, and the ability of marine organisms to acclimate or adapt 
to the magnitude and rate of change is unknown.

The largest identified negative impacts are on shell and skeleton growth 
by calcifying species including corals, coralline algae, and mollusks. Cor-
als utilize the aragonite mineral form of calcium carbonate, and the rate 
of coral calcification declines with falling aragonite saturation state even 
when waters remain supersaturated, and corals appear to need saturation 
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states (W > 3) for healthy growth (Langdon and Atkinson, 2005; Kleypas and 
Yates, 2009). Decreased calcification is observed for corals with symbiotic 
zooxanthella (photosynthetic algae living within coral animals), and CO2 
fertilization of zooxanthella does not alleviate acidification effects. Studies 
of net community calcification rates for coral reef ecosystems indicate that 
overall net calcification also decreases with rising CO2 (Silverman et al., 
2007), and model studies suggest a threshold of about 500-550 ppm CO2 
where coral reefs would begin to erode rather than grow, negatively im-
pacting the diverse reef-dependent taxa (Silverman et al., 2009). Observed 
physiological responses for mollusks, such as pteropods, oysters, clams, 
and mussels, include reduced calcification, increased juvenile mortality 
and reduced larval settlement, and smaller, thinner, and malformed shells 
(Orr et al., 2005; Green et al., 2009; Miller et al., 2009). Crustaceans also 
utilize calcium carbonate in their shells, but the response to elevated CO2 
is less well-understood with studies reporting both increased and decreased 
calcification rates (Fabry et al., 2008). Decreased calcification rates with 
rising CO2 are observed as well for key planktononic calcifiers including 
foramaniferia and most strains or coccolithophores.

Some organisms may benefit in a high-CO2 world, in particular pho-
tosynthetic organisms that are currently limited by the amount of dissolved 
CO2. In laboratory experiments with elevated CO2, higher photosynthesis 
rates are found for certain phytoplankton species, seagrasses, and macroal-
gae, and enhanced nitrogen-fixation rates are found for some cyanobacteria 
(Hutchins et al., 2009). Indirect impacts of ocean acidification on non-
calcifying organisms and marine ecosystems as a whole are possible but 
more difficult to characterize from present understanding. A limited number 
of field studies that have been carried out in mostly benthic systems with 
naturally elevated CO2 are broadly consistent with the laboratory studies in 
terms of predicted changes in community structure (e.g., decrease in calci-
fiers; increase in non-calcifying algae) (Hall-Spenser et al., 2008; Wootton 
et al., 2008). Polar ecosystems also may be particularly susceptible when 
surface waters become undersaturated for aragonite, the mineral form used 
by many mollusks including pteropods, which are an important prey species 
for some fish. Socioeconomic impacts from degraded fisheries and other 
marine resources are possible but poorly known at this point (Cooley and 
Doney, 2009).

Based on historical survey data, the geographic range of many marine 
species has shifted poleward and into deeper waters due to ocean warm-
ing (Perry et al., 2005; Nye et al., 2009). Model projections indicate that 
poleward expansion and equatorial contraction of geographical ranges 
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for particular species will continue and that at any particular location the 
frequency of replacement of “cool-water” species by “warm-water” species 
will likely increase. Individual marine species will be impacted differen-
tially; for example pelagic fish ranges may be impacted more than demer-
sal ranges, which will lead to changes at the community and ecosystem 
model. Few studies have looked comprehensively across many marine taxa 
and geographic regions, but a recent pilot model projection suggests the 
potential for significant changes in community structure in the Arctic and 
Southern Ocean biodiversity due to invasion of warm water species and high 
local extinction rates in the tropics and subpolar domains. Fish stock size 
may either grow or decline due to altered primary production, prey abun-
dance, and temperature-dependent growth rates, the trend for each species 
depending on its particular biology and habitat (Brown et al., 2010; Hare 
et al., in press). Complex predation and competition interactions may re-
verse the expected responses for some species (Brown et al., 2010). Climate 
change may also disrupt larval dispersal and development patterns as well 
as existing predator-prey interactions through altered currents and seasonal 
phenologies for spawning and plankton blooms (Parmesan, 2006).

Specific marine habitats may be particularly sensitive to changing cli-
mate. Rising sea-level would impact, and in many cases degrade, coastal 
wetlands and estuaries, coral reefs, mangroves, and salt-marshes through 
inundation and enhanced coastal erosion rates; these coastal environments 
serve as important nursery habitats for larval and juvenile life-stages. Re-
gional impacts depend on local vertical land movements and would be 
exacerbated where the inland migration of ecosystems is limited by coastal 
development and infrastructure. The thermal tolerance of many coral spe-
cies is limited, and over the past several decades, warmer sea surface tem-
peratures have led to widespread tropical coral bleaching events (loss of 
algal zooxanthella) and increased coral mortality. Warming and more local 
human impacts have been associated with declines in the health of coral 
reef ecosystems worldwide. Bleaching can occur for sea surface tempera-
ture changes as small as +1-2°C above climatological maximal summer sea 
surface temperatures, and more frequent and intense bleaching events are 
anticipated with further climate warming (e.g., Veron et al., 2009). Sea-ice 
dependent species are also at risk, and rapid warming in the Arctic and parts 
of Antarctica has resulted in substantial shifts in whole food-webs (Ducklow 
et al., 2007; Montes-Hugo et al., 2009).
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5.9 ILLUSTRATIVE ADDITIONAL FACTORS

There are many more climate impacts that could be very important 
but are not as well understood as those described above. Some illustrative 
examples are briefly provided here.

National Security

Many processes could plausibly connect climate change to national 
security concerns. For instance, military experts have pointed to the poten-
tial for climate-induced food and water shortages to contribute to political 
instability, which can then be exploited by extremists (CNA Corporation, 
2007). The potential for mass migrations associated with resource shortages 
or flooding are also potential “threat multipliers.” Climate changes will also 
likely affect military operations, such as via inundation of low-lying military 
bases, and introduce new geopolitical dilemnas, such as the opening of sea 
routes in the Arctic.

Yet perhaps because of the complex nature of national security threats 
and the paucity of relevant data, there are relatively few quantitative exam-
ples that document the climate sensitivity of phenomena related to national 
security. Some empirical evidence suggests an important role for climate in 
domestic and international conflict. Long-term fluctuations of global wars 
and death rates since 1400 are correlated with shifts in temperature (Zhang 
et al., 2007a). In Africa, civil wars since 1980 have been roughly 50% more 
likely in years 1°C warmer than average (Burke et al., 2009). Precipitation 
decreases are also associated with conflict in Africa, although projected 
rainfall changes are not large relative to historical variability (Miguel et al., 
2004; Hendrix and Glaser, 2007).

Obviously more work is needed to advance understanding of national 
security threats from climate change. Specifically, although the implica-
tions of climate change for resource scarcity are uncertain, the complex 
relationship between resource scarcity and conflict is even more tenuously 
understood (Barnett, 2003; Nordås and Gleditsch, 2007). At the same time, 
military experts routinely caution that waiting for quantitative precision 
can be very risky, and intuition alone is often used to make major strategic 
decisions for national security (CNA Corporation, 2007).

Dynamic Vegetation

Changes in climate and CO2 beyond 2100 will likely be sufficient 
to cause large-scale shifts in natural ecosystems. Although relatively few 
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modeling studies extend beyond 2100, many show substantial changes 
occurring by 2100 that indicate the potential for even greater changes in 
the following centuries. Indeed, some major shifts such as the expansion of 
shrublands in Arctic regions are already evident in recent decades (Sturm 
et al., 2001; Tape et al., 2006), and this shift is consistent with results from 
warming experiments in the region (Walker et al., 2006). One important 
consequence of this expansion is that the resulting decrease in surface al-
bedo can amplify local summer warming in the future by a factor of two or 
more (Chapin et al., 2005).

Major biome shifts also appear likely in some temperate and tropical 
regions by 2100 (Scholze et al., 2006). The Eastern part of the Amazon rain-
forest, for example, may shift to a seasonally dry forest or even a savanna 
due to likely rainfall decreases in the dry season by 2100 (Cox et al., 2004; 
Malhi et al., 2009). Beyond 2100, these shifts become more likely. High 
CO2 levels will likely promote expansion of vegetation into currently bar-
ren tundra and desert ecosystems, because of higher water-use efficiencies, 
which again would amplify local warming because of albedo effects (Bala 
et al., 2006).

Most models used to simulate future vegetation changes rest on strong 
empirical relationships between current climate and the distribution of major 
biomes. Less is known about how transitions between equilibrium states 
occur, and for instance whether deep roots of established trees limit their 
sensitivity to climate shifts. Another source of uncertainty in projections of 
vegetation change is potential interactions with local land use, which for 
instance could accelerate regional climate change in tropical forests (Malhi 
et al., 2008). Despite these uncertainties, higher emissions scenarios will 
almost certainly result in climate shifts that are large enough to cause major 
vegetation shifts by 2100 and beyond.

Some Climate Changes Beyond 2100

More is known about the very long term (millennia) and the present 
century, but there is a gap in understanding and more limited knowledge 
of climate system behavior over the next few centuries. Here we present 
two examples of areas where information on the next few centuries is 
available.

Circulation

About half of the AR4 climate models were used to project the future 
climate beyond 2100 to 2200. These simulations were performed using the 
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A1B emission scenario until 2100, and then holding the forcing fixed to 
2200. In some of the models, the MOC was seen to maintain an equilibrium 
strength that was similar to that projected for 2100; in other models the MOC 
strengthened somewhat from their nadir early in the 22nd century. Too few 
of the higher end AR4 climate models have been integrated far enough into 
the future to assess whether persistently high greenhouse gas concentrations 
will cause a permanent change to the strength of the MOC.

Sea Ice Beyond 2100

Climate model simulations suggest that in the decades following 2100 
the Arctic may be perennially ice-free (Winton, 2006a,b; Eisenman and 
Wettlaufer, 2009). However, on the millennium scale the system may oscil-
late between being totally ice-covered or having ice only along the land 
margins (Ridley et al., 2008). Only two IPCC models predict a year-round 
ice-free Arctic in the decades after 2100. However, these are the models 
that have the most sophisticated sea ice components. The scenario within 
which these models lose their Arctic ice is the 1% per year CO2 increased 
to quadrupling, a concentration of 1,120 ppm, after which although atmo-
spheric CO2 is kept constant temperatures continue to rise. These models, 
one initiated from pre-industrial conditions and the other from present-day 
conditions are run for nearly 300 years; quadrupling occurs at 140 years. 
Both models exhibit a gradual linear decline in September sea-ice loss be-
coming ice free when the average polar temperature is –9°C. In March, the 
transition to an ice-free state is also linear until polar temperatures reach 
–5°C, at which point one model experiences an abrupt transition, associ-
ated with that model’s ice-albedo feedback mechanism, while in the other 
it remains linear and the ocean heat flux plays a larger role. The tempera-
ture at which the Arctic becomes ice free in these models is 13°C above 
present-day values (Winton, 2006a,b). The ice-albedo, convective cloud, 
and ocean heat transport feedbacks all play necessary roles in the loss of 
the winter sea ice (Abbot et al., 2009b). However, the ice-albedo feedback 
plays a key role.

While an ice-free Arctic may present new economic opportunities it will 
also likely have profound impacts on climatological and ecological systems 
locally and globally. A few of these are mentioned here. From the physical 
standpoint, the loss of Arctic sea ice means that the mediating influence of 
sea ice on energy flux exchanges between the atmosphere and ocean will 
no longer prevail and the Arctic atmosphere will warm. Model studies sug-
gest that these two impacts will affect the effectiveness of the overturning 



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

 IMPACTS IN THE NEXT FEW DECADES AND COMING CENTURIES 215

in the thermohaline circulation (e.g., Broecker, 1997; Lemke et al., 2007; 
Levermann et al., 2007), an impact with global consequences for climate 
variability. The reduced latitudinal temperature gradients that result from 
the Arctic warming will modify the atmospheric circulation dynamics in 
the Northern Hemisphere. Mid-latitude storm tracks may shift (e.g., Deser 
and Teng., 2008), the westerlies may weaken, and storm intensities may 
decrease poleward of 45 N (e.g., Royer et al., 1990; Honda et al., 1999). 
Large-scale pressure systems such as the Azores High (Raymo et al., 1990) 
as well as the Asian monsoon and the Hadley Cell circulation systems may 
be affected (Liu et al., 2007).

Along with these impacts on the atmospheric and oceanic circulation, 
loss of Arctic sea ice has the potential to enhance the rates of surface melt 
of Greenland’s glaciers. Present-day enhanced melting of Greenland’s ice 
sheet is associated with increased advection of ocean heat onto the ice 
sheet from a warmer ocean, resulting in enhanced melt (e.g., Rennermalm 
et al., 2009). The warmer ocean surface temperatures that will occur in the 
absence of sea ice can be expected to enhance the rates of warming. The 
increased melt will contribute to sea level rise.

Sea ice in the Arctic is of major ecological importance; it is a habitat 
for a variety of species. An ice-free Arctic will promote large scale changes 
in Arctic marine ecosystems. Already in the Arctic, loss of sea ice has been 
associated with polar bear population decrease (e.g., DeWeaver, 2007); 
seasonal or perennial loss of sea ice will only exacerbate this situation. Sea 
ice protects the shorelines from erosion and helps maintain continuous per-
mafrost. Lawrence et al. (2008b) show that loss of Arctic sea ice speeds the 
degradation of permafrost. Warming of the permafrost has already led to the 
destabilization of infrastructure in the Arctic, and removal of the protective 
cover of ice has already led to increased shoreline erosion (IPCC, 2007a,b); 
this can only worsen as sea ice cover is lost. Additionally, warming of the 
permafrost may lead to the emission of methane to the atmosphere, which 
has the potential to enhance greenhouse gas-related warming (Macdonald, 
1990).
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6

Beyond the Next Few Centuries

6.1 LONG-TERM FEEDBACKS AND EARTH SYSTEM SENSITIVITY

Earth System Sensitivity: On the Brink of the Anthropocene

Settled agricultural civilization arose during the interglacial period 
known as the Holocene, which has extended over the past 10,000 years. 
To geologists of the future, the evolution of the present interglacial will look 
different from that of the previous major interglacial—the Eemian, which 
set in 130,000 years ago. During other interglacials (which have occurred 
about every 100,000 years for more than the past 1 million years), CO2 
reached a peak value of about 300 ppm and thereafter began to fall; in this 
interglacial, CO2 will instead rise by an amount that will be determined by 
human activities. We are now entering a new geological epoch, called the 
Anthropocene, during which the evolution of Earth’s environment will be 
largely controlled by human activities, notably emissions of carbon dioxide 
from deforestation and fossil fuel burning. The Anthropocene will leave an 
imprint in the geological record as distinctive as other events that today’s 
geologists find significant enough to merit a name. Actions taken within this 
century will determine whether the Anthropocene climate anomaly repre-
sents a small deviation from the Holocene climate, or a major shift with 
a duration of many thousands—perhaps even hundreds of thousands—of 
years. Over such long time scales, determining the climate response requires 
consideration of Earth System Sensitivity.

Earth System Sensitivity involves a number of processes that are less 
well understood than those involved in fast-feedback climate sensitivity or 
transient climate response. The challenges are compounded by the slow 
nature of these feedbacks, which makes them difficult to study through cur-
rent observations of the changing climate. Study of paleoclimate provides a 
window into the operation of these slow processes, but the endeavor there 
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is hampered by imprecision in our knowledge of past climate and past 
greenhouse gas concentrations. The principal known processes involved in 
Earth System Sensitivity are:

• The carbon cycle, including ocean carbon uptake and release, 
terrestrial carbon uptake or release, and release of methane by 
destabilization of clathrates stored in permafrost or in sea-floor 
sediments

• Major land ice sheets (such as those of Greenland and Antarctica)
• Vegetation changes affecting albedo and the hydrological cycle
• Changes in atmospheric chemistry that may affect aerosol 

formation and methane concentration
• Changes in atmospheric dust loading

Because the climate system is being pushed into uncharted territory 
without any precise past analogue, it is possible that the Earth system is 
subject to additional as-yet unidentified feedbacks. Although all of the above 
feedbacks have been implicated in past climate changes (as reviewed, e.g., 
in Lunt et al., 2010), the following discussion will focus on the first two.

As net cumulative CO2 emissions increase, the amount by which the 
global temperature exceeds the peaks of the past 2 million years increases. 
Moreover, the length of time over which the climate is substantially warmer 
than previous interglacials becomes longer, allowing more time for slow 
components of the climate system to respond. The very long-term human 
imprint on climate can be assessed by computing the warming remaining 
after many centuries, taking into account only the climate sensitivity ap-
plied to the CO2 remaining after allowing for uptake of carbon emissions 
by land and ocean. The resulting warming would be affected further by the 
additional feedbacks involved in Earth System Sensitivity, but examining the 
basic long-term warming gives an indication of the magnitude of climate 
change upon which these feedbacks act.

The uncertainty in the future course of climate is affected both by 
uncertainties in climate sensitivity and uncertainties in the carbon cycle. 
The joint effects of these uncertainties are presented in Figure 6.1. Some of 
the carbon cycle models included in the calculation sequester a moderate 
amount of carbon in land ecosystems during the early centuries, but none 
produces a significant long-term carbon release from land or marine sedi-
mentary carbon pools. The effect of such a release would need to be taken 
into account by explicitly adding it in to the cumulative emissions directly 
produced by fossil fuel burning and land-use changes.
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FIGURE 6.1 Range of very long-term warming obtained by applying the range of equilibrium climate sensi-
tivity in Table 3.1 to the LTMIP ensemble of carbon-cycle models discussed in Archer et al. (2009). The upper 
red curve gives the maximum, the heavy black curve the median, and the lower green curve the minimum 
warming over all combinations of climate sensitivity and carbon-cycle models. These results incorporate 
the uptake of CO2 by land and ocean, but do not include other Earth System Sensitivity feedbacks such as 
vegetation change or ice sheet response. See Methods appendix for details of the calculation.
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With 1,000 GtC cumulative emissions the median estimate of the warm-
ing falls to 1.6°C at 1,000 years. The high end warming is still above 2°C 
at this time, though it falls below 2°C by 5,000 years. With 2,500 GtC cu-
mulative emissions the median warming is still 2.7°C at 5,000 years, while 
the high-end warming exceeds 4°C. If cumulative emissions reach 5,000 
GtC, even the lowest estimated warming remains above 2°C after 10,000 
years, while the high end is above 7.5°C. In all cases, the warming decays 
very little between 5,000 years and 10,000 years, and in fact the warming 
remaining after 10,000 years would take 100,000 years or more to recover 
under the slow action of silicate weathering processes, even in the absence 
of destabilizing long-term Earth System feedbacks.

The large range of possible very long-term warming exhibited in the 
preceding discussion is due in large measure to the uncertainty in climate 
sensitivity. To what extent do past climate variations help to constrain this 
spread? The study of the instrumental record of climate provides, at best, a 
window into transient climate sensitivity. To obtain observational constraints 
on equilibrium climate sensitivity or Earth System Sensitivity, one must look 
into the more distant past. There are many ways to make use of the past 
climate record as a guide to the future, and in evaluating the published re-
sults, one must take care to distinguish the kind of climate sensitivity being 
estimated, which categories of climate forcings are regarded as feedbacks, 
and which categories of climate forcings are regarded as known or diag-
nosed forcings to be used in determining the sensitivity of the rest of the 
climate system.

Part of the cooling during the Last Glacial Maximum was due to a reduc-
tion in atmospheric CO2, and this can be used to estimate climate sensitivity. 
To accomplish this, one must estimate and subtract out the portion of climate 
change forced by changes in Earth’s orbit, by growth of the Northern Hemi-
sphere ice sheets, and by dust radiative effects. In the end, this provides an 
estimate of climate sensitivity rather than Earth System Sensitivity, because 
the non-CO2 forcings are treated diagnostically instead of as feedbacks. On 
this basis, Hargreaves and Annan estimate a most likely climate sensitivity 
corresponding to Δ T2x = 2.5C, with low likelihood that Δ T2x exceeds 6°C. 
When additional observational constraints are incorporated, the maximum 
likely value is reduced to 4°C, in line with the range seen in the IPCC en-
semble of models. Crucifix (2006) cautions, however, that the sensitivity of 
Earth’s climate to reductions in CO2 may not be a good indication of the 
sensitivity to increases.

The warm climates of Earth’s more distant past provide our most impor-
tant guide as to Earth System Sensitivity. There are three times of particular 
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interest: the Pliocene period extending from 5.3 to 2.6 million years ago 
and preceding the initiation of the Pleistocene glacial/interglacial cycles; 
the Miocene period from 23 to 5.3 million years ago, during which Ant-
arctic glaciation was initiated; and the Paleocene/Eocene boundary about 
56 million years ago, at which point a massive release of carbon dioxide 
(presumably from land ecosystems) caused a massive warming of an already 
warm and largely ice-free climate.

The importance of the Pliocene is that the carbon dioxide concentra-
tions at the time were only moderately greater than at present (380-425 
ppm), but the climate was substantially different from today’s climate (Lunt 
et al., 2010). Antarctica was already glaciated, but the Northern Hemisphere 
(particularly Greenland) was free of large ice sheets. Northern Hemisphere 
mid-latitude and high-latitude temperatures were considerably greater than 
today’s. Tropical temperatures were not much warmer than modern values, 
although the characteristic east-west temperature gradient of the Pacific may 
have been much weaker, consisting of a permanent El Niño pattern (Wara 
et al., 2005). It is difficult to estimate global mean temperatures directly 
from proxy data, but using a combination of simulations and marine prox-
ies, Lunt et al. (2010) estimate that the Pliocene global mean temperature 
was 3°C warmer than at present. The Pliocene provides at least a hint that 
the Earth System Sensitivity is such that a doubling of atmospheric CO2, or 
perhaps even less, could cause a transition to a largely ice-free Northern 
Hemisphere, provided the CO2 remains high long enough. In a model-based 
diagnosis of Pliocene climate feedbacks, Lunt et al., 2010 estimate that Earth 
System Sensitivity (not counting carbon cycle feedbacks) is 1.45 times the 
basic climate sensitivity.

The Paleocene-Eocene Thermal Maximum (PETM) provides one of the 
most worrying indicators of Earth System Sensitivity. This event begins at the 
end of the Paleocene, during which Earth was already in a warm, globally 
ice-free state. Carbon isotope data indicate that at this time a rapid release of 
isotopically light carbon occurred, and that the climate warmed globally by 
about 4°C. The most consistent picture at present is that the isotopically light 
carbon comes from a release of about 3,000 GtC of presumably land-based 
organic carbon, rather than from a destabilization of methane clathrates. For 
a review of the PETM and estimates of the amount of organic carbon release, 
the reader is referred to Zeebe et al., 2009. The essential challenge posed 
by the PETM is that one must explain an already warm Paleocene climate 
(presumably caused by elevated CO2), at the same time as accounting for 
the additional warming caused by release of additional carbon, which must 
not exceed the limits allowed by data. The problem is that the radiative ef-
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fect of CO2 is logarithmic in CO2 concentration, so that if one starts with 
a high level of CO2 in order to explain the warm Paleocene, one needs an 
unrealistically large amount of additional CO2 to double or quadruple CO2 
and give the requisite warming. On the other hand, if the sensitivity of cli-
mate to CO2 is very high, then one can explain the Paleocene temperature 
with a smaller CO2 concentration, and also get the required PETM warm-
ing from the release of a smaller amount of carbon to the atmosphere. This 
appears to demand a very high climate sensitivity, at least at the top of the 
IPCC range, and perhaps beyond (Pagani et al., 2006). Methane or other, 
currently unknown, radiative forcing agents may have affected the Pliocene 
climate and the PETM warming, but for now the simplest explanation of the 
PETM would appear to be that climate sensitivity is very high.

Impacts of anthropogenic global warming are quite sensitive to tropical 
warming, and the warm climates of the past shed some light on this issue 
as well. It has occasionally been proposed that the tropics are subject to a 
thermostat of one sort or another that limits tropical warming, but such pro-
posals have been found to have no basis in physics (Williams et al., 2009). 
Moreover, the paleoclimate record of the Eocene and Paleocene provides 
direct support for the possibility of tropical temperatures considerably in 
excess of those prevailing today (Huber, 2008). Uncertainties in past CO2 
concentrations, however, make it impossible to say whether current general 
circulation models overestimate or underestimate tropical climate sensitivity. 
It is generally recognized, however, that general circulation models have 
difficulty reproducing the low meridional temperature gradient prevail-
ing in past warm climates (Pierrehumbert, 2002; Huber and Sloan, 2001). 
This suggests that the Earth system is subject to feedbacks amplifying polar 
warming, which are not adequately represented in current models (Abbot 
et al., 2009a).

The Potential for Large Biogeochemical 
Emissions: Evidence and Time Scales

Emissions of greenhouse gases could be augmented in a warmer world 
due to releases of gases from biogeochemical processes, such as methane 
from methane hydrates both in permafrost at high latitudes and under the 
deep ocean, enhanced nitrous oxide emissions from soils, and increased 
release of carbon dioxide from warming peat, soils, and the biosphere (Den-
man et al., 2007). Some of these sources could be very large, raising the issue 
of the risk of substantial contributions to climate change. For example, some 
estimates suggest that the carbon reservoir in the form of methane stored 
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in permafrost is of the order of 7.5-400 GtC (Brook et al., 2008), while that 
under the sea floor could amount to 500-2,500 GtC (Buffett and Archer, 
2004; Milkov, 2004; Brook et al., 2008). Field studies have demonstrated 
remarkably large local emissions of methane in association with warming 
and melting of permafrost at particular Arctic sites, and there is evidence 
for substantial trace gas emissions at some times in the distant past in the 
paleoclimatic record (e.g., Walter et al., 2006).

Thus there is a potential for great risk, and this attracts the interest of 
scientists, the public, media, and policy makers. At present, our assessment 
is that it is not possible to quantify these risks. A challenge for climate sci-
ence is not only to evaluate the physics and chemistry of the underlying 
processes, but also to explain why local observations or evidence from past 
climates do not necessarily imply that these factors are important for current 
and future anthropogenic climate changes.

Methane concentrations are currently about twice their pre-industrial 
levels; they were nearly stable for about a decade in 1997-2006, but began 
to increase again in 2007 (Rigby et al., 2008; Dlugokencky et al., 2009). 
Many studies establish ongoing permafrost retreat (Lemke et al., 2007) as 
well as considerable warming in the Arctic in both 2007 and 2008. But 
while global methane observations suggest a contribution from an increased 
source in the Arctic in 2007, there was no significant Arctic contribution 
to the methane increase in 2008 (Dlugokencky et al., 2009). Thus the cur-
rently warm Arctic does not seem to be a consistent source of methane that 
is significant on the global scale compared to other sources (which include 
wetlands, agriculture, animal husbandry, and waste processing, see Denman 
et al., 2007). One factor influencing methane release from permafrost is the 
amount of liquid water present, which controls whether decomposition is 
aerobic or anaerobic. This implies that not only thermal but also hydro-
logical conditions are involved in whether or not conditions favor methane 
releases reaching the atmosphere on a large enough scale to be significant; 
similarly methane released from the sea floor can be degraded by bacteria 
before reaching the surface (Brook et al., 2008). Therefore, methane ob-
servations from particular sites, while sometimes dramatic and suggestive, 
may be insufficient for characterization of the much larger scales needed to 
understand global methane increases.

The large increase in methane observed at the time of the Younger-Dryas 
transition about 11,600 years ago is an example of a methane-climate feed-
back that has attracted significant interest. One recent study using isotopes 
suggests that the primary methane source at that time was from wetlands 
rather than permafrost (Petrenko et al., 2009). Several studies suggest a 
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potential to increase current methane concentrations in a warmer world 
through wetland emissions (by perhaps as much as a doubling for 3°C 
warming, see Denman et al., 2007, and references therein); such a change, 
although significant, is far smaller than the potential reservoir in permafrost 
and illustrates that understanding the suite of contributing sources of trace 
gases is key to future projections.

A recent study by Fyke and Weaver (2006) studied the potential for 
significant methane emissions from the sea floor in a warmer world, and 
showed that the magnitude of the methane source depends upon thermal 
diffusivity (i.e., how rapidly warmth can be transmitted through the deep 
ocean and sediments), how large the warming is, and how long it lasts. That 
study suggests the potential for significant methane-climate feedbacks (up to 
10% enhancement in the climate feedback parameter for warming pulses 
lasting 1,000 years). However, the total calculated methane release was 
limited, due to the very slow time scales involved compared to the likely 
duration of human-induced climate changes.

The effect of the release of clathrate methane on climate depends on 
the form and the time scale of the release of the stored carbon. When 
methane concentrations are much lower than CO2 concentrations, as they 
are at present, the release of a GtC in the form of methane results in much 
greater radiative forcing than the release of a GtC in the form of CO2; the 
precise ratio depends on the atmospheric methane and CO2 concentrations 
at the time of release. Although release as methane would lead to a strong 
transient warming spike, the methane oxidizes to CO2 on a decadal time 
scale, reducing the radiative forcing. Nonetheless, the clathrate reservoir is 
large enough that if a substantial portion of it is released, it would have a 
substantial radiative effect even after being converted to CO2.

As an example, let’s suppose that 100 GtC is released suddenly into 
the atmosphere as methane. This would increase the atmospheric methane 
concentration by 46 ppm over its present value of 1.8 ppm, leading to a 
radiative forcing of 6 W/m2, which would cause a transient climate warm-
ing of 2.1 to 3.6°C, based on the likely range of transient climate sensitivity. 
Once oxidized to CO2, however, the radiative forcing subsides to only 0.6 
W/m2 when applied on top of an ambient CO2 concentration of 390 ppm. 
On the other hand, release of, say, 1,000 GtC of clathrate methane would 
add significantly to the long-term radiative forcing even if the release were 
slow enough that the carbon accumulated in the atmosphere in the form of 
CO2. A slow release of methane would further add to the long-term warming 
since the release would sustain higher steady-state methane concentrations 
during the time when the release was occurring.
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In addition to carbon stored in the form of methane clathrates there is 
also a substantial reservoir of organic carbon in near-surface land deposits. 
The standard estimate of the amount of carbon in the top meter of the land 
surface, plus living biomass, is about 2,100 gigatonnes of carbon, equivalent 
to nearly 1,000 ppm of atmospheric CO2 concentration before allowing for 
ocean uptake (Trumper et al., 2009). This figure is probably an underestimate 
of terrestrial organic carbon storage, as it doesn’t fully account for carbon 
storage in peatlands, and there is considerable potential that permafrost sys-
tems may store an additional 1,000 GtC or more of organic carbon (Schuur 
et al., 2008). At all times, microbial respiration is oxidizing some of this 
carbon and turning it to CO2, while photosynthesis is storing new carbon in 
the terrestrial pool. Currently, it is the photosynthetic storage that wins, so 
that the terrestrial ecosystem provides a moderate net sink of anthropogenic 
carbon. Are there circumstances when the balance can change and the ter-
restrial ecosystem instead becomes a net source of atmospheric CO2?

Terrestrial carbon-cycle modeling was discussed in detail in Section 
2.4. Many models predict that terrestrial ecosystems will continue to be a 
modest sink of anthropogenic carbon, but this conclusion is dependent on 
highly contested aspects of the CO2 fertilization effect, and in particular the 
possible role of nutrient limitation in inhibiting fertilization. At least one 
carbon-cycle model predicts that terrestrial ecosystems can become a net 
CO2 source of carbon by 2050, with eventual releases of up to 5 GtC per 
year (Cox et al., 2000). The best evidence that the Earth system can indeed 
release several thousand GtC of organic carbon in the context of a warming 
environment is provided by the Paleocene-Eocene Thermal Maximum.

The PETM event demonstrates that the Earth system can succumb to 
destabilizing carbon-cycle feedbacks, in which an organic carbon pool (pre-
sumably on land) begins to oxidize rapidly and becomes a source rather than 
a sink of atmospheric carbon dioxide. In the case of the PETM, the release 
amounted to 3,000 GtC (Zeebe et al., 2009), which is eight times as much 
carbon as has been released by all fossil burning to date, and comparable 
to the higher range of estimates of what might be released by future fossil- 
fuel burning. The processes that led to the PETM carbon release are not at 
all understood, and so the risk that anthropogenic global warming could 
trigger a similar catastrophic release cannot at present be quantified, save to 
say that the risk is a real one. Estimates of carbon-cycle feedback based on 
Pleistocene or Holocene carbon dioxide fluctuations suggest much smaller 
carbon-cycle feedbacks than the PETM (Frank et al., 2010), but the PETM 
provides the closest analogue to what might happen to the carbon cycle in 
a climate substantially warmer than the present.
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In summary, there is potential for biogeochemical feedbacks to climate 
change through emissions of trace gases but it cannot be quantified at pres-
ent. Such releases could add 2,000 GtC or more to the carbon directly put 
into the atmosphere by fossil-fuel burning and land-use change. If some of 
this stored carbon is released rapidly in the form of methane, it could lead 
to a pronounced transient warming spike above and beyond the more persis-
tent warming caused by increases in atmospheric CO2. Local measurements 
of releases are important in understanding processes but are currently insuf-
ficient to characterize the significance of sources for the global atmosphere. 
Thresholds for large effects are difficult to establish from paleoclimatic 
information, since key processes may become important over very slow 
time scales of many thousands of years in a warmer world, but may take 
place too slowly to be important on the time scales of relevance for human 
perturbations (i.e., the very long time scales required for the process to act 
may exceed the Anthropocene period over which human carbon emissions 
are expected to significantly warm the atmosphere).

Ice Sheets Beyond 2100

The extent to which the great ice sheets of Greenland and Antarctica 
will survive the Anthropocene is a question of paramount importance. Pa-
leoclimate reconstructions provide some information regarding the condi-
tions for initiation of these ice sheets, but there are no known instances of 
complete deglaciation of these ice sheets that could provide ground-truth 
for estimates of the temperature thresholds for deglaciation and the time 
required for deglaciation to take place. Therefore, estimates of temperature 
and duration thresholds must be drawn from ice sheet models, past partial 
deglaciations of Greenland and Antarctica, and past total deglaciations of 
the Laurentide or Fenno-Scandian ice sheets. It should be kept in mind that 
there are many important physical processes that are not well represented 
in current ice-sheet models, so that any thresholds based on models should 
be taken as only a general indication of what ice sheets can do, rather than 
precise, definitive values.

The waxing and waning of large land ice sheets has a profound effect 
on sea level. Moreover, the major categories of past climate states are often 
distinguished by the presence of ice near both poles (the Pleistocene and 
Holocene), near the South Pole only (the Pliocene), or by ice-free conditions 
in both the Arctic and Antarctic (the Eocene). The glacial/interglacial transi-
tions of the Pleistocene involve the growth and decay of the Laurentide and 
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Fenno-Scandian ice sheets, but going forward into warmer climates, it is the 
fate of the Greenland and Antarctic ice sheets that is of prime interest.

The loss of Greenland would make the Anthropocene look something 
like the Pliocene world, before the Pleistocene glacial/interglacial cycles set 
in, and there is strong evidence that this could happen in response to an-
thropogenic CO2 emissions. Using coupled GCM/ice-sheet models, Ridley 
et al. (2005) find that Greenland deglaciates almost completely when the 
global mean warming exceeds 5°C for 1,500 years, and (Vizcaino et al., 
2008) find near-total deglaciation when the global mean warming remains 
above 3.5°C for 4,000 years. Gregory et al. (2004) argue that even lesser 
warming could lead to deglaciation and cite indications that, once deglaci-
ated, the Greenland ice cap might not recover even if CO2 were restored 
to pre-industrial levels. The deglaciation of Greenland is primarily sensitive 
to Greenland regional summer warming, and models differ greatly as to 
the relationship of global mean temperature to the local summer warming. 
Estimates of the global mean warming needed for deglaciation range from 
a low of 1.9°C to a high of 4.6°C (Meehl et al., 2007). The vulnerability 
of Greenland found in models is consistent with the absence of Northern 
Hemisphere glaciation in the Pliocene. Calculated Greenland melt is shown 
in Figure 6.2. During the Eemian about 130,000 years ago, Arctic tempera-
tures were about 3-5°C warmer than present, and it has been estimated that 
the loss of ice from Greenland and other Arctic ice fields contributed up to 
4 m to sea level rise (Jansen et al., 2007).

In protracted warm conditions, the deglaciation of Greenland proceeds 
from robust melt ablation, with little need to involve the less well understood 
aspects of ice flow. Various aspects of ice dynamics that are not currently 
well represented in glacier models have the potential to allow the deglacia-
tion to proceed much more rapidly, but nothing definitive can be said about 
the minimum time scale at present.

It is sometimes asserted that anthropogenic CO2 emission would be 
beneficial because it could avoid an impending ice age, but this is incor-
rect. In fact, Berger et al. (2003) and Berger and Loutre (2002) project that 
Earth’s current orbital configuration would make the Holocene interglacial 
unusually long even without bringing anthropogenic CO2 into the mix. 
Earth’s orbit would not be expected to produce another ice age for at least 
30,000 years (Jansen et al., 2007). Anthropogenic warming is piling warming 
on top of an interglacial that is already projected to be unusually long, and 
moreover doing it at a time when the precessional cycle will be swinging 
into a hot Northern Hemisphere phase over the next 5,000 years. This adds 
to the prospect that anthropogenic CO2 emissions could lead to a major 
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climate transition. Berger et al. (2003) and Berger and Loutre (2002) note 
that the Anthropocene may initiate a 50,000-year interruption of Northern 
Hemisphere glaciation, during much of which time the Northern Hemi-
sphere may be almost ice-free.

During the last interglacial period (the Eemian), global sea level was 
at least 3 m, and probably more than 5 m, higher than at present. But 
some studies suggest that the high sea levels during the last interglacial 
period have been proposed to result mainly from disintegration of the West 
Antarctic ice sheet, with model studies attributing only 1-2 m of sea level 
rise to meltwater from Greenland. Cuffey and Marshall (2000) suggest that 
the Greenland ice sheet was considerably smaller and steeper during the 
Eemian, and plausibly contributed 4-5.5 m to the sea level highstand dur-
ing that period. New results from ice cores indicate that a significant ice 
sheet was covering Greenland during the warm Eemian period and that the 
reduction of the Greenland ice sheet at most contributed a sea level rise of 
1-2 m of the observed 5 m (Dahl-Jensen et al., 2005).

Total loss of the Antarctic ice sheet would make the Anthropocene look 
something like the largely ice-free pre-Miocene climates that prevailed 
more than 30 million years ago. Antarctica is less subject to direct ablation 
by melting than is Greenland, and so the conditions for deglaciation of 
Antarctica are much more dependent on poorly understood aspects of ice 
dynamics. Many important processes, including ice streams and ice shelves, 
are not represented at all in the models used to study the problem. There 
have been few modeling studies, and little confidence can be placed in the 
few that have been done. Conventional thinking has it that the current East 
Antarctic ice sheet would be very difficult to get rid of by anthropogenic 
warming (Huybrechts, 1993). Indeed, Vizcaino et al. (2008) find that the 
Antarctic ice sheet grows in volume even when the global mean warming 
exceeds 4°C for 1,000 years. In a study of Antarctic glacial fluctuations, Pol-
lard and Deconto (2005) find that substantial portions of Antarctica deglaci-
ate in under 10,000 years in response to CO2 concentrations on the order 
of 840 ppm, but express doubt that their results are applicable to the more 
extensive Antarctic glacier of today. Modeling studies, however, support the 
possibility of deglaciation of the West Antarctic ice sheet if subjected to local 
oceanic warming of as little as 5°C over a few thousand years, and there is 
moreover good support for episodic deglaciation of the West Antarctic Ice 
Sheet in Pliocene conditions (Pollard and DeConto, 2009). Based on the 
pattern scaling given in Section 4.1, this would correspond roughly to a 5°C 
global mean warming, but much caution should be exercised in applying 
these transient climate response patterns to long-term climate behavior, 
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especially in view of the great difficulties models have with reproducing 
Antarctic regional climate.

A great deal of public attention has focused on 350 ppm as a target for 
CO2 concentration. The identification of 350 ppm as a danger threshold for 
CO2 (Hansen et al., 2008) rests largely on the study of the Miocene initia-
tion of Antarctic glaciation. The assumption here is that Antarctica would 
deglaciate at CO2 concentrations similar to those which permitted the initia-
tion of Antarctic glaciation. The CO2 concentration at the time of Antarctic 
glacier initiation is not very well known, and 350 ppm is drawn from the 
lower end of estimates of the concentrations prevailing at the time of initia-
tion of Antarctic glaciation. Beyond that it is likely that the East Antarctic 
ice sheet, once formed, can survive considerably higher temperatures than 
those prevailing at the time of its initiation. The paleoclimate argument for 
350 ppm as a danger threshold must be considered speculative, but the es-
sential difficulty is that there are no past analogues in which a massive East 
Antarctic ice sheet has been subjected to temperatures as warm as those 
that may prevail in the Anthropocene.

It is important to recognize that the hypothetical dangers from a CO2 
concentration of 350 ppm reside in the very long-term climate feedbacks. 
Therefore, the CO2 would have to remain above this level for thousands of 
years in order for these feedbacks to be a major concern. The concentra-
tion can exceed 350 ppm at its peak without incurring a risk of triggering 
the long-term feedbacks, so long as it subsides to 350 ppm or less over a 
few thousand years. In the carbon cycle model of Eby et al. (2009), cu-
mulative carbon emissions of 850 GtC or less are required to allow the 
CO2 concentration to subside to 350 ppm within 5,000 years, but over the 
range of carbon cycle models with long-term climate and sediment dissolu-
tion feedbacks discussed in Archer et al. (2009), two-thirds of the models 
recover to under 350 ppm in 5,000 years when the cumulative emissions 
are 1,000 Gt.

If uncompensated by increase in water storage in East Antarctica, the 
total loss of the Greenland ice sheet would lead to a sea level rise of 7.5 m 
(Bamber et al., 2001), while the total loss of the West Antarctic Ice Sheet 
would lead to an additional rise of 5 m (Bamber et al., 2009). The latter is 
comparable to the contributions of the West Antarctic Ice Sheet to Pliocene 
and Pleistocene sea level fluctuations as modeled by Pollard and DeConto 
(2009). Melting of all mountain glaciers and ice caps would add at least 0.7 
m to sea level (Bahr et al., 2009), although it should be noted there is consid-
erable uncertainty regarding the thickness of many ice caps in mountainous 
regions. This would be added to the long-term sea level rise due to thermal 
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expansion (estimated to be 0.2 to 0.6 m per degree C of global warming in 
IPCC, 2007a), which would amount to 0.6 to 1.8 m for a long-term warming 
of 3°C or 1.2 to 3.6 m for a long-term warming of 6°C.

6.2 LONG TERM SOCIETAL AND ENVIRONMENTAL ISSUES

Over the coming millennia, some impacts of climate change may settle 
into new patterns of climate variability with the successful implementation 
of stabilization policies that cap cumulative emissions and therefore limit 
increases in global mean temperature. Climate variability could then be 
distributed around different means (with perhaps different higher moments), 
but it is possible that societies could become accustomed to these new en-
vironments. That world would be different than today, but new conditions 
could become routine to people living on Earth one or two thousand years 
from now. Other impacts, however, could continue for many centuries past 
the date of temperature stabilization.

Rising seas and melting glaciers and/or ice sheets easily fit into this sec-
ond category of persistent and growing very long-term significance. Figure 
6.3 displays, for example, contours of 1 m of sea level rise for Florida, which 
could occur by 2100 based on Section 4.8. In the longer term, much larger 
sea level rise is possible over millennia (see Section 6.1). Clearly, increases 
in risks from inundation, repeated flooding, and coastal erosion that have 
already been documented in some places for modest sea level rise could 
therefore continue as the future unfolds and could well be amplified over 
the long term depending upon the rate at which they occur as the climate 
system changes.

To get a better understanding of what associated vulnerabilities might 
look like as the long-term future unfolds, one might contemplate track-
ing widespread migration over recent time away from areas of exacer-
bated climate risk, but attribution would be extremely difficult. As noted in 
Wilbanks et al. (2007: Box 7.2), observed environmental migration is often 
a temporary reaction to the calamitous ramifications of one extreme event 
or another. WDR (2010) reports that displaced people (the estimated 26 mil-
lion people who have moved permanently during recent years) constitute 
less than 10% of the world’s international migrants and that most of these 
people relocate still live within the same country or, at worst, somewhere 
in the same region of the world.

IPCC (2007e) reported, in words that were unanimously approved in 
the plenary as part of the Summary for Policymakers, that
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FIGURE 6.3 Effect of sea level rise of 1 m in the area of Florida. Red regions would be subject to inundation 
at this sea level rise. Source: University of Arizona, see http://www.geo.arizona.edu/dgesl/research/other/ 
climate_change_and_sea_level/sea_level_rise/sea_level_rise_technical.htm.6.3.eps

bitmap

There is high confidence that neither adaptation nor mitigation alone can 
avoid all climate change impacts; however, they can complement each 
other and together can significantly reduce the risks of climate change. 
Adaptation is necessary in the short and longer term to address impacts re-
sulting from the warming that would occur even for the lowest stabilization 
scenarios assessed. Unmitigated climate change would, in the long term, 
be likely to exceed the capacity of natural, managed and human systems to 
adapt. The time at which such limits could be reached will vary between 
sectors and regions. (p. 19).
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This finding, drawn in large measure from Yohe et al. (2006), refers 
to aggregate measures of vulnerability projected over a one-century time 
scale; it cannot be interpreted as meaning that every sector and every person 
would be incapable of adapting to preserve their standards of living. It does, 
however, suggest that responding to climate change and associated climate 
variability over the very long term could become increasingly more difficult 
and expensive across developed and developing countries, alike.

To summarize, more nuanced analyses of some sources of vulnerability 
to climate change that would persist and, indeed, continue to grow over the 
coming millenia are required to provide useful insight into the consequences 
of stabilization over the very long term. Since rising seas are the source of 
one such persistent and growing threat across the world, though, it is entirely 
plausible that displaced people may be forced to migrate even if temperature 
increases are capped. They may move within a country or region (like, as 
reported in Kates et al. [2006], the tens of thousands of people who moved 
to communities across the United States after Hurricane Katrina and have 
decided not to return), but they may not.
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Appendix A

Statement of Task

The stabilization of atmospheric greenhouse gas concentrations and 
the avoidance of serious or irreversible impacts on earth’s climate system 
are a matter of critical concern in both scientific and policy arenas. Using 
the most current science available, this study will evaluate the implica-
tions of different atmospheric concentration target levels and explain the 
uncertainties inherent in the analyses to assist policy makers as they make 
decisions about stabilization target levels for atmospheric greenhouse gas 
concentrations.

This study will:

• Evaluate a range of greenhouse gas stabilization targets and 
describe the types and scales of impacts likely associated 
with different ranges, including discussion of the associated 
uncertainties, timescale of impacts, and potential serious or 
irreversible impacts.1

This study will focus on evaluating the implications of a range of GHG 
stabilization targets, but it will not involve the committee’s assessment of 
what stabilization targets are technically feasible nor their normative judg-
ment on what targets are most appropriate.

1This study will consider cumulative emissions of the “basket” of gases considered in the 
Kyoto protocol (CO2, CH4, N2O, HFCs, PFCs, SF6). Any particular overall stabilization target 
could include varying combinations of emissions targets for the different gases.
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Appendix B

Committee Membership

Susan Solomon (NAS) is a senior scientist at the National Oceanic and At-
mospheric Administration (NOAA), where she has been a researcher since 
receiving her Ph.D. degree in chemistry from the University of California at 
Berkeley in 1981. She made some of the first measurements in the Antarctic 
that showed that chlorofluorocarbons were responsible for the stratospheric 
ozone hole, and she pioneered the theoretical understanding of the surface 
chemistry that causes it. In March 2000, she received the National Medal 
of Science, the United States’ highest scientific honor, for “key insights in 
explaining the cause of the Antarctic ozone hole.” Her current research 
focuses on chemistry-climate coupling, and she served as co-chair of the 
science panel for the Intergovernmental Panel on Climate Change (2007) 
report. Dr. Solomon was elected to the National Academy of Sciences in 
1992 and is a foreign member of the Academie des Sciences in France, the 
European Academy, and the Royal Society.

David S. Battisti is The Tamaki Endowed Chair of Atmospheric Sciences at 
the University of Washington. Dr. Battisti’s research is focused on under-
standing the natural variability of the climate system. He is especially inter-
ested in understanding how the interactions between the ocean, atmosphere, 
land, and sea ice lead to variability in climate on time scales from seasonal 
to decades. He is also working on the impacts of climate variability and 
climate change on food production in Mexico, Indonesia, and China. Dr. 
Battisti received a Ph.D. in Atmospheric Sciences (1988) from the University 
of Washington.

Scott Doney is a senior scientist in the Department of Marine Chemistry 
and Geochemistry at the Woods Hole Oceanographic Institution (WHOI). 
He graduated with a Ph.D. from the Massachusetts Institute of Technology/
Woods Hole Oceanographic Institution Joint Program in Oceanography in 
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1991 and was a postdoctoral fellow and later a scientist at the National 
Center for Atmospheric Research, before returning to Woods Hole in 2002. 
He was awarded the James B. Macelwane Medal from the American Geo-
physical Union in 2000, a Aldo Leopold Leadership Fellow in 2004, and 
the WHOI W. Van Alan Clark Sr. Chair in 2007. His scientific interests 
span oceanography, climate, and biogeochemistry. Much of his research 
focuses on how the global carbon cycle and ocean ecology respond to 
natural and human-driven climate change, which may act to either dampen 
or accelerate climate trends. A current focus is on ocean acidification due 
to the invasion into the ocean of carbon dioxide and other chemicals from 
fossil-fuel burning. He is currently the chair of the U.S. Ocean Carbon and 
Biogeochemistry Program and the U.S. Ocean Carbon and Climate Change 
Program.

Katharine Hayhoe is an atmospheric scientist and research associate pro-
fessor in the Department of Geosciences at Texas Tech University. Her 
research focuses on quantifying the potential impacts of human activities at 
the regional scale, including evaluating the ability of coupled atmosphere-
ocean general circulation models to simulate real-world phenomena and 
developing new techniques to generate scientifically robust, high-resolution 
projections. She is the author of more than 40 peer-reviewed publications, 
several book chapters, and numerous reports, including the U.S. Global 
Change Research Program’s 2009 report, Global Climate Change Impacts 
in the United States.

Isaac Held (NAS) majored in physics at the University of Minnesota, con-
tinued on in physics to obtain a master’s degree from the State University 
of New York at Stony Brook, and then started his career of research into 
climate dynamics at Princeton University, where he received his Ph.D. in 
Atmospheric and Oceanic Sciences in 1976. He has spent most of his career 
at NOAA’s Geophysical Fluid Dynamics Laboratory, where he is currently 
a Senior Research Scientist and conducts studies on climate dynamics and 
climate modeling. He is also a lecturer with rank of professor at Princeton 
University, in its Atmospheric and Oceanic Sciences Program, and is an 
Associate Faculty member in Princeton’s Applied and Computational Math-
ematics Program and in the Princeton Environmental Institute. Dr. Held is 
a fellow of the American Meteorological Society (1991) and the American 
Geophysical Union (1995) and a member of the National Academy of Sci-
ences (2003). Governmental awards include a Department of Commerce 
Gold Medal (1999) for “world leadership in studies of climate dynamics” 
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and a NOAA Presidential Rank Award (2005). He recently received the 
AMS Carl Gustav Rossby Gold Medal (2008) for “fundamental insights into 
the dynamics of the Earth’s climate through studies of idealized models and 
comprehensive climate simulations.”

Dennis Lettenmaier is the Robert and Irene Sylvester Professor of Civil 
Engineering at the University of Washington. Dr. Lettenmaier’s interests 
include hydroclimatology, surface water hydrology, and hydrologic aspects 
of remote sensing. He was a recipient of ASCE’s Huber Research Prize in 
1990 and the American Geophysical Union Hydrology Section Award in 
2000, and he is a fellow of the American Geophysical Union, the American 
Meteorological Society, and the American Association for the Advance-
ment of Science. He is the author of more than 200 journal articles. He is 
the past Chief Editor of the American Meteorological Society’s Journal of 
Hydrometeorology, and he is President-Elect of the American Geophysical 
Union Hydrology Section. He was elected to the National Academy of En-
gineering in 2010. Dr. Lettenmaier is a member of the NRC Committee on 
Hydrologic Science, and has served on other NRC committees and panels 
including the Committee on the National Ecological Observatory Network 
(2003-2004), the Committee for Earth Science and Applications from Space: 
A Community Assessment and Strategy for the Future (2005-2007), and the 
Committee on Scientific Bases of Colorado River Basin Water Management 
(2006-2007). Dr. Lettenmaier received his Ph.D. in Civil Engineering (1975) 
from the University of Washington.

David Lobell is an assistant professor at Stanford University in environmental 
earth system science, and a center fellow in Stanford’s Program on Food 
Security and the Environment. His research focuses on identifying oppor-
tunities to raise crop yields in major agricultural regions, with a particular 
emphasis on adaptation to climate change. His current projects span Africa, 
South Asia, Mexico, and the United States and involve a range of tools 
including remote sensing, GIS, and crop and climate models. Prior to his 
current appointment, Dr. Lobell was a senior research scholar at FSE from 
2008-2009 and a Lawrence Post-doctoral Fellow at Lawrence Livermore 
National Laboratory from 2005-2007. He received a Ph.D. in Geological 
and Environmental Sciences from Stanford University in 2005, and a Sc.B. in 
Applied Mathematics, magna cum laude from Brown University in 2000.

H. Damon Matthews is assistant professor and university research fellow 
in the Department of Geography Planning and Environment at Concordia 
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University. He obtained a B.Sc. in Environmental Science from Simon 
Fraser University in 1999 and a Ph.D. in Earth and Ocean Sciences from 
the University of Victoria in 2004. Prior to joining Concordia University in 
January 2007, he held a post-doctoral fellowship at the University of Cal-
gary and worked as a post-doctoral researcher at the Carnegie Institution 
at Stanford. Dr. Matthews currently teaches courses on the climate system, 
climate change, and environmental modeling at Concordia University. His 
research is aimed at better understanding the many possible interactions 
between human activities, natural ecosystems, and future climate change, 
and contributing to the scientific knowledge base required to promote 
the development of sound national and international climate policy. Dr. 
Matthews holds several current research grants for projects to investigate the 
uncertainties associated with current terrestrial carbon sinks in the context 
of expected future climate changes. He has published a number of research 
papers in the area of global climate modeling, with particular emphasis on 
the role of the global carbon cycle in the climate system, estimating allow-
able emissions for climate stabilization, and understanding our commitment 
to long-term climate warming.

Raymond T. Pierrehumbert is the Louis Block Professor in Geophysi-
cal Sciences at The College at the University of Chicago, having earlier 
served on the atmospheric science faculties of Massachusetts Institute 
of Technology and Princeton. His Climate Systems Center project has 
worked to bring modern software design techniques to the problem of 
climate simulation, and his research on climate dynamics has covered 
phenomena ranging from global warming to deep-time paleoclimate to 
climate of other planets.

He has also collaborated with David Archer on the University of Chi-
cago’s global warming curriculum. He was a lead author of the IPCC Third 
Assessment Report and a co-author of the National Research Council study 
on abrupt climate change. He is a fellow of the American Geophysical 
Union, has been a John Simon Guggenheim Fellow, and, in recognition of 
his work on climate, he has been named Chevalier de l’Ordre des Palmes 
Academiques by the Republic of France. Dr. Pierrehumbert’s book on com-
parative planetary climate, Principles of Planetary Climate, will be published 
in December 2010 by Cambridge University Press. Another book, The 
Warming Papers, written in collaboration with David Archer, will be appear-
ing from Wiley Blackwell. He received his Ph.D. from the Massachusetts 
Institute of Technology.
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Marilyn Raphael is a professor in the Department of Geography at the 
University of California, Los Angeles. Her research interests are in climate 
variability and change particularly in the Southern Hemisphere. Her re-
search focuses on understanding the interaction between Antarctic sea-ice 
variability and the large-scale atmosphere and includes global climate 
modeling with an emphasis on improving the simulation of sea ice and the 
atmosphere in the Southern Hemisphere. Dr. Raphael also does work on the 
Santa Ana Winds of California. Dr. Raphael received her Ph.D. in geography 
from The Ohio State University.

Richard Richels is senior technical executive for global climate change 
research at the Electric Power Research Institute (EPRI) in Washington, DC. 
His current research focus is the economics of mitigating greenhouse gas 
emissions, development and application of integrated assessment models 
for informing climate change policy making, and the incorporation of un-
certainty into climate-related decision making. Dr. Richels has served on a 
number of national and international advisory panels, including committees 
of the Department of Energy, the Environmental Protection Agency, and the 
National Research Council. Dr. Richels has served as a lead author for the 
Intergovernmental Panel on Climate Change’s (IPCC) Second, Third, and 
Fourth Scientific Assessments, contributing to chapters on mitigation, ad-
aptation, and integrated assessment. He also served on the Synthesis Team 
for the U.S. National Assessment of Climate Change Impacts on the United 
States, was a lead author for the U.S. Climate Change Science Program 
Study on Future Emissions and Atmospheric Concentrations, and served on 
the Scientific Steering Committee for the U.S. Carbon Cycle Program. He 
currently serves on the National Research Council’s Climate Research Com-
mittee; the Advisory Committee for Carnegie-Mellon University’s Center 
for Integrated Study of the Human Dimensions of Global Change; and the 
U.S. government’s Climate Change Science Program Product Development 
Advisory Committee.

Terry L. Root is a senior fellow at the Center for Environmental Science and 
Policy in the Institute for International Studies at Stanford University. Dr. 
Root’s work focuses on large-scale ecological questions investigating factors 
shaping the ranges and abundances of animals, primarily birds. Her small-
scale studies have focused on possible mechanisms, such as physiological 
constraints, that may be helping to generate the observed large-scale pat-
terns. Her work demonstrated that climate and/or vegetation are important 
factors shaping the ranges and abundances of birds and may help forecast 
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the possible consequences of global warming on animal communities. In 
1990, she received the Presidential Young Investigator Award from the Na-
tional Science Foundation and in 1992 was selected as a Pew Scholar in 
Conservation and the Environment and Aldo Leopold Leadership Fellow in 
1999. She received her bachelor’s degree in Mathematics and Statistics at 
the University of New Mexico, her master’s degree in Biology at the Univer-
sity of Colorado in 1982, and her Ph.D. in biology from Princeton University 
in 1987. She has served on the National Research Council Committee on 
Environmental Indicators.

Konrad Steffen is a professor at the Cooperative Institute for Environmen-
tal Research/University of Colorado at Boulder, teaching climatology and 
remote sensing since 1990. His research involves the study of processes 
related to climate variability and change, cryospheric interaction in polar 
regions, and sea level rise based on in-situ measurements, satellite obser-
vations, and model approximations. He has lead field expeditions to the 
Greenland ice sheet and other Arctic regions for 33 consecutive years to 
measure the dynamic response of the ice masses under a warming climate. 
He is also the director of the University of Colorado’s Cooperative Institute 
for Environmental Research (CIRES), the largest research unit on the Uni-
versity of Colorado, Boulder campus. He earned his Ph.D. from the Swiss 
Federal Institute of Technology in Zurich in 1983.

Claudia Tebaldi is a research scientist at Climate Central, a research-media 
organization dedicated to the communication of the science of climate 
change and a part-time adjunct faculty member in the Department of 
Statistics at University of British Columbia, Vancouver. She has a Ph.D. in 
Statistics from Duke University. Her work focuses on applications of sta-
tistical modeling to various aspects of climate change research: observed 
changes, future projections and their uncertainties, changes in climate 
extremes, and climate change impacts, especially in the hydrological and 
agricultural sectors. She is a contributing author to the Fourth Assessment 
Report of the IPCC.

Gary Yohe is the Woodhouse/Sysco Professor of Economics at Wesleyan 
University; he has been on the faculty at Wesleyan for more than 30 years. 
He was educated at the University of Pennsylvania and received his Ph.D. 
in Economics from Yale University in 1975. Most of his work has focused 
attention on the mitigation and adaptation/impacts sides of the climate issue 
from a risk-management perspective. He is a senior member of the Intergov-



Copyright © National Academy of Sciences. All rights reserved.

Climate Stabilization Targets:  Emissions, Concentrations, and Impacts over Decades to Millennia

 APPENDIX B 277

ernmental Panel on Climate Change. Involved with the IPCC since the mid 
1990s, he served as a lead author for four different chapters in the Third 
Assessment Report that was published in 2001 and as convening lead author 
for the last chapter of the contribution of Working Group II to the Fourth 
Assessment Report. In that Assessment, he also worked with the core writing 
team to prepare the overall Synthesis Report. Dr. Yohe serves as a member 
of the New York City Panel on Climate Change and the standing Committee 
on the Human Dimensions of Global Change of the National Academy of 
Sciences. He has testified before the Senate Foreign Relations Committee on 
the “Hidden (climate change) Cost of Oil” on March 30, 2006, the Senate 
Energy Committee on the Stern Review on February 14, 2007, and the Sen-
ate Banking Committee on “Material Risk from Climate Change and Climate 
Policy” on October 31, 2007. In addition to accepting an invitation to join 
the Adaptation Subcommittee of the Governor’s Steering Committee on 
Climate Change (CT), he is served on the Adaptation Panel of the National 
Academy of Sciences’ initiative on America’s Climate Choices.
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Appendix C

Methods

2.1 MODELS

Models used in Section 2.1.
The UVIC model used here is ESCM version 2.8, which includes a 

19-layer ocean general circulation model. The ocean model is coupled to 
a dynamic-thermodynamic sea-ice model and an energy-moisture balance 
model of the atmosphere. The land surface and terrestrial vegetation are rep-
resented by a simplified version of the Hadley Center’s MOSES land-surface 
scheme coupled to the dynamic vegetation model TRIFFID. Ocean carbon 
is simulated by means of an OCMIP-type inorganic carbon-cycle model (J. 
Orr, R. Najjar, C. Sabine, and F. Joos, Abiotic how-to document, 2000, avail-
able at http://www.ipsl.jussieu.fr/OCMIP) and a marine ecosystem model 
solving prognostic equations for nutrients, phyto-plankton, zooplankton, and 
detritus. The model has participated in a number of model intercomparison 
projects including the C4MIP, the Paleoclimate Modeling Intercomparison 
Project (PMIP), and the coordinated thermohaline circulation experiments. 
See Zickfeld et al. (2009) and references therein. The Bern model used in 
this study is the Bern2.5CC EMIC described in Plattner et al. (2008) and Joos 
et al. (2001); it is compared to other models in Plattner et al. It is a coupled 
climate-carbon cycle model of intermediate complexity that consists of a 
zonally averaged dynamic ocean model, a one-layer atmospheric energy-
moisture balance model, and interactive representations of the marine and 
terrestrial carbon cycles.

CHAPTER 3.2

Table 3.2 and associated discussion in text:
This section refers to two theoretical estimates of climate sensitivity 

carried out using realistic CO2 and water vapor radiative transfer based 
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on the NCAR Community Climate Model radiation code, but employing 
an idealized vertical profile of temperature and humidity. The general ap-
proach is the same as that outlined in Chapter 4 of Pierrehumbert (2010). 
The temperature profile consists of a moist adiabat patched on to an isother-
mal stratosphere. The stratospheric water vapor mixing ratio was assumed 
vertically uniform, at a value equal to the mixing ratio at the tropopause. 
For the case of fixed water vapor content (no water vapor feedback) the tro-
pospheric water vapor mixing ratio was held fixed at a value corresponding 
to 50% relative humidity computed for the unperturbed temperature. For 
the case including water vapor feedback, the mixing ratio was allowed to 
increase with temperature so as to hold the tropospheric relative humidity 
fixed at 50%. In both cases, the radiation calculation was done for clear-
sky conditions.

4.5 TEMPERATURE EXTREMES

The steps of the analysis, which we applied to the grid point scale, 
are:

1. From the 22 CMIP3 models’ runs available for 20C3M we 
extract annual values of average TAS in June-July-August and 
December-January-February.

2. We then form anomalies from the 1971-2000 mean and compute 
their distribution (i.e., a set of quantiles).

3. We choose a high quantile (95%, 100%) as benchmark against 
which to evaluate the change in likelihood of exceedances in a 
warmer climate.

4. We then superimpose spatial patterns of change in seasonal 
average temperature derived through pattern scaling for a 
series of representative changes in global average temperature. 
(Pattern scaling gives us a robust geographical pattern of 
seasonal temperature changes that scales linearly with values of 
global average temperature.) For each choice of global average 
temperature change, this will shift uniformly the quantiles of the 
distribution to the right. In our example below we choose additive 
patterns corresponding to 1°C, 2°C, and 3°C global average 
warming.

5. We finally compute what fraction of the newly derived distribution 
lays to the right of the chosen threshold/benchmark.
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5.1 FOOD PRODUCTION, PRICES, AND HUNGER

Methods summary for food figure

Left-hand panel:

For broad regions, yield losses per °C of local warming were taken from 
Figure 5.2 in the Working Group 2 reports of the Fourth Assessment Report 
of the IPCC (Easterling et al., 2007). These estimates include estimates of 
CO2 effects but without explicit modeling of adaptation. The mean and one 
standard error for each level of warming were approximated from the figure. 
Local temperature changes were converted to global temperature levels us-
ing a value of 1.5°C local per global °C for mid-to-high latitudes and 1.2°C 
local per global °C for low latitudes.

Note that since several of these studies are based on experiments where 
climate is allowed to equilibrate with doubled CO2 levels, while others 
were taken from transient simulations (e.g., based on SRES scenarios), the 
CO2 levels for different amounts of warming likely varied by study, with the 
equilibrium studies likely underestimating CO2 levels for a given warming 
amount.

Right-hand panel:

Yield losses per °C of local warming were taken from the follow-
ing studies: U.S. maize and soybean (Schlenker and Roberts, 2009); Asia 
rice (Matthews et al., 1995); India wheat (Lal et al., 1998); Africa maize 
(Schlenker and Lobell, 2010). For each region, global temperatures were 
converted to local temperature change based on the patterns in Section 4.2. 
The yield effects of higher CO2 were estimated based on a recent meta-
analysis (Ainsworth et al., 2008). CO2 levels for each temperature value 
were based on the values reported in Section 3.2, and assuming a ratio of 
CO2 to CO2-equivalent equal to the average of the SRES scenarios (ratio is 
1.05 for 1°C, 0.93 for 2°C, and 0.8 for 3°C and warmer).

Standard errors were estimated by propagating estimates of standard 
errors for (1) local temperature change for a given global temperature; (2) 
crop yield response to temperature; (3) CO2 levels for a given global tem-
perature; and (4) yield response at a CO2 level. Propagation was done with 
the standard equations:

Var (a × b) = E[a]2 × Var (b) + Var(a) × E[b]2 + Var(a) × Var(b) [1]
Var(f(X)) ≈ (f'(E[X]))2 × Var(X) [2]
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The shaded region in the figure corresponds to the likely range, which 
is defined as the 67% confidence interval or ± one standard error.

CHAPTER 6

Figure 6.1 and associated discussion in text:
The very long-term warming in Figure 6.1 was computed on the basis 

of the CO2 concentrations at 1,000, 5,000 and 10,000 years in the LTMIP 
ensemble of carbon-cycle models (Archer et al., 2009). The minimum, 
median, and maximum climate sensitivity from Table 3.1 was applied to 
each member of the ensemble in order to produce the range of estimated 
warming. Only ensemble members that included sediment dissolution feed-
back were used in the calculation, but the ensemble includes simulations 
with and without climate feedback on carbon uptake. Because the climate 
feedback invariably increases the long-term CO2 value, the no-feedback 
case defines the lower end of the estimated warming, corresponding to a 
case in which the climate feedback on uptake is negligible. The upper end 
of the warming is underestimated in this calculation, because the climate 
feedback should increase when a climate sensitivity higher than that used 
in the carbon-cycle model is applied, but this effect was not taken into ac-
count because there was no reliable methodology for doing so within the 
ensemble of published results. The LTMIP ensemble states results for 1,000 
GtC and 5,000 GtC cumulative emissions. Temperatures for intermediate 
values of cumulative emissions were obtained by interpolating log(CO2) 
linearly in the cumulative emissions, based on the geochemical principles 
laid out in Caldeira and Kasting (1993).
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Appendix D

Acronym List

A1B a “medium” emissions scenario; part of the SRES in the 
IPCC

AAO Antarctic Oscillation
AAR Accumulation Area Ratios
ACC America’s Climate Choices
ACIA Arctic Climate Impact Assessment
AOGCM Atmosphere-ocean General Circulation Model
AR5 Intergovernmental Panel on Climate Change, Fifth 

Assessment Report
ASO August, September, October

BECS bioenergy with carbon capture and sequestration

C4MIP Coupled Carbon Cycle Climate Model Intercomparison 
Project

Ca2+ calcium ions
CaCO3 calcium carbonate
CALFED Calfed Bay-Delta Program
CCSP SAP Climate Change Science Program Synthesis and 

Assessment Product
CH4 methane
CMIP3 Coupled Model Intercomparison Project phase 3
CO2 carbon dioxide
CO3

2 carbonate ions
CRU Climate Research Unit (of the University of East Anglia)

D&A detection and attribution
DIC dissolved inorganic carbon
DJF December, January, February
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ECMWF European Centre for Medium-Range Weather Forecasts
EMICs Earth models of intermediate complexity
ENSO El Niño/Southern Oscillation
EPA Environmental Protection Agency
ESCM Earth System Climate Model

FEMA Federal Emergency Management Agency
FPN fraction of positive minus negative estimates

GCM general circulation model
GDP gross domestic product
GFDL Geophysical Fluid Dynamics Laboratory
GHG greenhouse gas
GISS Goddard Institute for Space Studies
GISS AGCM GISS’s Atmospheric General Circulation Model
GT gigaton
GtC gigaton of carbon (gigaton = 1x109 tons)
GWP global warming potential

H+ hydrogen ion
HadISST Hadley Centre Global Sea Ice and Sea Surface 

Temperature
HFCs hydrofluorocarbons

IMAGE Integrated Model to Assess the Global Environment
IPCC AR3 Intergovernmental Panel on Climate Change, Third 

Assessment Report
IPCC AR4 Intergovernmental Panel on Climate Change, Fourth 

Assessment Report
IS92a global scenario of the IPCC
ITCZ Intertropical Convergence zone

JAS July, August, September
JFM January, February, March
JGOFS Joint Global Ocean Flux Study
JJA June, July, August

LIG interglacial time period
LMSL local mean sea level
LTMIP Long Term Model Intercomparison Project
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m meters
MiniCAM Mini-Climate Change Assessment Model
MOC meridional overturning circulation
MSL mean sea level

N2O nitrous oxide
NASA National Aeronautics and Space Administration
NCDC National Climatic Data Center
NH Northern Hemisphere
NOAA National Oceanic and Atmospheric Administration
NPCC New York City Panel on Climate Change
NRC National Research Council
NSIDC National Snow and Ice Data Center
NYCOEM New York City Office of Emergency Management

PCM Parallel Climate Model
pCO2 pressure of carbon dioxide
PDO Pacific Decadal Oscillation
PDSI Palmer Drought Severity Index
PETM Paleocene-Eocene Thermal Maximum
PgC petagram of carbon (petagram = 1×1015 grams)
pH potentiometric hydrogen ion concentration, 

pH = –log[H+]
ppm parts per million
ppmv parts per million by volume

RCM Regional Climate Model
RCP representative carbon pathways
RF radiative forcing

SAM Southern (Hemisphere) Annular Mode
SAT surface air temperature
SCD snow cover duration
SLE sea level equivalent
SLR sea level rise
SPM Summary for Policymakers (of IPCC)
SRES Special Report on Emissions Scenarios
SST sea surface temperature
SWE snow water equivalent
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TA total alkalinity
TCR transient climate response

U.S. United States
USCCSP United States Climate Change Science Program
USCCSP SAP Climate Change Science Program Synthesis and 

Assessment Product
USGCRP United States Global Change Research Program
UVIC University of Victoria (British Columbia, Canada) model

VIC Variable Infiltration Capacity

WG1, WG2 Working Group 1 or 2 (of IPCC)
WMGG well-mixed greenhouse gases
DWMO World Meteorological Organization
WOCE World Ocean Circulation Experiment
WWAP World Water Assessment Programme
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