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Résumé. — Nous nous intéressons aux groupoïdes discrets préservant une mesure de pro-
babilité, aux actions de groupes et aux relations d’équivalence dans le contexte d’espaces de
probabilité généraux. Pour ces objets, nous considérons les notions de coût, de nombres de
Betti `2, d’invariant β et des variantes de dimension supérieure. Nous proposons aussi, sous
de faibles hypothèses de finitude, divers résultats de convergence de nombres de Betti `2 et de
gradient de rang pour des suites d’actions, de groupoïdes et de relations d’équivalence. En par-
ticulier, nous établissons le lien entre le coût combinatoire et le coût de la relation d’équivalence
ultralimite. Enfin, nous étudions une version relative de la propriété de Stuck–Zimmer.
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Non-standard limits of graphs, orbit equivalence invariants 1237

1. Introduction

Limits of discrete structures have attracted a lot of interest in the last decade.
We are interested in sequences of probability measure preserving (p.m.p.) group
actions, of graphs or of graphings and in the asymptotic behavior of such invariants
as the cost or the `2-Betti numbers. In the course of our investigations we were
led to consider graphed p.m.p. discrete groupoids (in short p.m.p. groupoids, see
Definition 2.4) and to introduce the ultraproducts (Gu,Φu) of sequences of such
objects. The use of a non principal ultrafilter u has the advantage of ensuring
convergence and the existence of limit objects, strongly related to more standard
objects when some extra assumption provides forms of convergence. Some other
authors have considered a study of sequences of group actions via ultraproducts
(see for instance [AFS19, AP18, Car15, CKTD13, Ele10b]). The counterpart in our
treatment is that we have been led to develop some orbit equivalence theory in the
framework of groupoids on non-standard probability spaces.
The cost of p.m.p. countable equivalence relations with countable classes is defined

in terms of graphings (see [Gab00, Lev95]) and is an analogue of the rank of a
group. The extension to p.m.p. s-countable groupoids is quite straightforward and
has been considered by several authors (on standard Borel spaces) for instance
by [AN12, Car11, Tak15, Ued06]. The extension to the non-standard setting is also
straightforward. A graphing Φ = (Ai)i∈ I (Definition 2.15) is a collection of bisections
indexed by I = N or some {1, 2, · · · , N} and the (groupoid) cost of the p.m.p.
groupoid G is the infimum of the costs of its generating graphings:
(1.1) C(G) = inf {C(Φ) : Φ generating graphings of G} .
It is the infimum of the “Haar” measure of the measurable generating subsets of G.
When G is produced by some p.m.p. action Γ ya (X,µ) of a countable group, one
denotes the cost of G by C(a), not to be confused with the cost of the underlying
equivalence relation when the action is not free! Another possible source of confusion
is the following. A countable group Γ is also a p.m.p. groupoid. As such, its cost is
the infimum of the cardinal of a set of generators. In [Gab00] and several further
references, the cost of a group was defined as the infimum of the costs of all its
(standard) free p.m.p. actions. This latter invariant will subsequently be denoted
by C∗(Γ) with a subscript ∗ for the infimum. We observe in Corollary 4.1(3) that
C∗(Γ) is indeed an infimum over all p.m.p. actions, free or not, standard or not.
The supremum of the costs of all free (standard) p.m.p. Γ-actions will be denoted
by C ∗(Γ). The group Γ has fixed price when C∗(Γ) = C ∗(Γ). We introduce the
analogous “fixed price problem” (Question 3.25) for p.m.p. groupoids.
A key technical result in [Gab98, Étape 1] and [Gab00, Proposition IV.35] claims

that the cost of a p.m.p. equivalence relation can be computed inside a given
Lipschitz class of (finite cost) graphings. The same holds for p.m.p. groupoids:
C(G) = infL CL(G,Φ) where the L-Lipschitz cost CL(G,Φ) of the graphed groupoid
(G,Φ) is the infimum of the costs of all graphings of G which are L-Lipschitz equiva-
lent to Φ (see Lemma 3.6 and Lemma 3.9).
Of course, the speed of convergence of CL(G,Φ) to C(G) as a function of L depends

on the particular graphed groupoid we are considering. This dependance is what
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makes the spice of the notion of combinatorial cost for a sequence of graphings
(initially introduced by G. Elek [Ele07] in the combinatorial context of sequences
of finite graphs): one works with a uniform Lipschitz scale L along the sequence
(thus obtaining limits of CL(Gn,Φ)) and then one let the Lipschitz constant L vary.
If (Gn,Φn)n is a sequence of graphed p.m.p. groupoids of bounded size, we define
the u-combinatorial cost (Definition 3.7) of the sequence as

cCu ((Gn,Φn)n) := inf
L

lim
n∈ u
CL (Gn,Φn) .

The Lipschitz framework is appropriate for uniformly bounded sequences of graph-
ings (Section 3.1). For the general unbounded setting, we introduce the more appro-
priate notions of coarse structure (Section 2.4) and coarse equivalence (Section 3.2)
for p.m.p. groupoids, inspired by Roe’s topological analogues [Roe03] and we define
the u-combinatorial cost in that context (Definition 3.11).
For group actions, our first main result is the following:
Theorem 1.1 (Theorem 4.2). — Let Γ be a finitely generated group. For every

sequence (an)n of p.m.p. Γ-actions we have:
(1.2) C(au) = cCu ((an)n) > lim

u
C(an) > lim inf

n→∞
C(an) > C∗(Γ).

Moreover if the action au is essentially free we have C ∗(Γ) > C(au) and hence if Γ
has fixed price we obtain limu C(an) = cCu((an)n) = C(au) = C∗(Γ).
We observe that this continuity statement fails when one removes the finite gener-

ation assumption (see Remark 3.15).
This Theorem is the specialization to group actions of the following more general

statement for graphed groupoids:
Theorem 1.2 (Theorem 3.13). — If a sequence of p.m.p. graphed groupoids

(Gn,Φn) and its ultraproduct groupoid (Gu,Φu) satisfy limu C(Φn) = C(Φu) <∞ (i.e.
finite cost and “no loss of mass at infinity”), then

cCu ((Gn,Φn)n) = C(Gu) > lim
u
C(Gn).

This allows us to interpret the original Elek’s combinatorial cost [Ele07] (defined as
cC((Gn,Φn)n) := infL lim inf

n→∞
CL(Gn,Φn) see Remark 3.16, Formula (3.12)) in terms

of cost for ultraproducts of graphed groupoids.
Corollary 1.3 (Combinatorial cost vs cost (Corollary 3.17)). — If (Gn)n is a

sequence of finite graphs with uniformly bounded degree, then the combinatorial
cost is the infimum over all non principal ultrafilters of the costs of the ultraproduct
groupoids Gu of the associated (Gn,Φn):

cC ((Gn)n) = inf {C(Gu) : u non principal ultrafilter} .
We now concentrate on sofic groups, a class of groups defined in terms of ultra-

products of finite structures (see Section 3.6).
Corollary 1.4 (Corollary 4.4). — If Γ is a sofic group finitely generated by S

and (Gn,Φn)n is a sofic approximation to Γ (with S-labelled graphings), then
(1.3) C ∗(Γ) > C(Gu) = cCu ((Gn,Φn)n) > lim

u
C(Gn) > lim inf

n→∞
C(Gn) > 1.
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If Γ has moreover fixed price C∗(Γ), then C∗(Γ) = cC((Gn,Φn)n) and hence if Γ has
fixed price C∗(Γ) = 1, we obtain cC((Gn,Φn)n) = limn→∞ C(Gn) = 1.

Farber sequences are sequences of finite index subgroups (Γn)n of Γ giving
particular instances of sofic approximations via the natural actions Γ y Γ/Γn (see
Section 4.1). If Γ is finitely generated by S, we denote by Sch(Γ/Γn, S) the associated
Schreier graph.

Corollary 1.5 (Corollary 4.9). — If Γ is finitely generated by S and (Γn)n is a
nested Farber sequence, then C(au) = cCu(an) = cC(Sch(Γ/Γn, S)n) = lim

n→∞
C(an).

Corollary 1.6 (Corollary 4.11). — If Γ is finitely generated by S, has fixed
price C∗(Γ), and (Γn)n is any (non necessarily nested) Farber sequence, then we
have:

lim
n→∞

rank(Γn)− 1
[Γ : Γn] + 1 = cC (Sch (Γ/Γn, S)) = C∗(Γ).

This corollary is a far reaching extension of a theorem of Abért and Nikolov [AN12,
Theorem 1] (nested and Farber sequences) for which we provide an alternative proof
for (nested and) non-necessarily Farber sequences of finite index subgroups – see
Corollary 4.5.
The convergence of the sequence in Corollary 4.11 is not at all clear for non fixed

price groups, contrarily to [AN12, Theorem 1] where it is non-increasing. This also
gives a converse to [AGN17, Theorem 8] where an inequality

lim
n→∞

rank(Γn)− 1
[Γ : Γn] + 1 6 cC (Sch (Γ/Γn, S))

was obtained. The non necessarily fixed price case is considered in Theorem 4.10.
These corollaries apply potentially to plenty of groups. Examples of groups with

fixed price 1 include infinite amenable groups, infinite-conjugacy-class (icc) inner
amenable groups, direct products Γ× Λ where Λ is infinite and Γ contains a fixed
price 1 subgroup, groups with a normal (or even just commensurated) fixed price 1
subgroup N , more generally groups with a commensurated fixed price 1 subgroup C
(Corollary 3.3) (this applies for instance to SL(d,Z[1/p]), d > 3), amalgamated free
products of fixed price 1 groups over infinite amenable subgroups, Thompson’s group
F, SL(n,Z) for n > 3, non-cocompact arithmetic lattices in connected semi-simple
algebraic Lie groups of Q-rank at least 2, groups generated by chain-commuting
infinite order elements (i.e., infinite order elements whose graph of commutation is
connected) sometimes called Right Angled groups (this includes Mapping Class
Groups MCG(Σg) of surfaces with genus g > 3, Out(Fn) for n > 3, Right Angled
Artin groups with connected defining graphs), more generally groups generated by
a sequence of subgroups (Γn) of fixed price 1 such that the intersections Γn ∩ Γn+1
are infinite...
We introduce some terminology. A countable group Γ is called a Stuck–Zimmer

group if any p.m.p. aperiodic Γ-action on a standard Borel space has a.s. finite
stabilizers. The key point about Stuck-Zimmer groups Γ in our context, as observed
in [ABB+17], is that under mild divergence assumptions, all sequences (Γn)n of
finite index subgroups give indeed Farber sequences (see Theorem 4.14). If Γ is a
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finitely generated Stuck–Zimmer group and [Γ : Γn] → ∞, then for every torsion
free subgroup Λ < Γ, the induced action Λ y Γ/Γn defines a sofic approximation
of Λ. Thus when Γ is torsion free and has fixed price C∗(Γ), Corollary 4.11 applies:
limn

rank(Γn)−1
[Γ : Γn] = C∗(Γ)− 1.

We introduce a relative version of Stuck–Zimmer groups for which the mild di-
vergence assumption concerns some subgroup N < Γ. We obtain a general result
(Theorem 4.15) which specializes to the following:
Theorem 1.7 (See Theorem 4.18). — Let Λ < SL(d,Z) be a finite index subgroup

and (Γn)n be any sequence of finite index subgroups of Γ = Λ n Zd such that
[Zd : Γn ∩ Zd] −→

n→∞
∞. Then Γ y Γ/Γn defines a sofic approximation of Γ and

(1.4) lim
n

(rank(Γn)− 1)
[Γ : Γn] = 0.

This applies more generally for Λ < SL(d,Z) that admits no Λ-invariant finite
union of infinite index subgroups of Zd (see Theorem 4.18). In particular,
Theorem 1.8. — Let Λ be any subgroup of SL(2,Z) containing a hyperbolic

element. Any sequence (Γn)n of finite index subgroups of Γ := Λ n Z2 such that
[Z2 : Γn ∩ Z2] −→

n→∞
∞ defines a sofic approximation of Γ and

(1.5) lim
n

(rank(Γn)− 1)
[Γ : Γn] = 0.

This holds for instance for the amenable group

Γ = Λ n Z2 =
〈(

1 1
1 2

)〉
n Z2.

Lück approximation theorem [Lüc94] considers a descending sequence (Γn)n of
finite index normal subgroups with trivial intersection of a countable group Γ which
acts freely cocompactly on a simplicial complex L and it relates the Betti numbers
of Γn\L to the `2-Betti numbers of the action:

(1.6) lim
n→∞

bi(Γn\L)
[Γ : Γn] = β

(2)
i (Γ y L).

Bergeron–Gaboriau [BG04] have interpreted this convergence as a continuity re-
sult for `2-Betti numbers of projective systems of fields of simplicial complexes for
equivalence relations. This allowed them to extend the framework so as to encom-
pass non-normal subgroups and non trivial intersection descending sequences of
subgroups. They established the convergence of the sequence and identified the limit
as the `2-Betti number of a laminated space [BG04, Théorème 0.2, Théorème 3.1].
Our third main result generalizes this continuity statement in several ways: we

extend it from equivalence relations to groupoids, from finite quotients to sofic and
we consider arbitrary limits instead of projective ones. The use of ultrafilters forces
a kind of convergence of the objects as fields of simplicial complexes with groupoid
actions and we identify the limits. We state our result under some boundedness
assumption (see Section 5, see Theorem 5.15 for the version without the boundedness
assumption):

ANNALES HENRI LEBESGUE
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Theorem 1.9 (Theorem 5.9). — For every n ∈ N let (Gn,Φn) be a sofic graphed
p.m.p. groupoid over Xn, let Σn be a (Φn, L)-uniformly locally bounded Gn-simplicial
complex for some fixed L ∈ N. Then

lim
u
β

(2)
i (Σn,Gn) = β

(2)
i (Σu,Gu) .

In particular if the sequence of Gn-simplicial complexes Σn is asymptotically uni-
formly k-connected (see Proposition 5.8), then for every i 6 k

lim
u
β

(2)
i (Σn,Gn) = β

(2)
i (Gu).

Our approach with ultraproducts allows us to relate the Laplace operators for the
finite objects to that of our limit object (compare [ES05, Proposition 6.1] or [Tho08]
where the finite induced operators do not clearly appear as Laplace operators).
Observe however that we make a crucial use of a Lemma of Thom [Tho08] (see
Lemma 5.12). The above theorem is also related to a (recent and independent) work
of Schrödl [Sch20] on `2-Betti numbers and Benjamini–Schramm convergence (see
also [Ele10a]). Indeed, similarly to the case of local-global convergence of graphs
(Remark 3.21), Benjamini–Schramm limits of random simplicial complexes can be
expressed in terms of the ultraproduct of the sequence of the associated field of
simplicial complexes (see Remark 5.7 and Remark 5.21).
As a corollary of the above theorem, we obtain the following geometric general-

ization of Lück approximation Theorem for (non-nested, non normal) sequences of
subgroups:

Corollary 1.10 (Corollary 5.10). — Let Γ be a countable group acting freely
cocompactly on a simplicial complex L. Let (Γn)n be a (non necessarily nested)
Farber sequence of finite index subgroups. Then for every i we have:

lim
n→∞

bi(Γn\L)
[Γ : Γn] = β

(2)
i (Γ y L).

In particular, if L is k-connected, then for every i 6 k we have:

lim
n s→∞

bi(Γn)
[Γ : Γn] = β

(2)
i (Γ).

More generally, we obtain the following generalization of [BG04, Theorem 3.1] for
non nested, non Farber sequences:

Corollary 1.11 (Corollary 5.11). — Let (Γn)n be any sequence of finite index
subgroups of a finitely generated group Γ. Assume Γ acts freely cocompactly on
the simplicial complex Σ. Let au : Γ y Xu be the ultraproduct of the actions
an : Γ y Γ/Γn and Nu := {(x, γ) ∈ Xu × Γ : γx = x} its maximal totally isotropic
subgroupoid. Then for every i 6 k we have

lim
n∈ u

bi(Γn\Σ)
[Γ : Γn] = β

(2)
i (Nu\ (Xu × Σ) ,Ru),

where Ru = Gu/Nu is the p.m.p. equivalence relation of the ultraproduct action au
and Nu\ (Xu × Σ) is the Ru-simplicial complex defined in Example 2.25.
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We indicate now how these approximation results must be modified when the
boundedness assumptions are not satisfied.
Let Γ be a finitely generated residually finite group and let (Γn)n∈N be a nested

sequence of finite index normal subgroups with trivial intersection. Lück approxi-
mation theorem b1(Γn)

[Γ : Γn] → β
(2)
1 (Γ) does not hold in general when Γ is not finitely

presented, as examplified by torsion groups (thus b1(Γn) = 0) with positive first
L2-Betti number [LO11]. This defect can be fixed by taking a double limit as ex-
posed below and this idea will then be pushed to the framework of ultraproduct
(Theorem 5.15).

Proposition 1.12. — Let Γ = 〈γ1, γ2, · · · , γd|r1, r2, · · · , rk, · · · 〉 be a presen-
tation of Γ with finitely many generators. Let L be the associated (2-dimensional)
Cayley Γ-complex and let Lj be the Γ-invariant co-compact sub-complex associated
with the first j relations r1, r2, · · · , rj. Then

β
(2)
1 (Γ) = lim

j→∞
lim
n→∞

b1(Γn\Lj)
[Γ : Γn] .

The substance of the counter-examples of [LO11] relies on the fact that these limits
cannot be exchanged. Indeed on the one hand,

lim
n→∞

b1(Γn\Lj)
[Γ : Γn] = β

(2)
1 (Γ y Lj)

by Lück approximation theorem [Lüc94], and β
(2)
1 (Γ y Lj) decreases with j to

β
(2)
1 (Γ). On the other hand, for every n, we have b1(Γn\Lj) = 0 for large enough j

since the canonical surjective maps π1(Γn\Lj)→ π1(Γn\Lk) (for j 6 k) produce as
direct limit the torsion group Γn, so that π1(Γn\Lj) is generated by torsion elements
for large enough j and its abelianization is thus finite.
More generally, in higher dimension, we obtain the following.

Proposition 1.13. — Let Γ be a residually finite group and let (Γn)n∈N be a
nested sequence of finite index normal subgroups with trivial intersection. If Γ acts
freely on the d-connected simplicial complex L, we write L as an increasing union
L = ∪ ↗ Lj of Γ-invariant co-compact sub-complexes Lj. The inclusions Lj ⊂ Lk for
j 6 k induce linear maps Hd(Γn\Lj,C)→ Hd(Γn\Lk,C) between the d-dimensional
homology of the compact quotients. Then

β
(2)
d (Γ) = lim

j→∞
lim

j 6 k, k→∞
lim
n→∞

dimC Im
(
Hd (Γn\Lj,C)→ Hd (Γn\Lk,C)

)
.

This proposition follows from Theorem 5.15 and the fact that, for free p.m.p.
actions, the L2-Betti numbers of the equivalence relation generated by the action
agree with the ones of the group itself. The above result holds more generally for
Farber sequence of subgroups.
In [Ele07], Elek introduced another quantity for a graph sequence (Gn)n: the

β-invariant over the field K:

βK((Gn)n) := inf
q

lim inf
n→∞

|E(Gn)| − dimK Vq(Gn)
|V (Gn)| − 1,
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where |E(Gn)| and |V (Gn)| are the number of edges and vertices and where Vq(Gn)
is the K-vector space spanned by the cycles of length 6 q in the space of 1-chains.
Equivalently (when |V (Gn)| → ∞), this is also

βK((Gn)n) := inf
q

lim inf
n→∞

b1(Gq
n)

|V (Gn)| ,

where Gq
n is obtained from the graph Gn by gluing 2-cells along every cycle of length

6 q.
Inspired by that, we introduce higher dimensional invariants for uniformly bounded

vertex degrees sequences of graphs (Gn)n. We consider Rq(Gn), the q-Rips complex
of Gn for all integers q and we introduce the d-dimensional β-invariant:

βd,K((Gn)n) := lim
q→∞

lim
p→∞

lim
u

dimK Im (Hd (Rq(Gn),K)→ Hd (Rq+p(Gn),K))
|Vn|

.

If K = Q and (Gn)n has uniformly bounded degree, Theorem 5.15 implies that
βd,Q((Gn)n) = β

(2)
d (Ru) where Ru is the ultraproduct p.m.p. equivalence relation of

the sequence of graphs (Gn)n (with well defined coarse structure, see Remark 2.33).
In particular, if (Gn)n corresponds to a sofic approximation of a countable group Γ,
one gets βd,Q((Gn)n) = β

(2)
d (Γ).

We briefly mention an extension we do not consider in this version in order to limit
the length of the present article. There exists also a notion of coarse equivalence
between pairs of sequences (Gn,Φn)n and (Hn,Ψn)n of graphed groupoids (com-
pare [AFS19] and [Kai19] which considers finite structures). The groupoids Gn and
Hn are in particular stably orbit equivalent, so that they are related by a compression
constant ι(Gn,Hn). When the sequence of compression constants is bounded, the
ultraproduct groupoids Gu and Hu are orbit equivalent (with compression constant
ι(Gu,Hu) = lim

u
ι(Gn,Hn)) and their costs and `2-Betti numbers are related as the

standard ones:
C(Hu)− 1 = ι(Gu,Hu)(C(Gu)− 1) and β(2)

j (Hu) = ι(Gu,Hu)β(2)
j (Gu).

Warning: We have obtained some of our main results (especially Theorem 3.13)
a couple of years ago. We discovered during the “Measured Group Theory” ESI
workshop in Vienna (February 2016) that some of our results had a non trivial
intersection with some ongoing work of Abért–Tóth (especially the first equality
in our Theorem 1.1 in the case of local-global convergent sequences and our Corol-
lary 1.6). Some accident prevented us from releasing our papers simultaneously, but
the overlaps with [AT20] must be considered parallel and independent results.
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2. Preliminaries

In this text we will work with probability spaces, often denoted by (X,B, µ) or
simply by (X,µ) whenever the σ-algebra can be safely omitted from the notation.
We will make no further assumption on the probability spaces and in particular
we will not assume the σ-algebra to be countably generated. While working in this
context one has to be more careful with some standard definitions since the classical
Lusin–Novikov’s uniformization theorem and the von Neumann–Jankow selection
theorem do not hold. Therefore we will carefully define all the objects we will need.
A partial isomorphism from the probability space (X,µ) to (Y, ν) is a

bi-measurable bijection ϕ : dom(ϕ) ⊂ X → tar(ϕ) ⊂ Y between measurable subsets
of X and Y which preserves the measure.
Definition 2.1. — A countable fibred space overX consists in a measure space

(F ,A , µ̃) and a measurable map π : F → X such that there is a measurable subset
F̃ ⊂ X × N (for the product σ-algebra and product measure) and a bi-measurable
measure preserving bijection u : F → F̃ such that u(f) ∈ {π(f)} × N for every f .
Remark 2.2. — By definition, countable fibred spaces are the measurable sub-

spaces of the trivial fibred space X×N. Partitioning each A ∈ A into the measurable
subsets Ai := A ∩X × {i} shows that:

• the map x ∈ X 7→ |π−1(x) ∩ A| is measurable and

(2.1) µ̃(A) =
∫
X

∣∣∣π−1(x) ∩ A
∣∣∣ dµ(x);

• the subset π(A) = ∪iπ(Ai) is measurable;
• if |π−1(x)∩A| 6 1 for almost every x ∈ X, then π

∣∣∣
A

: A→ π(A) is a measure
preserving isomorphism;
• any measurable section ϕ : B ⊂ X → F of π is a measure preserving
isomorphism between B and ϕ(B) (consider for Bi := ϕ−1(X × {i})).

WhenX and F are standard Borel spaces and π : F → X is a measurable map with
countable fibers, the standard selection theorem of Lusin–Novikov [LN35] produce
measurable sections allowing to realize F as a Borel subset of X × N. The height
H(F) of a fibred space F is the essential supremum of the function x 7→ |π−1(x)|
for x ∈ X. We say that F has finite height if H(F) is finite. The fibred product
(F1 ∗ F2,A , π) of two countable fibred spaces (F1,A1, π1) and (F2,A2, π2) over X
is defined as usual by

(F1, π1) ∗ (F2, π2) := {(x, y) ∈ F1 ×F2 : π1(x) = π2(y)} ,
(in short F1 ∗ F2) equipped with the projection π(x, y) = π1(x) = π2(y) and the
σ-algebra coming from the injection into X ×N×N if F1 and F2 are realized inside
X × N. This is easily seen to be independent of the realizations.

2.1. Measured groupoids

The main object of study of this text will be measured groupoids.
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Definition 2.3. — A groupoid G over the set X is the data of
• a set G containing X; the elements of X are called the units of G,
• a source map s : G → X and a target map t : G → X which are the identity
when restricted to X,
• for every g and h ∈ G such that s(g) = t(h) there is a product gh ∈ G
satisfying s(gh) = s(h) and t(gh) = t(g).
• for every g ∈ G there exists a unique inverse g−1 ∈ G such that s(g−1) = t(g),
t(g−1) = s(g), gg−1 = t(g) and g−1g = s(g).

for which we require that the following identities hold
• the product is associative, that is g(hk) = (gh)k whenever this is defined,
• for every g ∈ G we have that t(g)g = gs(g) = g.

In this text we will always assume that every groupoid is s-countable, i.e.,
• for every x ∈ X the set s−1(x) is countable.

Observe that the multiplication induces a map (G, s) ∗ (G, t)→ G.

Definition 2.4. — A p.m.p. groupoid over (X,µ) is a groupoid G over X
equipped with a σ-algebra A and a measure µ̃ such that

• (G,A , µ̃, s) and (G,A , µ̃, t) are both countable fibred spaces over (X,µ),
• the maps g ∈ G 7→ g−1 ∈ G and (g, h) ∈ (G, s) ∗ (G, t) 7→ gh are measurable.

In particular, the measure µ̃ coincides with both fibred measures for s and t
(see (2.1)). Observe that we restrict ourselves to measured groupoids with countable
fibers, a.k.a. discrete, or countable, or r-discrete (see [ADR00]); but we do not assume
that the base space X is standard.
Let G be a groupoid over X. The isotropy group at x ∈ X is the group Gx

:= {g ∈ G : s(g) = t(g) = x}. When the isotropy groups are all trivial, the groupoid
is called a principal groupoid or an equivalence relation. For p.m.p. groupoids,
the triviality is required only almost surely.

Example 2.5 (Group action groupoid). — Let Γ be a countable group acting on
a probability space (X,µ) preserving the measure. Then GΓyX := Γ × X (with
the product measured structure) is a p.m.p. groupoid over the probability space X
(identified with the subset {1} ×X of Γ ×X) where s(γ, x) = x, t(γ, x) = γx and
(γ, x)(γ′, x′) = (γγ′, x′) if γ′x′ = x.

Example 2.6. — Lusin–Novikov’s uniformization theorem [LN35] (see also [Kec95,
Theorem 18.10]), implies that if (X,µ) is a standard Borel space and R ⊂ X ×X is
an Borel p.m.p. equivalence relation with countable classes (see [FM77]), then R is
a p.m.p. principal groupoid as in Definition 2.4 where s and t are respectively the
second and first coordinate projections X ×X → X.

Example 2.7 (Equivalence relation associated to p.m.p. actions). — We warn the
reader that, given a p.m.p. groupoid G over X, the underlying equivalence relation
RG := {(s(x), t(x)) : x ∈ G} is in general not a p.m.p. groupoid in the sense of
Definition 2.4, even for the equivalence relation RΓyX = {(x, γx) : x ∈ X, γ ∈ Γ}
coming from a p.m.p. action of a countable group Γ.
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For example, consider the space (X = [−1, 1],B, µ) when B is the σ-algebra of
all Borel-measurable subsets B of [−1, 1] satisfying B = −B, and µ the normalized
Lebesgue measure. Let Ω ⊂ (0, 1] be a subset which is not Lebesgue-measurable. The
map ϕ : x 7→ −x on Ω ∪ −Ω and x 7→ x on its complement is a measurable p.m.p.
involution of ([−1, 1],B, µ). It defines a p.m.p. action α of Γ = Z/2Z on [−1, 1]. Then
Gα is a p.m.p. groupoid (Example 2.5), but Rα = [−1, 1] ∪ {(x,−x) : x ∈ Ω ∪ −Ω}
is not a p.m.p. groupoid, since x 7→ |R(x)| is not measurable (see Remark 2.2 (1)).
Indeed the field of isotropy groups x 7→ Gx is not measurable in any reasonable sense.
Anticipating Definition 2.11, the map ϕ is measurably isotropic but not totally

isotropic. If instead, Ω = X, then the corresponding action β : Γ y X is totally free
but not measurably free.
However, if the fixed-point set Fix(γ) := {x ∈ X : γx = x} is measurable for every

γ ∈ Γ, then RΓyX is a p.m.p. principal groupoid (define the σ-algebra on RΓyX

as the set of all countable unions of sets of the form {(x, γx) : x ∈ A} for A ⊂ X
measurable and γ ∈ Γ; the fixed-point set condition takes care of the intersections).
We warn the reader that the condition that Fix(γ) is measurable is not necessary
for RΓyX to carry a p.m.p. principal groupoid structure. An example is given by
Γ = Z/2Z × Z/2Z y X = [−1, 1] is defined by (ε1, ε2) · x = (−1)ε2α(ε1)x for the
action α of Z/2Z considered above. Indeed, Fix(0, 1) = Ω ∪ −Ω is not measurable,
but RΓyX is just {(x,±x) : x ∈ X} and clearly carries a p.m.p. groupoid structure.
xMore generally given an at most countable collection of partial isomorphisms

Φ = (ϕi)i of (X,µ), we can define an equivalence relation R by declaring that two
points (x, y) in X are equivalent if there exists (i1, . . . , il) ∈ Nl and (ε1, . . . , εl) ∈
{−1, 1}l such that ϕε1i1 . . . ϕ

εl
il

(x) = y. If moreover for every Φ-word ϕ = ϕε1i1 . . . ϕ
εl
il
,

the fixed-point set {x : ϕ(x) = x} is measurable, that is if the associated groupoid
is realizable, then R is a p.m.p. groupoid for the σ-algebra generated by {(x, ϕ(x))
: x ∈ A} where ϕ is a Φ-word and A ⊂ dom(ϕ) measurable (see Section 2.6 and 2.8).

2.2. Full pseudogroup

From now on, let us fix a p.m.p. groupoid G over (X,µ).
Definition 2.8. — A measurable bisection of a p.m.p. groupoid G is a mea-

surable subset ϕ ⊂ G such that the restriction of s and t to ϕ are injective. These
restrictions are partial isomorphisms (Remark 2.2). Thus every bisection ϕ delivers
an associated partial isomorphism ϕ̂ := t ◦ (s|ϕ)−1 of (X,µ).
Lemma 2.9. — If ϕ and ψ are bisections of the p.m.p. groupoid G, then the

product ϕψ := {gh : g ∈ ϕ, h ∈ ψ, s(g) = t(h)} is a bisection.

Proof. — We have to prove that ϕψ is a measurable subset of G. By Remark 2.2
it is enough to show that (s|ϕψ)−1 is measurable. First observe that a point x ∈
X belongs to s(ϕψ) if and only if there is g ∈ ϕ, h ∈ ψ such that s(h) = x

and s(g) = t(h) = ψ̂(x). So s(ϕψ) = s(ψ) ∩ ψ̂−1(s(ϕ)) is measurable. Moreover
(s|ϕψ)−1(x) = (s|ϕ)−1(ψ̂(x))(s|ψ)−1(x) is measurable, as the composition of the map
x 7→ ((s|ϕ)−1(ψ̂(x)), (s|ψ)−1(x)) ∈ (G, s) ∗ (G, t), which is measurable by definition of
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fibred products, and of the product map (G, s) ∗ (G, t)→ G which is measurable by
assumption. �

We observe that there is a countable family {ϕi}i of measurable bisections which
covers G in the sense ∪iϕi = G. Indeed, the assumption that (G, s) (respectively (G, t))
is a fibred space over X provides countable families {ϕsi}i and{ϕtj}j of measurable
subsets which both cover G and on which s (resp. t) is injective. The family {ϕsi∩ϕtj}i, j
does the job. The next remark thus follows:

Remark 2.10. — The space of units of X ⊂ G is a measurable subset of G (since
X = ∪iϕ−1

i ϕi), and the measures µ and µ̃ coincide on X. For every bisection ϕ, its
unit set ϕ ∩X is thus measurable (contrarily to the isotropy set Fix(ϕ) = {g ∈ ϕ :
s(g) = t(g)}, see Example 2.7). Similarly the product (g, h) ∈ (G, s)∗(G, t) 7→ gh ∈ G
maps measurable subsets to measurable subsets.

The full pseudogroup of G, denoted [[G]], is the set of measurable bisections of
G modulo null-sets. The full pseudogroup admits a natural metric, the L1 distance,
defined by d(ϕ, ψ) := µ̃(ϕ∆ψ) and a trace, the measure of the fixed points, which
can be defined by the formula τ(ϕ) := µ̃(X ∩ ϕ). It is easy to observe that this
trace is the restriction of the trace of the associated II1 von Neumann algebra, see
Section 2.3.
It can be endowed with the following operations:
• for ϕ, ψ ∈ [[G]], their product is ϕψ = {gh : g ∈ ψ, h ∈ ψ, s(g) = t(h)};
• for ϕ ∈ [[G]], its inverse is ϕ−1 = {g−1 : g ∈ ϕ};
• for ϕ, ψ ∈ [[G]] their intersection is ϕ ∩ ψ;
• if ϕ, ψ ∈ [[G]] are such that s(ϕ) ∩ s(ψ) = ∅ and t(ϕ) ∩ t(ψ) = ∅, then the
union or join ϕ ∨ ψ is the bisection ϕ ∪ ψ.

Moreover the following relations are satisfied
• the product is associative;
• all the idempotents (ϕϕ = ϕ) commute;
• for every ϕ ∈ [[G]] we have ϕϕ−1ϕ = ϕ.

Definition 2.11. — A measurable bisection ϕ of a p.m.p. groupoid G is
(1) measurably isotropic if for every measurable subset U ⊂ s(ϕ) we have

µ(ϕ̂(U)∆U) = 0;
(2) totally isotropic: if s(g) = t(g) for µ̃-almost every g ∈ ϕ;
(3) measurably free if for every measurable subset A ⊂ s(ϕ) of positive measure

there exists a measurable subset B ⊂ A such that µ(ϕ̂(B)∆B) 6= 0;
(4) totally free if s(g) 6= t(g) for µ̃-almost every g ∈ ϕ.

In a standard Borel probability space, there is no difference between totally and
measurably isotropic (resp. free). Example 2.7 illustrates these notions.

Proposition 2.12. — Every bisection ϕ of a p.m.p. groupoid G admits a mea-
surable decomposition ϕ = FixB(ϕ) tMF (ϕ) (unique up to a null set) such that

• FixB(ϕ) is measurably isotropic;
• MF (ϕ) is measurably free.
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Moreover, the measurably free partMF (ϕ) admits a countable measurable partition
MF (ϕ) = tiAi (up to a null set) such that µ(s(Ai) ∩ t(Ai)) = 0 and µ̃(∪ni=1Ai)
> (1− (2/3)n)µ̃(MF (ϕ)).
Observe that the isotropy set (or fixed-point set) Fix(ϕ) := {g ∈ ϕ : s(g) = t(g)}

is a possibly non-measurable subset of FixB(ϕ) (see Example 2.7).
Proof. — Define a 6 1 as the supremum of µ̃(∪iBi) over all countable union of

measurable subsets of ϕ satisfying µ̃(s(Bi)∩t(Bi)) = 0. Observe that a is a maximum:
if for every n we have a collection {Cn

j }j satisfying µ̃(∪jCn
j ) > a − 1/n, then the

collection {Bi}i = {Cn
j }j, n satisfies µ̃(∪iBi) = a. Pick such a family {Bi}i attaining

the maximum and set F := ϕ \ ∪iBi.
F is measurably isotropic for otherwise F would contain a measurable subset V

such that µ̃(s(V )∆t(V )) 6= 0, and the subset W = V ∩ s−1(s(V ) \ t(V )) is non null
and satisfies µ(s(W )∩ t(W )) = 0, thus contradicting the maximality of µ̃(∪iBi). Set
FixB(ϕ) := F .
By taking restrictions of each Bi one can assume that the family {Bi}i is a partition

of MF (ϕ) := ϕ \ FixB(ϕ).
The next step is to modify the family so that µ̃(B1) > 1

3 µ̃(MF (ϕ)). This is done,
inductively on i. Set B1

1 := B1 and inductively set
B′i =

{
g ∈ Bi : s(g) ∈ t

(
Bi−1

1

)
or t(g) ∈ s

(
Bi−1

1

)}
and

Bi
1 :=Bi−1

1 ∪ (Bi \B′i) for i > 1.
Set B′1 = ∪iBi

1 and observe that {B′i}i is again a partition of MF (ϕ) satisfying
µ(s(B′i) ∩ t(B′i)) = 0. Moreover, MF (ϕ) \B′1 is contained in the union(

s
∣∣∣
ϕ

)−1
◦ t (B′i) ∪

(
t
∣∣∣
ϕ

)−1
◦ s(B′i) so that µ̃ (B′1) > 1

3 µ̃ (MF (ϕ)) .

By repeating the preceding argument inductively for all Bi, we obtain in the end
that µ̃(Bi) > 1

3 µ̃(MF (ϕ) \ ∪j < iBj), which finishes the proof.
The uniqueness up to a null set is clear, as a bisection which is simultaneously

measurably isotropic and measurably free has measure 0. �

2.3. Regular representations and von Neumann algebras of a groupoid

Let G be a p.m.p. groupoid over (X,µ).
If ϕ ∈ [[G]], define a partial isometry λ(ϕ) (the left-regular representation of [[G]])

on L2(G, µ̃) as follows. If f ∈ L2(G, µ̃) one defines λ(ϕ)f(g) := 0 if t(g) /∈ t(ϕ)
and λ(ϕ)f(g) := f(h−1g) otherwise, where h is the unique element of ϕ such that
t(h) = t(g). For example, for ψ ∈ [[G]], λ(ϕ)χψ = χϕψ. The left von Neumann
algebra of G is L(G) = λ([[G]])′′. It carries a normal faithful trace τ = 〈·χX , χX〉.
The von Neumann subalgebra generated by the idempotents of [[G]] (the indicator
functions of measurable subsets of X) is isomorphic to L∞(X,µ). Its commutant is
the right von Neumann algebra L′(G), generated by the right-regular representation
ρ which is characterized by ρ(ϕ)χψ = χψ ϕ−1 .
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2.4. Coarse structures and graphings

We now define a notion of coarse structure on a p.m.p. groupoid, inspired by [Roe03].
Definition 2.13. — A coarse structure on a p.m.p. groupoid G is a collection
E of measurable subsets of G, called the controlled sets, which contains the units
and is closed under the formation of measurable subsets, inverses, products and finite
unions. A coarse structure is generating if G is the union of all controlled sets. A
coarse structure on G has bounded geometry if for every controlled set E, the
measurable function x ∈ X 7→ |E ∩ s−1(x)| is essentially bounded.
A coarse structure on a sequence (Gn)n of p.m.p. groupoids overXn is a collection

of sequences (En)n of measurable subsets En ⊂ Gn, called the controlled sequences,
which is closed under the same operations. This means that if the sequences (En)n
and (Fn)n are controlled, then (E−1

n )n, (EnFn)n and (En ∪ Fn)n are also controlled.
A coarse structure E on (Gn)n has bounded geometry if for every (En) ∈ E , the
measurable function n ∈ N, x ∈ Xn 7→ |En ∩ s−1(x)| is essentially bounded.
Note that, if (λn)n is a probability measure on N with full support, a coarse

structure on a sequence (Gn) is the same notion as a coarse structure on the p.m.p.
groupoid ∪nGn over the disjoint union ∪nXn equipped with the probability measure∑
n λnµn. Moreover the notions of bounded geometry agree.
We will almost always assume that the coarse structures are countably generated,

i.e., that there is a sequence of controlled sets Ek such that every controlled set is
contained in one of the Ek (respectively there is a sequence (Ek, n)n ∈ E such that
every controlled sequence (En) is contained in one of the (Ek, n)n).
Example 2.14. — A sequence (Gn)n of finite graphs with vertex set Xn defines a

coarse structure on the sequence of groupoids Xn ×Xn (the transitive equivalence
relation on the set Xn equipped with the uniform probability measure), by saying
that (En)n is controlled if supn sup(x, y)∈En d(x, y) < ∞. This coarse structure has
bounded geometry if and only if the sequence (Gn)n has (uniformly) bounded degree.
The main source of coarse structures on a p.m.p. groupoid are graphings, that we

now define.
Definition 2.15 (Graphings). — Let G be a p.m.p. groupoid over the probability

space (X,µ). A graphing of G is an at most countable ordered collection of bisections
Φ = (ϕi)i indexed by i ∈ N or i ∈ {1, . . . , N} for an integer N . A graphing is
generating if the smallest groupoid which contains all the bisections ϕi is G itself.
By a p.m.p. graphed groupoid (G,Φ) we mean a p.m.p. groupoid G for which a
generating graphing Φ has been prescribed.
The size of Φ, denoted by |Φ|, is the number of bisections which compose Φ. A

Φ-word of length k is a product of k elements of Φ and Φ−1. The set of Φ-words
of length at most k is denoted by Φk. We will also denote by Φ the subset of G
composed of all elements of elements in Φ, that is Φ = {g ∈ G : g ∈ ϕ ∈ Φ}. Observe
that Φk = Φk. A generating graphing Φ = (ϕi)i of a p.m.p. groupoid G induces also
a length as follows:

(2.2) `Φ : G → N, g 7→ min
{
k ∈ N : g ∈ {ϕ1, . . . , ϕk}

k
}
.
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The empty word (the Φ-word of length 0) is the bisection X (the space of units).
The length of every unit is 0. We will denote by B`Φ(L) the ball of length L: B`Φ(L)
:= {g ∈ G : `Φ(g) 6 L}.
Remark 2.16 (Coarse structures vs graphings). — If (G,Φ) is a graphed p.m.p.

groupoid, then the collection of measurable subsets on which `Φ is bounded is a
countably generated coarse structure with bounded geometry: the coarse structure
associated to Φ. Similarly, if (Gn,Φn) is a sequence of graphed groupoids, then the
collection of all the sequences (En ⊂ Gn)n satisfying supn∈N, gn ∈En `Φn(gn) <∞ is a
countably generated coarse structure with bounded geometry on (Gn).
The precise choice of the length function (2.2) is not important, we could as well

have chosen a sequence (ai)i of positive real numbers tending to +∞, and define
instead the shortest-path length obtained by assigning to every h ∈ ϕi the length ai:

g 7→ min


k∑
j=1

aij : k ∈ N, i ∈ Nk, ε ∈ {−1, 1}k, g ∈ ϕε1i1ϕ
ε2
i2 . . . ϕ

εk
ik

 .
Different choices for ai give Lipschitz equivalent lengths and they all give the same

coarse structure as (2.2) on (sequences of) graphed groupoids.
Conversely, the reader can check that any countably generated coarse structure

with bounded geometry on a p.m.p. groupoid is the coarse structure associated to a
graphing. Such a graphing is generating if and only if the coarse structure is.
Example 2.17. — A group is naturally a groupoid, a (generating) graphing is a

(generating) subset, and when G is finitely generated by S, Φ = S and ai = 1 for
the elements of S, then the above length is the usual word length. On the contrary,
when the generating set S is infinite, then `Φ is not bounded on S and thus S it is
not controlled for the coarse structure considered in Remark 2.16.

2.5. Actions

Definition 2.18. — A (measurable) action θ of a p.m.p. groupoid G on the
fibred space (F , π) (both over the probability space (X,µ)) is a measurable map
θ : (G, s) ∗ (F , π)→ F , (g, f) 7→ θgf such that:

• θg is bijection from π−1(s(g)) to π−1(t(g)),
• θgh = θgθh whenever t(h) = s(g).

Besides its standard fibred structure πs : (g, f) 7→ s(g) = π(f), the fibred product
(G, s) ∗ (F , π) admits also the target fibred structure πt : (g, f) 7→ t(g), and θ is a
morphism of fibred spaces θ : ((G, s) ∗ (F , π), πt) → (F , π) (i.e. πt(g, f) = π(θgf)).
As for actions of groups, we will often forget θ and we will write gf for θgf . If E ⊂ G
and D ⊂ F are measurable subsets, we denote by ED the image of the restriction
of the action to E and D, i.e., the image of θ : (E , s) ∗ (D, π) → F , (g, f) 7→ θgf .
Observe that ED is measurable (same proof as Remark 2.10). The G-orbit of
D ⊂ F is GD. A fundamental domain for the action of G on F is a measurable
subspace D ⊂ F such that the action θ induces an isomorphism of fibred spaces
((G, s) ∗ (D, π) , πt) ' (F , π) (for the target fibration πt).
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By a G-fibred space, we mean a fibred space F equipped with a prescribed
G-action.

Remark 2.19. — Let G be a p.m.p. groupoid and let F be a G-fibred space. Then
we can define a quotient F/G to be the quotient of F by the equivalence relation
induced by the action of G. If there exists a fundamental domain D ⊂ F , then this
quotient is naturally isomorphic to D. In particular it has a measurable structure
and it is itself a fibred space. Observe also that the induced quotient map from F
to F/G is a measurable map of fibred spaces.

Example 2.20. — A p.m.p. subgroupoid H of a p.m.p. groupoid G over X is
a measurable subset H ⊂ G which is also a groupoid over X with respect to the
restriction of the product, inverse, source and target. Clearly G is a subgroupoid of
itself.
If H < G is a p.m.p. subgroupoid, then H carries two actions on G: the ac-

tion by left multiplication θl on (G, t) given by θlgh = gh, and the action by
right multiplication θr on (G, s) given by θrgh = hg−1. Both these actions admit
a fundamental domain. Let us show it for the action on the left. If {ϕi}i are bi-
sections such that ∪iϕi = G, then we can define D ⊂ G inductively as follows. Set
D0 := X, the set of units of G. Assume that Dk is constructed for some k ∈ N
such that for every bisection ψ of H we have that ψDk ∩ Dk = ∅. Then by hypoth-
esis HDk ⊂ G is measurable and take the first i such that µ̃(ϕi \ HDk) 6= 0. Put
Dk+1 := Dk ∪ (ϕi \HDk). It is easy to observe now that D := ∪kDk is a fundamental
domain for the action on the left of H on G.

Example 2.21. — If (G,Φ) is a p.m.p. graphed groupoid, then we can define the
Cayley graph Cay(G,Φ) of G as follows. The set of vertices is V := G which
is a fibred space over X with respect to the source map and the set of edges is
E = tϕ∈Φ{(h, g) : h ∈ ϕ, g ∈ G, t(g) = s(h)} where the endpoints of the edge (h, x)
are x and hx. Then the set of edges E is also a fibred space via (h, x) 7→ s(x) and G
acts on the graph Cay(G,Φ) by right multiplication. A fundamental domain of E is
given by tϕ∈Φ{(h, s(h)) : h ∈ ϕ}.

Example 2.22. — If F1,F2 are G-fibred spaces over X, then so is F1 ∗ F2, for the
diagonal action g(f1, f2) = (gf1, gf2).

Let us assume that the p.m.p. graphed groupoid G acts on the fibred space F
and let D ⊂ F be a fundamental domain. Similarly to (2.2), we can define a length
function `Φ,D on F by the formula

(2.3) `Φ,D : F → N, f 7→ min
{
k ∈ N : f ∈ {ϕ1, . . . , ϕk}

kD
}
.

By definition we have `Φ = `Φ, X both for the left and right actions of G on itself.
More generally, if E is a coarse structure on a p.m.p. groupoid G acting on a fibred

space F with a fundamental domain D, the collection E∗D := {ED : E ∈ E} of
measurable subsets of F defines a notion of bounded sets in F . Similarly, if Gn acts
on Fn with a fundamental domain Dn, and E is a coarse structure on (Gn)n, then
E∗(Dn) := {(EnDn)n : (En)n ∈ E} defines a notion of bounded measurable sets on
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the disjoint unions ∪nFn. When E is given by a (sequence of) graphing(s), then these
notions of boundedness coincide with the boundedness according to the length (2.3).

2.6. Presentation of p.m.p. groupoids

The notion of presentation of groupoids has been introduced in [Alv08].

Definition 2.23. — A homomorphism of p.m.p. groupoids T : G → H is a
measurable map commuting with source, target, products and inversion. In particular,
it sends the units of G to the units of H, since X = {g ∈ G : s(g) = t(g), g2 = g}. We
say that a homomorphism is p.m.p. if the map between the unit spaces is measure
preserving.
A homomorphism of groupoids is units-preserving if the induced map at the

level of units is an isomorphism of probability spaces. In particular a units-preserving
homomorphism is always a p.m.p. homomorphism.

A groupoidN is totally isotropic if every element n ∈ N is isotropic: s(n) = t(n).
As an example every groupoid G admits the totally isotropic subgroupoid consisting
of all its isotropic elements. Observe however that such a subgroupoid is not p.m.p.
in general, see Example 2.7. However it is the case whenever G is realizable, see
Definition 2.41.
A totally isotropic subgroupoid N < G is normal if for every g ∈ G and n ∈ Ns(g),

we have gng−1 ∈ Nt(g). As for groups, normal subgroupoids are designed for forming
quotients.

Proposition 2.24. — Let G be a p.m.p. groupoid and let N < G be a totally
isotropic normal p.m.p. subgroupoid. Then the quotient G/N is a p.m.p. groupoid
and the quotient map Q : G → G/N is a p.m.p. and units-preserving homomorphism
of p.m.p. groupoids.

Proof. — We have already observed in Example 2.20 that if N < G is a p.m.p.
subgroupoid, then the left action of N on G admits a fundamental domain D ⊂ G.
If N is a normal totally isotropic groupoid, then this fundamental domain is also
a fundamental domain for the action on the right. Indeed, since G = ND, every
element g ∈ G can be written as g = nd = d(d−1nd) so G = DN . Moreover if
g, g′ ∈ D and n, n′ ∈ N are such that gn = g′n′, then gng−1g = g′n′g′−1g′ and hence
g = g′ and gng−1 = g′n′g′−1 which implies that n = n′. This implies that the quotient
G/N is naturally a fibred space with respect to s(gN ) = s(g) and t(gN ) = t(g). We
can define the multiplication as usual, if gN , hN ∈ G/N are such that s(g) = t(h),
then gNhN = ghN and this is well defined. The inverse can be defined analogously
and it is a routine check that these operations turn G/N into a p.m.p. groupoid and
Q is a measurable map between p.m.p. groupoids. �

The argument of the proof above gives also the following.

Example 2.25 (Quotient fibred space action). — If F is a G-fibred space and
N < G is a totally isotropic normal measurable subgroupoid, then the quotient
p.m.p. groupoid G/N acts measurably on the fibred quotient space N\F .
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As an example we can consider a realizable groupoid G (see Definition 2.41) and
its totally isotropic subgroupoid N consisting of all the isotropy elements of G. It
is normal and the quotient G/N is the associated equivalence relation (principal
groupoid) on the unit space X of G.
If N < G is a totally isotropic subgroupoid the smallest normal subgroupoid of
G containing N is denoted by 〈N〉G < G. It remains totally isotropic. Observe that
there are countably many bisections {ϕi}i such that G = ∪iϕi and countably many
bisections {ψj}j such that N = ∪jψj. Then 〈N〉G is the subgroupoid generated by
{ψjϕiψ−1

j }i, j and therefore we have that 〈N〉G is a p.m.p. subgroupoid of G.
Assume now that G and H are p.m.p. groupoids and let T : G → H be a p.m.p.

and units-preserving homomorphism of p.m.p. groupoids. Then the set N := {g ∈
G : T (g) is a unit} is a normal subgroupoid of G and moreover G/N is canonically
isomorphic to H.
A generating system Ψ = (ψi)i∈ I is an at most countable family of partial

isomorphisms ψi : dom(ψi) → tar(ψi) of (X,B, µ). The free p.m.p. groupoid
F(Ψ) over X on Ψ is defined as follows:

F(Ψ) := {(w, x) : w is a reduced Ψ-word and x ∈ dom(w)}

with the space of units associated with the empty word:X ' {∅}×X; with source and
target maps s(w, x) := x and t(w, x) := w(x); with product (w′, x′)(w, x) := (w′w, x)
(where w′w stands for its reduced form) whenever the condition x′ = s(w′, x′)
= t(w, x) = w(x) holds and with inverse (w, x)−1 := (w−1, w(x)). Pick an enumera-
tion (wi)i∈N of the reduced Ψ-words; consider the two injections Js : F(Ψ)→ X×N,
(wi, x) 7→ (x, i) and Jt : F(Ψ)→ X × N, (wi, x) 7→ (wi(x), i) and observe that they
induce the same measurable structure on F(Ψ) (the map (x, i) 7→ (wi(x), i) is a
bimeasurable bijection between the images).

Remark 2.26. — If Φ is a generating graphing of a p.m.p. groupoid G, then
the associated partial isomorphisms Φ̂ := (ϕ̂i)i (see Definition 2.8) is a generating
system. Moreover mapping each bisection ϕ̂i of F(Φ̂) to the associated bisection ϕi
of G extends to a p.m.p. and units-preserving homomorphism TΦ : F(Φ̂)→ G. This
map is clearly surjective and we denote its kernel by NΦ ⊂ F(Φ̂): it is a normal
totally isotropic groupoid.

A relator system R = (Rw)w of a generating system Ψ is a collection, indexed by
the reduced Ψ-words w, of measurable subsets of their fixed points sets Rw ⊂ {x ∈
dom(w) : w(x) = x}. Observe that a relator system gives rise to a totally isotropic
subgroupoid of F(Ψ), namely the subgroupoid generated by the restrictions w|Rw .
We denote by NΨ

R the (totally isotropic) normal subgroupoid in F(Ψ) it generates.

Definition 2.27. — A presentation of a p.m.p. groupoid G is given by a
– generating system Ψ = (ψi)i∈ I on (X,B, µ)
– a relator system R of Ψ
– a p.m.p. and units-preserving isomorphism TΦ : F(Ψ)/NΨ

R → G
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2.7. Ultraproducts

From now on we will denote by u a non-principal ultrafilter on N. We say that
a property P (n) holds u-almost surely (denoted P (n) for u-a.e. n) if {n : P (n)}
belongs to u.

Definition 2.28. — Let (Xn)n∈N be a sequence of sets. The ultraproduct of
the sequence (Xn)n is the set

Xu :=
 ∏
n∈N

Xn

 / ∼u where (xn)n ∼u (yn)n if xn = yn for u-a.e. n.

We denote by xu and Au respectively elements and subsets of Xu. For a sequence
(xn)n ∈

∏
n∈NXn, we denote by [xn]u its class in Xu and similarly for a sequence

of subsets An ⊂ Xn, we denote its class by [An]u (i.e., the image of ∏nAn in the
quotient Xu). The construction of ultraproducts of probability spaces is due to Loeb,
see [CKTD13] or [Car15] for a more modern treatment.

Theorem 2.29. — For every n ∈ N let (Xn, µn) be a probability space and let Xu

be the ultraproduct of the sequence (Xn)n. Then there exists a probability measure
µu on Xu such that

(1) for every sequence of measurable subsets (An ⊂ Xn)n the set [An]u is
µu-measurable and µu([An]u) = limn∈ u µn(An),

(2) for every µu-measurable subset Au ⊂ Xu there exists a sequence of measurable
sets (An ⊂ Xn)n such that µu(Au∆[An]u) = 0.

Definition 2.30. — If ϕn is a partial isomorphisms of Xn for every n, then
the map [ϕn]u : [xn]u 7→ [ϕn(xn)]u is also a partial isomorphism from [dom(ϕn)u] to
[tar(ϕn)]u, called the ultraproduct partial isomorphism.

We now define the ultraproducts of p.m.p. groupoids with a coarse structure.

Proposition 2.31 (Ultraproducts of coarse p.m.p. groupoids). — Let (Gn)n be
a sequence of p.m.p. groupoids on Xn.

(1) Let E be a countably generated coarse structure with bounded geometry on
(Gn)n. There is a unique structure of p.m.p. groupoid over Xu on

Gu := {(gn)n :∃ (En)n ∈ E , gn ∈ En} / ∼u

for the groupoid operations s([gn]u) := [s(gn)]u, t([gn]u) := [t(gn)]u, [gn]u[hn]u
:= [gnhn]u and [gn]−1

u := [g−1
n ]u and for which Eu := {[En]u : (En)n ∈ E} is a

countably generated and generating coarse structure with bounded geometry.
(2) If E is the coarse structure associated to a sequence of graphings Φn

= (ϕin)i, then

Gu =
{

(gn)n : sup
n
`Φn(gn) <∞

}
/ ∼u

and Eu is the coarse structure associated to the graphing Φu = ([ϕin]u)i and
this graphing is generating.
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Definition 2.32. — The p.m.p. groupoid Gu defined in Proposition 2.31 is called
the ultraproduct groupoid of the coarse sequence ((Gn)n, E).

In the simplest case of bounded degree graphs, we recover the ultraproduct graphs
considered for example in [HLS14, Section 9]:

Example 2.33 (Ultraproduct of bounded degree graphs). — Consider a sequence
(Gn = (Xn,Edgn))n of bounded degree finite graphs. Then the ultraproduct of the
groupoids Xn×Xn for the coarse structure considered in Example 2.14 is the p.m.p.
equivalence relation Ru on Xu given by [xn]u ∼ [yn]u if and only if limu d(xn, yn) <∞.
Moreover, the coarse structure on the ultraproduct is generated by

Edgu := [Edgn]u =
{

([xn]u, [yn]u) : lim
u
d(xn, yn) = 1

}
.

Proof of Proposition 2.31. — The fact that the operations are well defined and
turn Gu into a groupoid over Xu is clear. The issue is to define the measure space
structure on Gu. For every (En)n ∈ E , we can consider the ultraproduct measure
space [En]u ⊂ Gu. By our assumption of bounded geometry, it is a finite height fibred
space over Xu, for both maps s and t. Moreover if (Fn)n ∈ E contains (En)n, then
this measure space structure on [En]u coincides with the restriction of the measure
space structure on [Fn]u. Taking a sequence ((Ek, n)n)k ⊂ E generating E , we obtain
a σ-algebra and a measure on Gu for which s and t define fibred space structures,
and for which every (En)n ∈ E defines a measurable subset [En]u on Gu. The fact
that {[En]u : (En) ∈ E} is a coarse structure is immediate from Theorem 2.29(2).
The measurability of the inverse and product follow from the measurability of these
operations on Gn and the fact that E is stable under these operations. This coarse
structure is generating by definition of Gu, and is countably generated because E was
assumed to be countably generated.
The verification that Eu coincides with the coarse structure defined by Φu is routine.

�

Definition 2.34. — Similarly to Definition 2.30 we can define the notion of
ultraproduct of bisections. Assume that (En)n ∈ E and for every n take a bisection
ϕn contained in En, then [ϕn]u ⊂ Gu is a bisection.

Corollary 2.35. — If two sequences of generating graphings Φn and Ψn of
p.m.p. groupoids Gn are u-coarsely equivalent (i.e., for every sequence gn ∈ Gn,
limu `Φn(gn) <∞ if and only if limu `Ψn(gn) <∞), then the ultraproduct graphings
Φu and Ψu define the same groupoid with coarse structure.

Proof. — The assumption of coarse equivalence means that for every M , there
is M ′ such that, for u-a.e. n, `Φn(g) 6 M =⇒ `Ψn(g) 6 M ′, and conversely
`Ψn(g) 6M =⇒ `Φn(g) 6M ′. Indeed, if for every n, we define Mn = sup{`Ψn(g) :
g ∈ Gn, `Φn(g) 6 M}, and pick gn ∈ Gn with `Φn(gn) 6 M and `Ψn(g) = Mn if
Mn <∞ and `Ψn(g) > n otherwise, we obtain that M ′ := limuMn <∞. This allows
us to identify the groupoids
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{
(gn)n : sup

n
`Φn(gn) <∞

}
/ ∼u

and {
(gn)n : sup

n
`Ψn(gn) <∞

}
/ ∼u,

and Proposition 2.31 shows that this identification is measurable and measure pre-
serving. �

Remark 2.36. — In Corollary 2.35, it is crucial that the two graphings are u-
coarsely equivalent: sequences of different graphings can give rise to rather unrelated
limits. For instance, the transitive equivalence relation on a finite set has many
different generating graphings (all connected graphs with this finite set as vertex set).
However their ultraproducts can be completely different according, for instance, to
whether one takes a sequence of expanders, in which case the ultraproduct equivalence
relation is strongly ergodic, or a sequence of Hamiltonian cycles in which case the
ultraproduct is not ergodic.
Remark 2.37. — The structure of a graphed groupoid does not fundamentally

depend on the order of the bisections of the graphing. However, the order becomes
crucial when we consider a sequence of Φn = (ϕi)i∈ In and its ultraproduct. But when
the size (|Φn|)n is bounded, i.e., the In are contained in a finite subset J ⊂ N, then a
sequence (σn)n of permutations of J is indeed essentially constant under the ultrafilter
u (indeed the underlying coarse structure is canonical). It follows in this case that the
ultraproduct groupoid does not depend on the order and the ultraproduct graphing
is unique up to a single permutation of the indices. The same holds when instead of
assuming J finite, we assume that the permutations σn converges to a permutation
of N, i.e., if for every j, limu σn(j) < ∞ and limu σ

−1
n (j) < ∞ (for example if

supn σn(j) <∞ and supn σ−1
n (j) <∞). This is a particular case of Corollary 2.35.

We can now give a similar construction of ultraproduct for G-fibred spaces.
Definition 2.38. — Let us assume that for every n ∈ N the p.m.p. groupoid Gn

acts on the fibred spaces (Fn, πn) and let Dn ⊂ Fn be a fundamental domain such
that the sequence n 7→ H(Dn) is bounded(1) . Let E be a countably generated coarse
structure with bounded geometry on (Gn)n, for example the coarse structure coming
from a sequence of graphings. Set
Fu :=

{
(fn)n ∈

∏
Fn : ∃ (En)n ∈ E such that fn ∈ EnDn for every n

}
/ ∼u

(fn)n ∼u (f ′n)n if fn = f ′n for u-a.e. n.
We also set πu([fn]u) := [πn(fn)]u. Observe that for every (En)n ∈ E , the fibred

spaces EnDn over πn(EnDn) have bounded height, and therefore their ultraproduct
[EnDn]u is a fibred space over [πn(EnDn)]u. So as for the groupoids we equip Fu with
the inductive limit measure space structure which turns (Fu, πu) into a fibred space,
and on which the groupoid Gu acts by the formula [gn]u[fn]u := [gnfn]u. Observe that
a fundamental domain is given by Du, the ultraproduct of the sequence (Dn)n, whose
height is limuH(Dn).
(1)Recall that H(Dn) is the height of Dn: the essential supremum of the function x 7→ |π−1

n (x)∩Dn|.
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Let us observe that the definition of the ultraproduct does depend on the sequence
of fundamental domains. One can also check that if Fn is the Cayley graph of Gn
with respect to Φn as explained in Example 2.21, then the ultraproduct of these
fibred spaces is the Cayley graph of Gu with respect to Φu.
Consider the setting of Proposition 2.31. If ϕn ∈ [[Gn]] is a controlled sequence of

measurable bisections, on the one hand by Proposition 2.31 we can regard [ϕn]u as
an element of [[Gu]]. On the other hand since the full pseudogroups of the groupoids
are metric spaces we can also consider the image of (ϕn)n in the metric ultraproduct∏

u[[Gn]] of the sequence ([[Gn]])n. In order to avoid confusions, we will for a moment
denote by [ϕn]du the element of ∏u[[Gn]] that represents the sequence of elements
ϕn ∈ [[Gn]]. The following lemma follows easily from our construction.
Lemma 2.39. — There is a unique isometric embedding of [[Gu]] into

∏
u[[Gn]]

sending [ϕn]u to [ϕn]du for every controlled sequence of bisections. An element [ϕn]du
∈ ∏u[[Gn]] lies in the image if and only if for every ε > 0 there exists a sequence
ψn ⊂ ϕn with d(ϕn, ψn) 6 ε for u-a.e. n and such that (ψn)n is controlled. Moreover
the embedding extends to an embedding of the von Neumann algebra L(Gu) into the
von Neumann algebra ultraproduct ∏u L(Gn).
For a sequence (ϕn)n satisfying the condition in Lemma 2.39, we will drop the

notation [ϕn]du and use only [ϕn]u to denote both the element of ∏u[[Gn]] and the
corresponding element of [[Gu]].
We have a similar situation for Gn-fibred spaces.
Lemma 2.40. — Let us assume that for every n ∈ N the p.m.p. graphed groupoid

(Gn,Φn) acts on the fibred space (Fn, πn) and let Dn ⊂ Fn be a fundamental domain
such that the sequence n 7→ H(Dn) is bounded. For every n the full pseudogroup
[[Gn]] acts on the Hilbert space L2(Fn). Then the Hilbert space L2(Fu) embeds into
the metric ultraproducts ∏u L2(Fn) and if ϕu = [ϕn]u is a measurable section of Fu

(where ϕn are measurable sections of Fn), then the image of χϕu is [χϕn ]du. Moreover
the above mentioned embedding of [[Gu]] inside the metric ultraproduct ∏u[[Gn]] is
compatible with the action and the passage to von Neumann algebras.

2.8. Realizability and ultraproducts

Definition 2.41. — A p.m.p. groupoid G over the probability space (X,B, µ)
is said to be realizable if every measurably isotropic bisection ϕ is totally isotropic
(Definition 2.11).
In other words G is realizable if and only if every totally free bisection is measurably

free or equivalently if and only if FixB(ϕ) = Fix(ϕ) := {g ∈ ϕ : s(g) = t(g)}. The
following is classic.
Lemma 2.42. — Every p.m.p. groupoid on a standard Borel probability space is

realizable.
Realizable groupoids are the groupoids that can be studied point-wise and those

groupoids that have a free factor onto a standard Borel space, see Theorem 3.28.
Therefore, up to some extent, realizable groupoids behave like standard one.
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Lemma 2.43 (Realizability). — The ultraproduct (Gu,Φu) of a sequence of realiz-
able graphed p.m.p. groupoids (Gn,Φn) is itself realizable. Moreover every bisection
ϕu = [ϕn]u satisfies up to null sets

[FixBn(ϕn)]u = [Fix(ϕn)]u = Fix(ϕu) = FixBu(ϕu)

and

[MF (ϕn)]u = MF [(ϕn)]u .

Proof. — First observe that since the ultraproduct groupoid Gu is generated by
the bisections of the form [ϕn]u it is enough to prove that for every ϕu = [ϕn]u
we have that [Fix(ϕn)]u = FixBu(ϕu). This follows easily from Proposition 2.12. In-
deed consider a decomposition given by Proposition 2.12, that is MF (ϕn) = tiAin
such that µ(∪ki=1A

i
n) > (1 − (2/3)k)µ(MF (ϕn)) and µn(Ain ∩ ϕ(Ain)) = 0. Then

clearly we get [MF (ϕn)]u = ∪i[Ain]u and µu(ϕu([Ain]u) ∩ [Ain]) = 0. In particu-
lar MF [(ϕn)]u ⊃ [MF (ϕn)]u. Therefore FixBu(ϕu) ⊂ dom(ϕu) \ [MF (ϕn)]u which
by hypothesis corresponds to [Fix(ϕn)]u. On the other hand we clearly have that
[Fix(ϕn)]u ⊂ Fix(ϕu) and hence [Fix(ϕn)]u = FixBu(ϕu) as claimed. �

For a p.m.p. groupoid G we will now denote by GP the associated equivalence rela-
tion. As we have already remarked, if G is realizable, then GP is a p.m.p. equivalence
relation. The following is easy to prove.

Lemma 2.44. — Given a sequence of realizable graphed p.m.p. groupoids (Gn,Φn)
we have that the ultraproduct of GPn is GPu .

In general it is not clear what should be the size of a “class” or “orbit” in a p.m.p.
groupoid, see Example 2.7. However for realizable groupoids the situation is much
more clear and we have the following. For a groupoid G over the space X we will set
|x|G := |{t(g) : s(g) = x}|, the cardinality of the class of the associated equivalence
relation.

Lemma 2.45. — Let (Gn,Φn) be a sequence of realizable graphed groupoids
such that limu |Φn| is finite. Then for µu-almost every [xn]u ∈ Xu we have |[xn]u|Gu =
limu |xn|Gn . In particular if for every k ∈ N we have limu µn({x ∈ Xn : |x|Gn 6 k}) = 0,
then for µu-almost every [xn]u ∈ Xu we have that |[xn]u|Gu is infinite.

Proof. — By the above lemma we can assume that all the Gn are equivalence
relations. For xn ∈ Xn set

|xn|n, k :=
∣∣∣{t(g) : s(g) = x, g ∈ Φk

n

}∣∣∣
and define similarly |xu|u, k. Remark that if for some k we have that |xn|n, k = |xn|n, k+1,
then for every i we have that |xn|n, k = |xn|n, k+i. Observe also that Lemma 2.43
implies that for µu-almost every [xn]u ∈ Xu we have |[xn]u|u, k = limu |xn|n, k and
therefore we can combine the two facts to obtain the desired result. �
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3. Graphings, cost and combinatorial cost

The notion of cost of p.m.p. groupoids (on standard Borel spaces) has been con-
sidered by several authors (see for instance [AN12, Car11, Tak15, Ued06]).
Let G be a p.m.p. groupoid. Following [Lev95], we define the cost of the graphing

Φ = (ϕi)i of G as
(3.1) C(Φ) :=

∑
i

µ̃(ϕi)

and the (groupoid) cost of the p.m.p. groupoid G as the infimum of the costs of
its generating graphings:
(3.2) C(G) = inf

Ψ
C(Ψ),

where Ψ ranges among all the generating graphings of G. It is the infimum of the
µ̃-measures of measurable generating subsets of G.

Example 3.1. — Let Γ = Fp ×Fq the direct product of two free groups (p, q > 2)
and α be a p.m.p. Γ-actions on standard Borel space where Fp acts freely and Fq

trivially. Then the groupoid Gα of the Γ-action has C(Gα) = p. The underlying
equivalence relation Rα = RFp has cost p [Gab00] and every generating graphing of
Gα induces a generating graphing of Rα. This gives C(Gα) > p. Taking the graphing
Φ = (ϕh)h ∪ (ϕg)g where h (resp. g) runs over a set of standard generators of Fp

(resp. Fq) with ϕh := h×X and ϕg := g×Ag for Ag an arbitrarily small Fp-complete
section, one gets a generating graphing of cost close to p.
When the space is not standard, replace “free action” by “measurably free”, “trivial

action” by “measurably isotropic” and make use of “the” standard factor from
Theorem 3.28.

Recall that
– N < Γ is q-normal if Γ admits a generating set S such that s−1Ns ∩N is
infinite for each s ∈ S

– N < Γ is weakly-q-normal if there exists a well ordered family of interme-
diate subgroups N = N0 < N1 < · · · < Nη = Γ such that N ′j := ∪i< jNi is
q-normal in Nj.

Proposition 3.2. — In the standard or realizable situation:
– If N < Λ is q-normal subgroup and α is a p.m.p. Γ-action such that N acts
aperiodically, then C(Gα) 6 C(Gα �N).

– If N < Γ is an infinite weakly-q-normal subgroup and α is a free p.m.p.
Γ-action, then C(RΓ) = C(Gα) 6 C(Gα �N) = C(RN).

Proof. — Let Φ0 be a generating graphing of Gα �N . If N < Λ is q-normal, Λ is
generated by a family of s ∈ SΛ such that |s−1Ns ∩ N | = ∞. Then Λ admits a
graphing Φ = Φ0 ∪ Φ∗Λ where Φ∗Λ has arbitrarily small cost: a family of bisections
Φ∗Λ = (s× As)s∈Sρ where the As are complete (s−1Ns ∩N)-sections with ∑s µ̃(As)
6 ε for any prescribed ε > 0. This generates since for every x ∈ X, there are n1, n2 ∈
N such that n1x ∈ As and s = n−1

2 sn1. Then (s, x) = (n−1
2 , sn1x).(s, n1x).(n1, x) and

(n−1
2 , sn1x), (n1, x) belong to the groupoid generated by Φ0 while (s, n1x) ∈ s× As.
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The proof for the weakly-q-normal case goes of course by a transfinite induction.
The induction assumption is that Nρ admits a graphing Φρ = Φ0 ∪Φ∗ρ where Φ∗ρ can
be chosen of arbitrarily small cost.
If ρ = j + 1 is a successor, then N ′ρ = Nj and Nj is q-normal in Nρ. Thus the

groupoid of the Nρ-action is generated by adding a small cost graphing Φ∗∗ρ to
Φj = Φ0 ∪ Φ∗j .
If ρ is a limit ordinal, then up to enumerating N ′ρ = {γp}p∈N, one selects a

increasing sequence (Njp)p (where jp is the smallest j such that γ1, · · · , γp ∈ Nj)
and the subgroupoid generated by the restriction of α to N ′ρ is generated by Φρ

= Φ0 ∪ Φ∗j1 ∪ Φ∗j2 ∪ · · · ∪ Φ∗jp ∪ · · · where
∑
p C(Φ∗jp) can be chosen arbitrarily small

by assumption.
Thus N ′ρ being q-normal in Nρ, its groupoid is generated by further adding a small

cost graphing Φ∗∗ρ . �

Corollary 3.3. — Groups with a commensurated fixed price 1 subgroup C
have fixe price 1.

3.1. Graphings with finite size

For the sake of simplicity, we shall first only consider graphings of bounded size
and generalize Elek’s combinatorial cost in this setting. In that case, the length
defined in (2.2) of Section 2.4 is bilipschitz-equivalent to the length

`′Φ(g) = min
{
k ∈ N : g ∈ Φk

}
: if Φ = (ϕ1, ϕ2, · · · , ϕD) ,

we have `′Φ 6 `Φ 6 D`′Φ. We will treat the general case in Section 3.2.

Definition 3.4. — Let Φ and Ψ be two graphings of finite size of the p.m.p.
groupoid G and L be a natural number. We say that

(1) Ψ L-Lipschitz embeds in Φ (or Φ L-Lipschitz contains Ψ), denoted by
Ψ ⊂L Φ, if every bisection ψk ∈ Ψ is piecewise a restriction of words of length
at most L in the alphabet Φ and their inverses (µ̃-mod 0);

(2) the graphings Φ and Ψ are L-Lipschitz equivalent, denoted Φ Lip∼ L Ψ, if
Ψ ⊂L Φ and Φ ⊂L Ψ;

Two graphings of finite size Φ and Ψ are said Lipschitz equivalent (denoted
Φ Lip∼ Ψ) if they are L-Lipschitz equivalent for some L ∈ N. Clearly two graphings Φ
and Ψ are Lipschitz equivalent if and only if their length functions `Φ and `Ψ on G
are Lipschitz equivalent. Observe that being Lipschitz equivalent is an equivalence
relation (while being L-Lipschitz equivalent is not transitive).
If a graphing Φ of the p.m.p. groupoid G Lipschitz contains a generating graphing,

then Φ itself is generating.
The L-Lipschitz cost of the graphed groupoid (G,Φ) is the infimum of the costs

of all graphings of G which are L-Lipschitz equivalent to Φ,

CL(G,Φ) := inf
{
C(Ψ): Ψ Lip∼ L Φ

}
.
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Remark 3.5. — In the definition of the L-Lipschitz cost, we can restrict to
graphings Ψ of size bounded by the number of words of length 6 L in the elements
of Φ and its inverse.

The following lemma claiming that the cost can be computed inside a given Lips-
chitz class of (finite cost) graphings was observed for equivalence relations in [Gab98,
Étape 1] and [Gab00] (see also Lemma 3.9). We give a proof for completeness.

Lemma 3.6 (Gaboriau [Gab00, Proposition IV.35]). — Let (G,Φ) be a graphed
groupoid where the graphing Φ has finite size. The cost of G can be computed inside
the Lipschitz class of Φ, i.e.,
(3.3) C(G) = inf

L
CL(G,Φ).

Proof. — Fix ε > 0. Let Ψ be a generating graphing of G such that
C(Ψ) 6 C(G) + ε.

Take a positive integer M such that µ̃(Φ \ ΨM) 6 ε, where we recall that Φ is the
subset of G given by the images of the bisections defining Φ. For L ∈ N we define

ΨL := Ψ ∩ ΦL

and observe that ∪LΨL = Ψ which implies that ∪LΨL
M = ΨM , thus there exists L0

such that µ̃(Φ \ΨL0
M) 6 2ε. There is a graphing of finite size Θ0 such that

Θ0 = ΨL0 ∪
(
Φ \ΨL0

M
)

satisfying
C(Θ0) 6 C(Ψ) + 2ε 6 C(G) + 3ε and Θ0 ⊂L0 Φ.

On the other hand, (Φ\ΨL0
M) ⊂1 Θ0 and (Φ∩ΨL0

M) ⊂M Θ0 so that Φ ⊂M Θ0. �

We now define the notion of u-combinatorial cost.

Definition 3.7 (Elek [Ele07]). — Let (Gn,Φn)n be a sequence of graphed p.m.p.
groupoids of bounded size. The u- combinatorial cost of the sequence is
(3.4) cCu ((Gn,Φn)n) := inf

L
lim
n∈ u
CL (Gn,Φn)

3.2. Graphings with infinite size

We consider the general case where we allow graphings with unbounded or infinite
size.

Definition 3.8. — Let Φ and Ψ be two graphings of the p.m.p. groupoid G, and
M = (Mk)k∈N ∈ NN a sequence of natural numbers. We say that

(1) Ψ M-coarsely embeds in Φ (or Φ M-coarsely contains Ψ), denoted by
Ψ ⊂c,M Φ, if for every k ∈ N, the bisection ψk ∈ Ψ is piecewise a restriction of
words of length at most Mk in the alphabet {ϕ1, . . . , ϕMk

} and their inverses
(µ̃-mod 0);
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(2) the graphings Φ and Ψ are M-coarsely equivalent, denoted Φ c∼M Ψ, if
Ψ ⊂c,M Φ and Φ ⊂c,M Ψ;

The graphings Φ and Ψ are said coarsely equivalent (denoted Φ c∼ Ψ) if they
are M -coarsely equivalent for some M ∈ NN. Clearly two graphings Φ and Ψ are
coarsely equivalent if and only if their length functions `Φ and `Ψ on G have the
same bounded sequences.
When both Φ and Ψ have finite size, they are coarsely equivalent if and only

they are Lipschitz equivalent. So coarse equivalence is the natural generalization of
Lipschitz equivalence for graphings with infinite size.
If a graphing Φ of the p.m.p. groupoid G coarsely contains a generating graphing,

then Φ itself is generating.
The M -coarse cost of the graphed groupoid (G,Φ) is defined as the infimum of

the costs of all graphings of G which are M -coarsely equivalent to Φ,
CM(G,Φ) := inf

{
C(Ψ): Ψ c∼M Φ

}
.

We remark that Φ coarsely embeds into Ψ if and only if for every k, there is k′ such
that {ϕ1, . . . , ϕk} Lipschitz embeds into {ψ1, . . . , ψk′}. This allows us to generalize
in a straightforward way all the statements proved for graphings with bounded size.
For example, Lemma 3.6 still holds in this setting for graphings of finite cost.
Lemma 3.9. — Let (G,Φ) be a graphed groupoid where the graphing Φ has finite

cost. The cost of G can be computed inside the coarse class of Φ, i.e.,
(3.5) C(G) = inf

M
CM(G,Φ).

Proof. — Let Φ = (φi)i. Let ε > 0. Choose k such that C((φi)i> k) 6 ε. Consider
the finite graphing Φ′ = (φi)i6 k, and define G ′ ⊂ G the groupoid generated by Φ′.
Clearly C(G) 6 C(G ′) + ε. By Lemma 3.6 there is an integer L0 and a finite size
graphing Ψ′ which is L0-Lipschitz equivalent to Φ′ and such that C(Ψ) 6 C(G ′) + ε.
Then the graphing Ψ obtained as the union of Ψ′ and (φi)i> k is coarsely equivalent
to Φ and satisfies C(Ψ′) 6 C(G) + 2ε. �

Remark 3.10. — The proof shows more: for every ε > 0 there is iε and a graphing
Ψ of finite size which is coarsely equivalent to {ϕ1, . . . , ϕiε} and such that the
graphing Ψ ∪ (ϕj)j > iε has cost 6 C(G) + ε.
We generalize Definition 3.7 of combinatorial cost to possibly unbounded graphings.
Definition 3.11. — Let (Gn,Φn)n be a sequence of graphed p.m.p. groupoids.

The u- combinatorial cost of the sequence is
(3.6) cCu((Gn,Φn)n) := inf

M ∈NN
lim
n∈ u
CM(Gn,Φn)

When Φn have size bounded by D, we recover Definition 3.7. This deserves a small
justification. Consider first some integer L. It follows from Remark 3.5 that CL(G,Φn)
can be computed for a graphing Ψn of size bounded by (2D)L. This graphing is in
particular M -coarsely equivalent to Φn for M the constant sequence ((2D)L)k∈N. In
particular CM(G,Φn) 6 CL(G,Φn) and

inf
M ∈NN

lim
n∈ u
CM(Gn,Φn) 6 lim

n∈ u
CL(G,Φn).
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Conversely, if M ∈ NN and Ψn is M -coarsely equivalent to Φn, put L0 := maxi6DMi

and L1 := maxi6L0 Mi. Then we have Φn ⊂L0 {ψ1, . . . , ψL0} and {ψ1, . . . , ψL0} ⊂L1

Φn. In particular Cmax(L0, L1)(Gn,Φn) 6 CM(Gn,Φn) and
inf
L∈N

lim
n∈ u
CL(Gn,Φn) 6 lim

n∈ u
CM(G,Φn).

3.3. Limit of graphed groupoids

Proposition 3.12. — Consider a sequence of graphed p.m.p. groupoids (Gn,Φn)
of bounded size. Take L ∈ N.

(i) If for u-almost every n the bisection ψn of Gn is L-Lipschitz embedded in Φn,
then [ψn]u L-Lipschitz embeds in [Φn]u.

(ii) If the bisection ψu of Gu is L-Lipschitz embedded in Φu, then there exists
a sequence of bisections ψn of Gn such that [ψn]u = ψu and such that ψn is
L-Lipschitz embedded in Φn for u-almost every n ∈ N.

(iii) Let Ψu be a finite size graphing of the ultraproduct Gu which L-Lipschitz
contains Φu. Then there exists a sequence of bounded size graphings Ψn of Gn
such that [Ψn]u = Ψu and such that Ψn L-Lipschitz contains Φn for u-almost
every n ∈ N. Moreover if Ψu is L-Lipschitz equivalent to Φu, then we can
choose Ψn to be L-Lipschitz equivalent to Φn.

Proof. — Let D := maxn |Φn|. We let W be the finite set of formal words of length
at most L in the letters ϕi for i ∈ {1, . . . , D} and their inverses. For w ∈ W , denote
by wn and wu the corresponding p.m.p. bisection of Gn and Gu respectively. We set

Awn := {x ∈ dom(ψn) : ψn(x) = wn(x)} .
Let us first show (i). By hypothesis ∪w∈WAwn = dom(ψn) for u-a.e. n. Since W is

finite we have that dom([ψn]u) = [dom(ψn)]u = ∪w[Awn ]u and moreover
[ψn]u

∣∣∣
[Awn ]u

= wu

∣∣∣
[Awn ]u

.

This is exactly that ψu L-Lipschitz embeds in Φu.
The proof of (ii) is similar. For every w ∈ W we can find Bw

n ⊂ Xn such that
• Bw

n ∩Bw′
n = ∅ for w,w′ ∈ W with w 6= w′;

• [Bw
n ]u = Awu up to a nullset for every w ∈ W ;

• ∪w∈W [Bw
n ]u = dom(ψu) up to a nullset.

For every couple of words w,w′ ∈ W with w 6= w′ we observe that tar(wu|[Bwn ]u) is
disjoint from tar(w′u|[Bw′n ]) since they are restriction of the same bisection on two
disjoint sets. Therefore, since W is finite, we can assume that the measurable sets
Bw
n also satisfy the following property:

• tar
(
wn
∣∣∣
Bwn

)
∩ tar

(
w′n
∣∣∣
Bw′n

)
= ∅ for w,w′ ∈ W with w 6= w′.

Set ψn to be the join of the partial automorphism wn
∣∣∣
Bwn

. Clearly ψn L-Lipschitz
embeds in Φn and [ψn] = ψu outside a nullset.
For (iii), let us only prove the moreover part. The first is similar and left to

the reader. Denote Φn = (ϕkn)16 k6D and Ψu = (ψku )16 k6D′ . Suppose we have
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Ψu
Lip∼ L [Φn]u for some L ∈ N. (ii) gives us a sequence (Ψn)n of size D′ such that

Ψn L-Lipschitz embeds into Φn. Let V be the finite set of formal words of length
at most L in the letters ψi for i ∈ {1, . . . , D′} and their inverses and for v ∈ V we
denote by vn and vu the corresponding p.m.p. bisection of Gn and Gu respectively.
For every k 6 D we set

Uk
n :=

{
x ∈ dom

(
ϕkn
)

: ϕkn(x) = vn(x) for some v ∈ V
}
.

Observe that limu µn(dom(ϕkn) \Uk
n) = 0. We define Ψ′n to be the union of Ψn and

the restriction of ϕin to dom(ϕin) \U i
n for i 6 k. Then clearly Φn L-Lipschitz embeds

in Ψ′n. Since we have added only restrictions of elements in Φn, it follows that Ψ′n still
L-Lipschitz embeds in Φn. Finally Ψ′n and Ψn differ only for finitely many elements
whose support has arbitrarily small measure, therefore [Ψn]u = [Ψ′n]u = Ψu. �
Let us observe that if Φn have uniformly bounded size, then limu C(Φn) = C(Φu)

<∞ and in general this condition amounts to a uniform summability of the measures
of the domains of the bisections of Φn. As a consequence of the above proposition
we obtain the following theorem.

Theorem 3.13. — If a sequence of p.m.p. graphed groupoids (Gn,Φn) and its
ultraproduct groupoid (Gu,Φu) satisfy limu C(Φn) = C(Φu) <∞, then

cCu((Gn,Φn)n) = C(Gu) > lim
u
C(Gn).

Remark 3.14. — The reverse inequality
(3.7) C(Gu) 6 lim

u
C(Gn)

is generally not true. Consider, for instance, the free group on 2 generators (more
generally a finitely generated group Γ of cost C∗(Γ) > 1), with finite generating
set S and with a decreasing sequence (Γn)n of finite index normal subgroups with
trivial intersection. The sequence of finite Schreier graphs for (Γ/Γn, S) defines a
sequence Φn = (ϕs)s∈S of graphings of the transitive equivalence relation Gn on the
finite spaces Xn = Γ/Γn thus of cost 1 − 1

[Γ : Γn] . The ultraproduct groupoid G is
given by a free action of Γ on Xu which has cost > 1. This example is exactly what
justifies the use of the combinatorial cost [Ele07] or of the groupoid cost [AN12]
(see Corollary 4.5, where instead of a naked Schreier graph as above, the isotropy
subgroups are taken into account).

Remark 3.15. — The following inequalities hold in general without any bounded-
ness assumption:

cCu((Gn,Φn)n) > lim
u
C(Gn)(3.8)

cCu((Gn,Φn)n) > C(Gu).(3.9)
(3.8) is clear from the definition of combinatorial cost, while (3.9) holds since the

first part of the argument below is still valid in this context.
On the contrary, the other inequalities

C(Gu) > lim
u
C(Gn)(3.10)

C(Gu) > cCu((Gn,Φn)n)(3.11)
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both require some boundedness assumption as examplified by a residually finite fixed
price 1 group such as Γ = F∞ ×Z with a decreasing sequence of finite index normal
subgroups with trivial intersection. The groupoid cost for the action on any finite
quotient is infinite, and similarly for the combinatorial cost. But the ultraproduct
free action has cost 1 [Gab00, Proposition VI.23].
Even with supn C(Φn) < ∞, uniform summability is needed: If instead of Φn =

(ϕs)s∈S in the example of Remark 3.14 one subdivides the bisections ϕs into single-
tons, we obtain the generating graphing

Φ′n = (ϕ′v, s = (v, sv))v ∈Γ/Γn, s∈S, µ(dom(ϕ′v, s)) = 1
[Γ : Γn] .

Then Gu is the trivial groupoid Xu and in particular has cost 0, whereas cCu(Gn,Φn)
> limu C(Gn) = 1, thus contradicting (3.10) and (3.11).

Proof of Theorem 3.13. — Let M ∈ NN and Ψn be a graphing of Gn such that
Φn

c∼M Ψn. By Corollary 2.35, Ψu is a generating graphing of Gu and in particular
C(Gu) 6 C(Ψu) 6 lim

u
C(Ψn).

Taking the infimum over Ψn we obtain
C(Gu) 6 lim

u
CM(Gn,Φn).

This shows (without the uniform integrability assumption) that
C(Gu) 6 cCu((Gn,Φn)n).

For the converse inequality, fix ε > 0. By Remark 3.10 there are integers i0 and L
and a finite graphing of

Gu, Ψ′u
Lip∼ L

(
ϕ1
u, . . . , ϕ

i0
u

)
such that the graphing Ψu := Ψ′u∪(ϕiu)i> i0 has cost 6 C(Gu)+ε. By Proposition 3.12
for every n there is a graphing

Ψ′n
Lip∼ L

(
ϕ1
n, . . . , ϕ

i0
n

)
such that [Ψ′n]u = Ψ′u.

In particular, there isM ∈ NN such that Ψn := Ψ′n∪(ϕin)i> i0 isM -coarsely equivalent
to Φn. Finally,

lim
u
C(Ψn) = lim

u
C(Ψ′n) + lim

u
C
((
ϕin
)
i> i0

)
.

The first term is equal to C(Ψ′u) by linearity, and the second term is equal to
C((ϕiu)i>i0) by the uniform integrability assumption. In particular we obtain

lim
u
C(Ψn) = C(Ψu) 6 C(Gu) + ε.

Taking the infimum over all ε we obtain cCu((Gn,Φn)n) 6 C(Gu), which proves the
theorem. �

Remark 3.16 (Elek’s combinatorial cost). — Initially, the combinatorial cost
[Ele07] was introduced as an invariant for sequences of finite graphs with uniformly
bounded degree 6 D. If (Gn)n is such a sequence of graphs, then we have already
discussed a canonical coarse structure on the sequence, see Example 2.14, and com-
mented about the ultraproduct of the sequence in Example 2.33.
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The original combinatorial cost cC of the sequence (Gn)n uses lim inf
n→∞

instead of
lim
n∈u

(compare Definition 3.7):

(3.12) cC((Gn)n) := inf
L

lim inf
n→∞

CL(Gn,Φn).

We claim that:
(3.13) cC((Gn)n) = inf {cCu((Gn,Φn)n) : u non principal ultrafilter} .
The inequality 6 holds since,

lim inf
n→∞

CL(Gn,Φn) 6 lim
n∈ u
CL(Gn,Φn)

for every L. For the reverse inequality, for every ε > 0, there is an L such that
lim inf
n→∞

CL(Gn,Φn) 6 cC((Gn)n) + ε and there is a non principal ultrafilter u such that

lim inf
n→∞

CL(Gn,Φn) = lim
n∈ u
CL(Gn,Φn).

Observe that, interleaving the terms of two sequences of graphs with different com-
binatorial costs, indicates that a strict inequality cC((Gn)n) < cCu((Gn,Φn)n) may
happen for some ultrafilters. Moreover, it is not clear to us whether the infimum
in (3.13) is realized by some ultrafilter.
Corollary 3.17 (Combinatorial cost vs cost). — If (Gn)n is a sequence of finite

graphs with uniformly bounded degree, then the combinatorial cost is the infimum
over all non principal ultrafilters of the costs of the ultraproduct groupoids Gu of the
associated coarse groupoids Gn:

cC((Gn)n) = inf {C(Gu) : u non principal ultrafilter} .

3.4. Weak containment

We now mimic the powerful notion of weak containment introduced by Kechris
[Kec10, Section 10(C)].
Definition 3.18 (Weak containment for graphed groupoids). — The graphed

groupoid (H,Ψ) on (Y,A , ν) is weakly contained in the graphed groupoid (G,Φ)
on (X,B, µ), in symbol,

(H,Ψ) ≺ (G,Φ)
if Ψ = (ψj)j ∈ J and Φ = (ϕj)j ∈ J have the same sets of indices and for any finite
set K ⊂ [[H]] and every ε > 0, there is a map π : K → [[G]] satisfying π(ψj) = ϕj
for every ψj ∈ K ∩Ψ, d(π(ψψ′), π(ψ)π(ψ′)) 6 ε and |τ(ψ)− τ(π(ψ))| < ε for every
ψ, ψ′ ∈ K such that ψψ′ ∈ K.
Note that if B ∈ K is a unit bisection of H, (meaning B ⊂ Y or equivalently

B2 = B), then the condition d(π(B), π(B)2) 6 ε implies that π(B) is at distance
6 ε from a unit bisection. So in the definition of weak containment, we can always
assume that π maps unit bisections to unit bisections, and also that disjoint unit
bisections are mapped to disjoint unit bisections. Moreover, if ϕ is any bisection,
then the conjugation satisfies ϕBϕ−1 = ϕ(B). One thus recovers Kechris’ notion
of weak containment for group actions.
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If A is separable(2) , then (H,Ψ) ≺ (G,Φ) if and only if there is a trace preserving
embedding of [[H]] into the metric ultraproduct of ∏u[[G]] sending each ϕj to [ψj]u,
see Proposition 3.32.

Proposition 3.19. — Assume (H,Ψ) ≺ (G,Φ) and let ψ be a Ψ-word and let
ϕ be the corresponding Φ-word, then

(1) ν̃(ψ) = µ̃(ϕ); thus C(Ψ) = C(Φ);
(2) τ(ψ) = τ(ϕ) (equal measure of units);
(3) ν̃(MF (ψ)) 6 µ̃(MF (ϕ)) (the measurably free part from Proposition 2.12 is

monotonic).

Proof. — The first two items are easy and left to the reader.
For the measurably free part, use finitely many elements from a partition given by

Proposition 2.12. �

Definition 3.20 (Weak equivalence for graphed groupoids). — The graphed
groupoids (H,Ψ) and (G,Φ) are weakly equivalent, in symbols,

(H,Ψ) ∼w (G,Φ)

if (H,Ψ) ≺ (G,Φ) and (G,Φ) ≺ (H,Ψ).

Remark 3.21 (Local-global convergence). — Hatami, Lovász and Szegedy [HLS14]
have defined a notion of local-global convergence for sequences of bounded-degree
graphs. This enters rather well in our setting, the only difference being that they
consider unlabeled and unoriented graphs whereas we have mainly focused on labeled
graph(ing)s. In order to interpret the local-global convergence in our setting, let us
say that a subset Φ ⊂ G of a p.m.p. groupoid is a bounded degree combinatorial
graphing if Φ is measurable, symmetric (Φ−1 = Φ) and x 7→ |s−1(x)∩Φ| is essentially
bounded on X. Note that a symmetric subset of G is a combinatorial graphing if
and only if it is a finite union of bisections.
If G is the equivalence relation on a finite set, we recover the classical notion of

combinatorial graph. If G is a p.m.p. equivalence relation on a standard probability
space, then we recover the notion of graphing as in [KM04]. In that paper Hatami,
Lovász and Szegedy first define a notion of convergence, and then they identify
the limiting objects as graphings in their sense. To be more precise, we wish to
point out that the limiting object is not unique: the well-defined limiting object is a
weak-equivalence class of combinatorial graphings, as we define now.
Let G and H be p.m.p. graphings with combinatorial graphings Φ and Ψ. Write

Φ = ∪nj=1ϕj as a finite union of bisections. We say that (H,Ψ) is weakly contained
in (G,Φ) if for any finite set K ⊂ [[H]] and every ε > 0, there is a map π : K → [[G]]
satisfying ∪nj=1π(ψj) = Φ if ψj ∈ K for every j, d(π(ψψ′), π(ψ)π(ψ′)) 6 ε and
|τ(ψ)− τ(π(ψ))| < ε for every ψ, ψ′ ∈ K such that ψψ′ ∈ K.
As above if A is separable, then (H,Φ) is weakly contained in (G,Ψ) if and only if

there is a trace preserving embedding of [[H]] into the metric ultraproduct of ∏u[[G]]

(2)When A is not separable, the same holds if one allows an ultrafilter on a larger index set than
N, as in Proposition 3.32.
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sending each Φ to Ψ. The same holds mutatis mutandis for non separable A . In
particular this notion does not depend on the decomposition Φ = ϕ1 ∪ · · · ∪ ϕn.
One says that (G,Φ) and (H,Ψ) are weakly equivalent if (G,Φ) is weakly contained

in (H,Ψ) and conversely (H,Ψ) is weakly contained in (G,Φ).
Then one can easily check that a sequence (Gn) of bounded-degree graphs converges

locally-globally in the sense of [HLS14] if and only if the weak equivalence class of
the graphed equivalence relation (Gu,Edgu) (see Example 2.33) does not depend on
the free ultrafilter u. More generally, the sequence (Gn) local-global converges along
u towards a p.m.p. equivalence relation R with a combinatorial graphing Ψ if and
only if (R,Ψ) is weakly equivalent to (Gu,Edgu).
Let us mention that ultraproducts of bounded degree finite graphs as combinatorial

graphings were already considered in [Ele10b] (we thank G. Elek for pointing this
article out after a preliminary version of our text has circulated).

The following extends a result of Kechris [Kec10, end of Section 10(C)] from group
actions to graphed groupoids:

Theorem 3.22 (weak containment and cost). — If (H,Ψ) ≺ (G,Φ) and Φ has
finite cost, then C(H) > C(G). In particular, the cost is an invariant of the weak
equivalence class of (G,Φ).

Proof. — First observe that the graphings Φ = (ϕj)j ∈ J and Ψ = (ψj)j ∈ J have the
same cost (see Proposition 3.19).
Let ε0 > 0. By (the proof of) Lemma 3.9, there exists a generating graphing

Ψ′ = (ψ′i)i∈ I of H such that:

(1) C(Ψ′) 6 C(H) + ε0;
(2) there are finite subsets J0 ⊂ J and I0 ⊂ I such that Ψ′0 := (ψ′i)i∈ I0 generates

the same groupoid as Ψ0 := (ψj)j ∈ J0 (even Lipschitz equivalent, but this will
be of no use here),

(3) there is a bijection r : J \ J0 → I \ I0 such that ψj = ψ′r(j) for each j ∈ J \ J0.

Let K ⊂ [[H]] be a finite subset containing Ψ′0 and ε > 0, and let π : K → [[G]]
be as in the definition of weak containment. Denote by GK, ε the groupoid gener-
ated by π(Ψ′0) = {π(ψ′i)}i∈ I0}. By (2) and the definition of weak containment,
limK, ε d(ϕj, ϕj ∩ GK, ε) = 0 for every j ∈ J0. In particular there is K, ε such
that ∑j ∈ J0 d(ϕj, ϕj ∩ GK, ε) 6 ε0. Taking ε small enough we can also assume that
C(π(Ψ′0)) 6 C(Ψ′0) + ε0. It follows that the graphing of G obtained as the union of
π(Ψ′0), of (ϕj \ (ϕj ∩ GK, ε))j ∈ J0 and of (ϕj)j ∈ J \ J0 is generating and has cost less
than

C (Ψ′0) + ε0 + ε0 + C
(
(ϕj)j ∈ J \ J0

)
= C(Ψ′) + 2ε0 6 C(H) + 3ε0.

One concludes that C(G) 6 C(H) as ε0 was arbitrary. �
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3.5. Factors

Recall that homomorphisms of p.m.p. groupoids are defined in Definition 2.23.
Definition 3.23. — A homomorphism T between the p.m.p. groupoids G and
G ′ over the probability spaces (X,µ) and (X ′, µ′) is a factor map if T maps µ̃ to
µ̃′. In this case G ′ is a factor of G.
Be aware that the condition on the measures µ̃ and µ̃′ entails that the factor map

is essentially onto and is “class-bijective”, i.e., T (g) is a unit if and only if g itself
is a unit µ̃-almost surely; in particular µ̃(T−1(X ′) \X) = 0 and T is p.m.p. in the
sense of Definition 2.23.
The second author takes the opportunity to mention that this notion was intro-

duced in the framework of standard equivalence relations in [Gab05a, Definition
p. 1815 and Lemma 2.3 and 2.4] and to correct an obvious misprint there: replace
one-to-one by bijective.
For instance, a group morphism Γ→ Γ′ is a factor in our sense if and only if it is

an isomorphism. In fact, we can completely characterize the groupoids which factors
over a given group.
Remark 3.24 (p.m.p. actions of p.m.p. groupoids). — If G ′ is a countable group

Γ (seen as a groupoid over a point), then every p.m.p. action of Γ on X gives rise to
a factor GΓ′yX → Γ sending (γ, x) to γ, and conversely every factor G → Γ arises
this way. In general one can interpret factors G → G ′ as p.m.p. actions of the
p.m.p. groupoid G ′ on X (not to be confused with the different notion of actions
– not p.m.p. – of a groupoid considered in Section 2.5). Free actions correspond to
factors R → G ′ where R is a principal p.m.p. groupoid (i.e. equivalence relation).
This leads to the fixed price problem for general groupoids.
Question 3.25 (Fixed price problem for p.m.p. groupoids). — When G is a

p.m.p. groupoid its infimum cost C∗(G) is the infimum of the costs of all p.m.p.
groupoids H that factor onto it:

C∗(G) := inf {C(H) : H p.m.p. groupoid that factors onto G} .
The p.m.p. groupoid G has fixed price if C(H) = C∗(G) for every principal (i.e. with
trivial isotropy) p.m.p. groupoid H which factors onto G. Does there exist a p.m.p.
groupoid that does not have fixed price? (Compare [Gab00, Question 1.8]).
Observe that a similar question has been raised by Popa–Shlyakhtenko–Vaes

[PSV20] in the context of standard equivalence relations.
If T : G → G ′ is a factor map, then for every bisection ϕ′ ⊂ G ′, its preimage

ϕ := T−1(ϕ′) is a bisection µ̃-mod 0. Indeed let us check that s is essentially injective
on ϕ (the same argument works for t). Assume that g, h ∈ ϕ have the same source.
Then s(T (g)) = s(T (h)) and hence T (g) = T (h). Therefore T−1(T (g)T (h)−1) ⊂ X
(up to some µ̃ null set) and in particular gh−1 is a unit and therefore g = h. As a
corollary we obtain that the preimage of a graphing Φ′ is still a graphing, which we
call the pull-back graphing and denote by T−1Φ′. We also get the following.
Proposition 3.26. — If T : G → G ′ is a factor map, then C(G) > C(G ′).
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Observe that isotropy elements are always sent to isotropy elements: if s(g) = t(g),
then s(T (g)) = t(T (g)).
A factor T : G → G ′ is called free if it moreover satisfies one of the following

equivalent conditions:
• for almost every g ∈ G if s(T (g)) = t(T (g)), then s(g) = t(g);
• for almost every x ∈ X the factor T realizes an isomorphism between the
isotropy groups of x and T (x).

A factor T : G → G ′ is called measurably free if for every bisection ϕ′ ⊂ G ′,
the measurably free parts (see Proposition 2.12) of ϕ′ and ϕ = T−1(ϕ′) coincide:
MF (ϕ) = T−1(MF (ϕ′)).
Clearly every measurably free factor of a realizable p.m.p. groupoid is automatically

free, see Definition 2.41.
Remark that if R and R′ are p.m.p. equivalence relation over the standard prob-

ability spaces (X,µ) and (X ′, µ′) and T is a morphism between R and R′ such
that

(a) T restricted to X is surjective and measure preserving onto X ′,
(b) T is bijective on every equivalence class,

then T is automatically a factor map.

Proposition 3.27. — Let (Gn,Φn) be a sequence of graphed groupoids and
assume that for every n, Tn : (Gn+1,Φn+1) → (Gn,Φn) is a factor map such that
Φn+1 = T−1

n Φn. Assume furthermore that |Φ1| = |Φn| is finite. Then (C(Gn))n is non
increasing with n and for every non principal u

cCu ((Gn,Φn)n) = C(Gu) = lim
n→∞

C(Gn).

Proof. — All the Φn have the same size |Φ1|. Let Ψn be Ln-Lipschitz equivalent
with Φn and satisfy C(Ψn) 6 C(Gn) + 2−n. The Ln-Lipschitz expression of each
bisection in Ψn can be pulled-back in Φp when p > n. Then the canonical pull-back
Ψn, p of Ψn in Gp is Ln-Lipschitz equivalent with Φp and generates Gp. It follows that

cCu((Gn,Φn)n) 6 lim
u
C(Ψn) = lim

u
C(Gn).

Then Theorem 3.13 gives the reverse inequality. By monotonicity limu C(Gn)
= limn→∞ C(Gn) and thus cCu((Gn,Φn)n) = C(Gu) = lim

n→∞
C(Gn) for every non

principal u. �

A different way of proving the above proposition is to show that the projective
limit of the groupoids Gn is weakly equivalent to the ultraproduct Gu.

Theorem 3.28 (Standard factor). — Every graphed p.m.p. groupoid (G,Φ) over
any probability space (X,B, µ) admits some p.m.p. factor (G ′,Φ′) on a standard
Borel probability space such that:

(1) (G ′,Φ′) is weakly-equivalent to (G,Φ);
(2) the pull-back graphing of Φ′ is Φ;
(3) C(G) = C(G ′) (even when C(Φ) =∞);
(4) the factor G → G ′ is measurably free.
Moreover if G is realizable, then the factor is free.
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The existence of a standard factor is an incarnation of the downward Löwenheim–
Skolem theorem in model theory which roughly states that every model of a countable
theory has a separable substructure. In the case of countable groups the existence
of the standard factor was also explicitly stated and proved in [Car15].

Example 3.29 (Example 2.7 continued). — For both actions α and β of Γ = Z/2Z
on [−1, 1] from Example 2.7, the groupoids Gα and Gβ have two natural standard
factors: [0, 1] with constant isotropy ≡ Z/2Z and the group Z/2Z itself. Both have
cost = 1. Only the first one is weakly equivalent to Gα (resp. Gβ).
On the other hand, in any standard factor, every measurably isotropic element

must be sent to a totally isotropic element. This forces every standard factor from Gα
and Gβ to transit through the quotient of [−1, 1] by “x 7→ −x on some measurable
subset containing Ω”.

Proof of Theorem 3.28. — Consider an auxiliary graphing Ψ which contains Φ
as well as a sequence of graphings Φn whose costs tend to C(G). Let D ⊂ B be the
countable collection which is invariant under all the Ψ̂-words and which contains:

• for each Ψ-word m, its unit subset Nm := m∩X and the elements s(Ai) and
s(FixB(m)) for (Ai)i and FixB(m) given by Proposition 2.12;
• for each Φ-word w, a countable collection Cw ⊂ B of Borel subsets such that
the set {µ(ŵ(Cj) ∩ Ck)) : Cj, Ck ∈ Cw} is dense in the set {µ(ŵ(B) ∩ B′)) :
B,B′ ∈ B}.

Let X ′ := {0, 1}D with its canonical Borel σ-algebra B′ and define a (measurable)
map π : X → X ′ by x 7→ {χD(x)}D (where χD is the characteristic function of
D ∈ D). Let µ′ = π∗µ. Then (X ′, µ′) is a standard Borel probability space. Observe
that π−1(B′) is the σ-algebra generated by D.
Each ψ̂ ∈ Ψ̂ delivers a partial isomorphism ψ̂′ : π(dom(ψ̂))→ π(tar(ψ̂)) given for

x ∈ dom(ψ̂) by ψ̂′(π(x)) = π(ψ̂(x)). Let’s check that this is well defined: If x and y
are not separated by D, then the same holds for ψ̂(x) and ψ̂(y) by invariance of D. If
U ′ ∈ B′ is contained in tar(ψ̂′), then ψ̂′−1(U ′) = π(ψ̂−1(π−1(U ′))) is B′-measurable
since π−1(U ′) and ψ̂−1(π−1(U ′)) are measurable for π−1(B′).
Let F and F ′ be the free groupoids generated by Ψ̂ and Ψ̂′ := {ψ̂′ : ψ̂ ∈ Ψ̂}

respectively. Observe that π defines a factor T̃ from F to F ′. Consider the natural
map ρ : F → G mapping each bisection ψ of F to the corresponding one in G.
Observe that the kernel of this map N ⊂ F is a totally isotropic normal subgroupoid
of F , defined by the measurable sets Nm = m ∩X (for each Ψ̂-word m). Its image
N ′ := T̃ (N ) < F ′ is the normal saturation in F ′ of the relator system defined, for
each Ψ′-word m′ associated to the Ψ̂-word m, by R′m′ := {x′ ∈ X ′ : whose N th

m

coordinate = 1}. It is a totally isotropic normal subgroupoid.
“The” standard p.m.p. factor is now defined as the quotient G ′ := F ′/N ′ (see

Proposition 2.24).
Checking the rest is routine: T̃ goes down to a map T : G → G ′. The first condition

in the choice of D ensure that we obtain a measurably free factor. Since Φ ⊂ Ψ is a
graphing of G, it follows that Φ′ = T (Φ) is a graphing of G ′. The second condition
ensures that (G,Φ) ≺ (G ′,Φ′). Even if Φ does not have finite size, the condition
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that Ψ contains graphings Φn of cost arbitrarily close to that of G allows, using the
graphings T (Φn), to ensure that C(G ′) 6 C(G).
On the other hand, G ′ being a factor of G, we thus have (G,Φ) ∼w (G ′,Φ′) and the

reverse inequality C(G ′) > C(G). �
The next statements illustrate the relationships between the notions of factors and

weak containment. We start with two easy observations.
Lemma 3.30. — The ultrapower (Gu,Φu) of a constant sequence (G,Φ) of graphed

groupoids is weakly equivalent to (G,Φ).
Lemma 3.31. — If T : G → H is a factor, then the map T−1 : [[H]] → [[G]]

preserves the trace and all operations.
Conversely, if Y is a standard measure space, then any such embedding [[H]]→ [[G]]

comes from a factor.
Proof. — Only the second statement deserves a proof. We will use the following

classical fact (see [Fre04, Theorem 343B], or [Neu32] for the case when both spaces
are standard): every isometric embedding of the measure algebra of a standard σ-
finite space Ω1 to the measure algebra of an arbitrary measure space Ω2 sending Ω1 to
Ω2 and preserving the boolean algebras operations comes from a measure-preserving
map Ω2 → Ω1. We recall a proof for completeness: one readily reduces to probability
spaces and, by the classification of standard probability spaces, one can assume that
Ω1 = {0, 1}N for a Borel probability measure. The required map T : Ω2 → Ω1 is then
defined by T (x)(n) = 1 if x belongs to the image of the cylinder {ω ∈ Ω1 : ω(n) = 1}
and T (x)(n) = 0 otherwise.
An isometric embedding of the pseudogroups [[H]]→ [[G]] preserves disjointness,

so extends to an isometric embedding of the measure algebra of G into the measure
algebra of H, which as recalled above in turn comes from a measure-preserving map
G → H asH is standard. The fact that the original embedding [[H]]→ [[G]] preserves
the pseudogroup operations implies that the associated map G → H preserves the
groupoid operations almost everywhere, so is a factor. �
The following proposition generalizes [CKTD13, Theorem 1] in our context.
Proposition 3.32. — Let (H,Ψ) and (G,Φ) be two graphed groupoids over

(Y,A , ν) and (X,B, µ) respectively. Then (H,Ψ) ≺ (G,Φ) if and only if there is an
ultrafilter u on some index set I and a trace preserving pseudogroup homomorphism
from [[H]] into the full pseudogroup [[Gu]] of the ultrapower (Gu,Φu) of the constant
family (G,Φ)i∈ I , which sends Ψ to Φu.
Moreover, if (the measure algebra of) A is separable, then I can be taken to be

equal to N and u can be any nontrivial ultrafilter.
Proof. — The ⇐ direction is a direct consequence of Lemma 3.30. Conversely,

assume that (H,Ψ) is weakly contained in (G,Φ). Denote by I the set of all tuples
(N, ε,A1, . . . , AN) with N an integer, ε > 0 and A1, . . . , AN ∈ A . The order
(N, ε,A1, . . . , AN) 6 (N ′, ε′, A′1, . . . , A′N ′) if N 6 N ′, ε > ε′, {A1, . . . , AN} ⊂
{A′1, . . . , A′N ′} turns I into a directed set. Choose u an ultraproduct on I finer than
the order filter. For every i = (N, ε,A1, . . . , AN) ∈ I let B1, . . . , BN ∈ B given as in
the definition of weak containment, and define a map ui : Ψ∪{A1, . . . , AN} → [[G]] by
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saying ui(ψk) = ϕk and ui(Ak) = Bk. Then the map u : Ψ∪Malg(Y )→ Φ∪Malg(X)
defined by u(A) = [ui(A)]u (1) is well defined as A belongs to the domain of u-ae ui
and (2) extends to a trace preserving homomorphism.
Assume now that A is separable, and let (Ak)k be a dense sequence in the

measure algebra of A . For every integer N , let B1, . . . , BN ∈ B given as in
the definition of weak containment for (N, 1/N,A1, . . . , AN), and define as above
uN : Ψ ∪ {A1, . . . , AN} → [[G]] by saying uN(ϕk) = ψk and uN(Ak) = Bk. Similarly
the map u : Ψ ∪ {Ak}k → Φ ∪Malg(X) defined by u(A) = [ui(A)]u extends first by
continuity to Ψ ∪Malg(Y ), and then to a trace preserving homomorphism. �

3.6. Sofic groupoids

The notion of sofic p.m.p. equivalence relations has been introduce by Elek–
Lippner [EL10]. We recall the definition of a sofic groupoid, which is a variation of
Ozawa’s definition of sofic equivalence relations [Oza09], see also [Cor17].
A p.m.p. groupoid is said to be finite if it is finite as a set.
Definition 3.33. — A p.m.p. groupoid H over a probability space (X,A , µ)

is sofic if for every finite subset K ⊂ [[H]] and every ε > 0, there is a finite
groupoid G and a map π : [[H]] → [[G]] satisfying d(π(ϕψ), π(ϕ)π(ψ)) 6 ε and
|τ(ϕ)− τ(π(ϕ))| < ε for every ϕ, ψ ∈ K.
By [Cor17, Proposition 1.4], we can replace finite groupoid by transitive equivalence

relations on a finite set in the definition. Moreover if A is separable, then H is sofic
if and only if [[H]] embeds isometrically (equivalently preserving the trace) into the
ultraproduct ∏u[[Gn]] for a sequence Gn of finite groupoids (resp. finite transitive
equivalence relations)(3) . By Proposition 2.39, this holds if and only there are some
finite generating graphings Φn of Gn such that [[H]] embeds isometrically in [[Gu]]
where Gu is the ultraproduct groupoid of the sequence (Gn,Φn)n. Using Lemma 3.31,
we can summarize this discussion for standard groupoids as follows.
Proposition 3.34. — For a standard p.m.p. groupoid H with generating graph-

ing Ψ, the following properties are all equivalent.
(1) H if sofic,
(2) (H,Ψ) is weakly contained in the ultraproduct (Gu,Φu) of a sequence of finite

graphed groupoids (Gn,Φn).
(3) (H,Ψ) is weakly contained in the ultraproduct (Ru,Φu) of a sequence of finite

transitive graphs (Rn,Φn).
(4) H is a factor of the ultraproduct (Gu,Φu) of a sequence of finite graphed

groupoids (Gn,Φn).
(5) H is a factor of the ultraproduct (Ru,Φu) of a sequence of finite transitive

graphs (Rn,Φn).
Any such sequence (Gn,Φn)n or (Rn,Φn)n as in items (4) or (5) of Proposition 3.34

is called a sofic approximation of H.
(3)without this separability assumption, the same holds but we have to allow ultrafilters on larger
sets of indices than N; see the proof of Proposition 3.32 for details.
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4. Group actions and cost

We now state the main facts proved in the preceding sections in the context of
actions of countable groups.
If a : Γ y X is a p.m.p. Γ-action, we denote by C(a) and call it the cost of the

action the cost of the p.m.p. groupoid GΓyX . Similarly for a sequence of Γ-actions
an : Γ y Xn, we denote by cCu(an) the combinatorial cost of the sequence of graphed
groupoids (GΓyXn , S) for any generating subset S < Γ (this is independent of the
choice of S by definition, see Definition 3.11).
Denote(4) by C∗(Γ) the infimum of the costs over all free p.m.p. standard actions

of Γ (it is realized be some free action [Gab00, Proposition VI.21]) and by C ∗(Γ) the
supremum cost (i.e., the supremum of the costs of the free p.m.p. actions of Γ).
It is realized by any Bernoulli shift action of Γ (Abért–Weiss [AW13]). Recall that
the group has fixed price when C ∗(Γ) = C∗(Γ). We warn the reader that there is a
risk of confusion between C (Γ) (as defined in [Gab00]) and the cost C(Γ) of Γ seen
as a groupoid, which is the rank of Γ.
The following is a corollary of Theorem 3.28.
Corollary 4.1. — Consider a countable group Γ.
(1) The cost of p.m.p. Γ-actions is non-decreasing under factors.
(2) The cost of any p.m.p. Γ-action is the minimum of the cost of all its standard

factors.
(3) The infimum cost C∗(Γ) equals the infimum of the (groupoid) costs over all

p.m.p. actions of Γ, free or not, standard or not.
We also reformulate Theorem 3.13 for groups.
Theorem 4.2. — Let Γ be a finitely generated group. For every sequence (an)n

of p.m.p. Γ-actions we have:
(4.1) C(au) = cCu((an)n) > lim

u
C(an) > lim inf

n→∞
C(an) > C∗(Γ).

Moreover if the action au is essentially free we have C ∗(Γ) > C(au) and hence if Γ
has fixed price we obtain limu C(an) = cCu((an)n) = C(au) = C∗(Γ).
Question 4.3. — Can the inequality C(au) > limu C(an) in Theorem 4.2 be strict

for some finitely generated group Γ?
Observe that such an example would provide an example to the fixed price problem

(whether there are countable groups for which C∗(Γ) 6= C ∗(Γ) [Gab00, Question I.8]).
Compare Remark 3.14 where the approximating groupoids are not given by an action
of the group or Remark 3.15 where the group is not finitely generated.
We also obtain the following corollary of Theorem 3.13 for sofic approximations:
Corollary 4.4. — If Γ is a sofic group finitely generated by S and (Gn,Φn)n is

a sofic approximation to Γ (with S-labelled graphings), then
(4.2) C ∗(Γ) > C(Gu) = cCu((Gn)n) > lim

u
C(Gn) > lim inf

n→∞
C(Gn) > 1.

(4)We introduce this notation C∗(Γ) in order to avoid confusion with the cost C(Γ) of Γ seen as a
groupoid which is the rank of Γ.
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If Γ has moreover fixed price C∗(Γ), then C∗(Γ) = cC((Gn)n) and hence if Γ has fixed
price C∗(Γ) = 1, we obtain cC((Gn)n) = limn→∞ C(Gn) = 1.
This applies for instance to any sofic approximation (if it exists!) of the Higman

group H4 (which has fixed price = 1).
Recall that if Λ has finite index in Γ, then the action of Γ on the coset space Γ/Λ

has (groupoid) cost equal to

(4.3) C(Γ y Γ/Λ) = 1 + rank(Λ)− 1
[Γ : Λ] .

The following theorem is due to Abért and Nikolov [AN12]. They stated it for
nested Farber sequences (Definition 4.7), and their proof indeed applies for general
nested sequences and groupoid cost. We provide a new proof.
Corollary 4.5 (Abért–Nikolov [AN12, Theorem 1]). — Let (Γn)n be a nested

sequence of finite index subgroups of the finitely generated group Γ. The (groupoid)
cost of the profinite action Γ y Xprof := proj lim Γ/Γn is equal to the rank gradient
of the sequence plus 1, that is

C (Γ y Xprof) = 1 + lim
n→∞

rank(Γn)− 1
[Γ : Γn] .

Proof. — The coset actions an : Γ y Γ/Γn are factors of the profinite action
which is itself a factor of the ultraproduct action au (for any non principal u), so by
monotonicity under factors we have

1 + inf
n

rank(Γn)− 1
[Γ : Γn] > C (Γ y Xprof) > C(au).

By Theorem 4.2, C(au) = 1 + limu
rank(Γn)−1

[Γ : Γn] , and the result follows. �

4.1. Farber sequences

A group Γ is sofic if it is sofic as a groupoid.
Remark 4.6. — A sequence of maps σn : Γ→ Sym(Xn) where Xn is a finite set

equipped with the equiprobability measure µn defines for any generating subset S of
Γ an equivalence relation (Rn,Φn) (by its graphing Φn = (σn(s))s∈S) which is a sofic
approximation to Γ if and only if the ultraproduct (Ru,Φu) (with Φu = (ϕs)s∈S and
ϕs = [σn(s)]u) generates a free Γ-action modulo a null-set, for every non-principal
ultrafilter u. By Corollary 2.35, Ru and its coarse structure is independent of the
choice of S.
Definition 4.7 (Farber sequence). — A Farber sequence is a sequence (Γn)n

of finite index subgroups of Γ such that every γ ∈ Γ \ {id} satisfies
|{g ∈ Γ/Γn : γ ∈ gΓng−1}|

[Γ : Γn] −→
n→∞

0.

Originally, Farber [Far98] considered nested sequences (i.e., Γn > Γn+1 for
every n) of finite index subgroups in order to extend Lück approximation theorem.
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Remark 4.8. — Observe the following:
(1) A sequence (Γn)n of finite index subgroups is Farber if and only if for every

non-principal ultrafilter u the ultraproduct Γ-action au of the sequence of
actions an : Γ y Γ/Γn is essentially free.

(2) If S is a generating subset S of Γ, the sequence (Γn)n of finite index subgroups
is Farber if and only if the u-ultraproduct of the sequence of associated
Schreier graphs Gn := Sch(Γ/Γn, S) seen as S-graphed principal groupoids
(i.e., equivalence relations) is a free Γ-action bu, for every non principal u. In
this case, the free Γ-actions au and bu coincide.

Corollary 4.9. — If Γ is finitely generated by S and the sequence (Γn)n is a
nested Farber sequence, then C(au) = cCu(an) = cC(Sch(Γ/Γn, S)n) = lim

n→∞
C(an).

Proof. — Since an is a factor of ap for p > n, apply Proposition 3.27 and Re-
mark 4.8. �

4.2. Sequences of actions and non nested Farber sequences

Theorem 4.2 applies for instance to non-nested Farber sequences. Recall that cC
denotes the original combinatorial cost [Ele07], see Remark 3.16.

Theorem 4.10. — Let Γ be a group finitely generated by S. For every (non
necessarily nested) Farber sequence (Γn)n of finite index subgroups, we have:

C ∗(Γ) > cC ((Sch (Γ/Γn, S))n) > lim inf
n→∞

rank(Γn)− 1
[Γ : Γn] + 1 > C∗(Γ) > β

(2)
1 (Γ) + 1.

And moreover, C ∗(Γ) > lim sup
n→∞

rank(Γn)−1
[Γ : Γn] + 1.

Proof. — Consider the sequence of canonical actions an : Γ y Γ/Γn. The cost of
the associated groupoid is C(an) = rank(Γn)−1

[Γ : Γn] + 1 and the ultraproduct action au is
free.
By Theorem 4.2, we have

C ∗(Γ) > C(au) = cCu((an)n) > lim
u
C(an) > lim inf

n
C(an) > C∗(Γ).

By Theorem 3.13, cCu((Sch(Γ/Γn, S))n) = C(bu) = C(au) (see Remark 4.8), for every
non-principal u. The conclusion follows from (3.13) in Remark 3.16 and the fact
that lim sup and lim inf of a bounded sequence are simply the supremum (resp.
the infimum) of the limits along all non principal ultrafilters. The inequality C∗(Γ)
> β

(2)
1 (Γ) + 1 is an application of [Gab02, Corollaire 3.23]. �

Corollary 4.11 (Rank gradient, combinatorial cost and fixed price). — If Γ
is finitely generated by S, has fixed price C∗(Γ), and (Γn)n is any (non necessarily
nested) Farber sequence, then we have:

lim
n→∞

rank(Γn)− 1
[Γ : Γn] + 1 = cC (Sch (Γ/Γn, S)) = C∗(Γ).
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4.3. Stuck–Zimmer property

A countable group Γ is called a Stuck–Zimmer group (resp. strong Stuck–
Zimmer group) if each p.m.p. Γ-action on a standard Borel space satisfies the
dichotomy:

– either it has a non-null invariant set of finite orbits; or
– it has a.s. finite stabilizers (resp. trivial stabilizers, i.e., StabΓ(x) = {id}).

Example 4.12. — The integers Z as well as all Torsion Tarski Monsters (more gen-
erally all infinite simple groups with only countably many subgroups) are examples
of strong Stuck–Zimmer groups.
The main source for Stuck–Zimmer property examples come from algebraic groups

with higher rank conditions such as irreducible lattices in semisimple real Lie groups
(see [SZ94] and [CP17]) or some Γ = G(OS) for the ring OS of S-integers associated
with some global field K (see [CP17, Theorem 10.8]).
If G is a simple algebraic group defined over the global field K with v-rank at

least two for some place v and such that the v∞-rank is at least two for every infinite
place v∞, then G(K) is strongly Stuck–Zimmer [CP17, Corollary 10.9].
This last example is particularly interesting since it produces algebraic exam-

ples without Kazhdan property (T). For instance the non Kazhdan property (T)
group G(Q) is strongly Stuck–Zimmer when G = SO(q) for the quadratic form
q = x2 − ay2 + pz2 − w2 + s2 (p prime and a not a square modulo p).

Proposition 4.13. — Let Γ be a finitely generated Stuck–Zimmer group and
let (an)n be a sequence of realizable Γ-actions satisfying µn({x ∈ Xn : |an(Γ)(x)|
6 k}) −→

n→∞
0, for every k > 0. Then for every torsion free subgroup Λ < Γ and every

non principal ultrafilter u, the restriction to Λ of the ultraproduct action au is free.

Recall (Lemma 2.43) that standard p.m.p. groupoids are realizable and that ultra-
products of realizable groupoids are realizable.
Proof. — The orbits of the ultraproduct Γ-action au are almost all infinite by

Lemma 2.45. The same holds for any of its (measurably free) weak equivalent stan-
dard factors (given by Theorem 3.28) which thus has finite stabilizers. Since stabi-
lizers only increase under factors, au also has finite stabilizers. The restriction of au
to the torsion free subgroup Λ is thus essentially free �

Theorem 4.14. — Let Γ be a finitely generated Stuck–Zimmer group and let
(Γn)n be a sequence of finite index subgroups of Γ such that [Γ : Γn]→∞.

(1) For every torsion free subgroup Λ < Γ, the induced action Λ y Γ/Γn defines
a sofic approximation of Λ.(5)

(2) If Γ is torsion free and has fixed price C∗(Γ), then

(4.4) lim
n

(rank(Γn)− 1)
[Γ : Γn] = C∗(Γ)− 1.

(5) In particular, if Γ is torsion-free (or strongly Stuck–Zimmer), then (Γn)n is a Farber sequence.
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(3) If Γ has fixed price = 1 and admits a finite index torsion free subgroup, then

(4.5) lim
n

(rank(Γn)− 1)
[Γ : Γn] = 0.

As an application of the third item, one recovers for instance [AGN17, Theorem 2]:
Γ is a lattice of a higher rank simple Lie group (thus a Stuck–Zimmer group) and is
right angled (thus has fixed price = 1 [Gab00]).
Proof of Theorem 4.14. — The arguments for each item will hold for every non-

principal ultrafilter, thus obtaining genuine limits.
Applying Proposition 4.13 to the sequence of actions an : Γ y Γ/Γn, item (1)

follows (see Remark 4.6). Concerning item (2), the groupoid cost of Γ y Γ/Γn is
exactly 1 + (rank(Γn)−1)

[Γ : Γn] . One concludes by Theorem 4.2. As for the last claim, the
finite index subgroup Λ may be assumed to be normal. It has also fixed price = 1
([Gab00]). In a weak equivalent standard factor action b of au (Theorem 3.28), we
pick a cheap graphing for Λ and add representatives of the classes Γ/Λ defined
on arbitrarily small Borel sets that meet all Λ-orbits. This gives a cheap graphing
for the Γ-action b. Thus au has cost = 1. One concludes by Theorem 4.2 since
C(Γ y Γ/Γn) = 1 + rank(Γn)−1

[Γ : Γn] > 1. �

4.4. “Relative” Stuck–Zimmer property

We recall that a subgroup of a group Γ is called almost normal if its normalizer
has finite index in Γ, or equivalently if it has finitely many Γ-conjugates.
A pair N < Γ of countable groups is said to satisfy the relative Stuck–Zimmer

property if each p.m.p. Γ-action on a standard Borel space satisfies the dichotomy:
– either there is an infinite subgroup N0 < N that is almost normal in Γ and
that acts trivially on a subset of positive measure; or

– almost every stabilizer StabΓ(x) is finite.

Theorem 4.15. — Let Γ be a finitely generated group and N / Γ be an infinite
normal subgroup such that

(a) N has countably many subgroups (for instance N finitely generated abelian),
(b) for every γ ∈ Γ \N , the intersection Nγ := {n ∈ N : γn = nγ} of N with the

centralizer of γ has infinite index in N .
The following holds:
(1) For every p.m.p. Γ-action on a standard probability space,

(a) either the set of x ∈ X with infinite N -stabilizer has positive measure;
and in this case there is an infinite subgroup N0 < N that is almost
normal in Γ and that acts trivially on a subset ofX of positive measure; or

(b) almost every stabilizer is finite and contained in N .
(2) Assume N is finitely generated torsion free and every infinite subgroup N0

< N which is almost normal in Γ has finite index in N . Then for any sequence
(Γn)n of finite index subgroups of Γ such that [N : N ∩ Γn]→∞, the actions
an : Γ y Γ/Γn gives rise to a sofic approximation of Γ.
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If moreover Γ has fixed price, then

(4.6) lim
n

rank(Γn)− 1
[Γ : Γn] = C∗(Γ)− 1.

If moreover N has fixed price 1 (for instance N amenable), then

(4.7) lim
n

rank(Γn)− 1
[Γ : Γn] = 0.

Remark 4.16. — If N is torsion free, the dichotomy in Theorem 4.15(1). becomes
simply

(i) either N does not act essentially freely (and in this case there is an infinite
subgroup N0 < N which is almost normal in Γ and which acts trivially on a
subset of X of positive measure);

(ii) or the Γ-action is free.

Remark 4.17. — The conclusion of Theorem 4.15(1). remains valid, suitably
reworded, for p.m.p. actions on general (not necessarily standard) probability spaces.
Let us say that a p.m.p. action Γ y X is measurably free if for every γ ∈ Γ \ {1},
the bisection {γ} × X of the groupoid GΓyX is measurably free in the sense of
Definition 2.11. On the opposite, we say that the action Γ y X is measurably
trivial on a measurable subset Y ⊂ X if for every γ ∈ Γ, the bisection {γ} × Y is
measurably isotropic as in the same definition. With this terminology, we obtain for
example the following generalization of the first step of the theorem:
Let Γ be a finitely generated group and N / Γ be an infinite normal subgroup

satisfying conditions (a) and (b) above. For every p.m.p. Γ-action on any probability
space,

(i) either there is an infinite subgroup N0 < N which is almost normal in Γ and
which acts measurably trivially on a subset of X of positive measure,

(ii) or for positive measure subset A ⊂ X its measurable stabilizer {γ ∈ Γ : A ⊂
FixB(γ)} is a finite subgroup of N (and in particular every element of Γ \N
acts measurably freely).

In particular if the (groupoid of the) action is realizable, then the conclusion (1) of
Theorem 4.15 holds verbatim.

Proof. — Consider a p.m.p. action of Γ on a standard probability space (X,µ).
By assumption (a) we have a countable decomposition of X as X = tLXL where
L < N and XL := {x ∈ X : StabΓ(x) ∩N = L}.

(i) If for some infinite L the XL is non-null, then since γ ·XL = XγLγ−1 the γ ·XL

are either disjoint or equal and they all have the same measure. It follows
that L has finitely many conjugates by Γ, i.e., that N0 := L is almost normal
in Γ.

(ii) Otherwise, X = tL finiteXL. Let γ ∈ Γ \N and consider Fix(γ) := {x ∈ X :
γx = x}. Assume µ(Fix(γ)) > 0. There is a finite subgroup L < N such
that Fix(γ) ∩XL has positive measure. Denote by Y the Γ-invariant subset
∪γ′ ∈Γγ

′XL. As noted above, the group L has finitely many Γ-conjugates
L1, . . . , Lk and Y = ∪ki=1XLi . Consider V := {nγn−1 : n ∈ N} the set of
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N -conjugates of γ. Consider y ∈ Y , and i such that y ∈ XLi . We claim that
the set of N -conjugates v of γ such that y ∈ Fix(v) is contained in some
Li-coset, and in particular its cardinality is bounded above by |L|. Indeed if
y ∈ Fix(n1γn

−1
1 ) ∩ Fix(n2γn

−1
2 ) ∩XLi for n1, n2 ∈ N , then n1γn

−1
1 n2γ

−1n−1
2

fixes y and belongs to N because N is normal. Hence n1γn
−1
1 n2γ

−1n−1
2 must

be an element of Li, or in other words n1γn
−1
1 ∈ Lin2γn

−1
2 . So we deduce∑

v ∈V
µ (Fix(v) ∩ Y ) =

∫
Y

∑
v ∈V

1y ∈Fix(v)dµ(y) 6 |L|µ(Y ).

Remark also that Fix(nγn−1) ∩ Y = n(Fix(γ) ∩ Y ) and in particular µ(Fix(v) ∩ Y )
does not depend on v in V . So the previous inequality is |V |µ(Fix(γ)∩Y ) 6 |L|µ(Y ),
which implies |V | <∞. This is excluded by assumption (b).
We note that the above proof works with no change if (X,µ) is not a standard

measure space but the action is assumed to be realizable. If the action is not assumed
to be realizable, we obtain Remark 4.17 if in the previous proof we replace XL by

(∩γ ∈Ls (FixB ({γ} ×X))) ∩
(
∩γ ∈N \Ls (MF ({γ} ×X))

)
and Fix(γ) by s(FixB({γ} × X)), where FixB(γ) and MF (γ) are the measurably
isotropic and measurably free parts of the bisection {γ} ×X of the groupoid GΓyX

given by Proposition 2.12.
Let us prove item (2). We have to prove that under the conditions in item (2),

the ultraproduct action au of an : Γ y Γ/Γn (which by Lemma 2.43 is realizable for
any non principal ultrafilter) is essentially free. To do so, we apply item (1). In the
N -action on Γ/Γn, all the orbits are of the form N/(N ∩ γΓnγ−1) for γ in Γ, and
therefore all have the same cardinality [N : N∩Γn] by normality ofN . The cardinality
of the N -orbits thus tends to infinity with n and the ultraproduct N -orbits are µu-a.a.
infinite by Lemma 2.45. This implies that for any finite index subgroup N0 < N
(and in particular any infinite subgroup N0 < N which is almost normal in Γ), the
N0-orbits are µu-a.a. infinite. Therefore by item (1) and the assumption that N is
torsion free, the action au is essentially free.
IfN has fixed price = 1, then Γ itself has fixed price = 1 ([Gab00, Critère VI.24(2)]).

When Γ has fixed price, we conclude by Theorem 4.2 since

C(Γ y Γ/Γn) = rank(Γn)− 1
[Γ : Γn] + 1.

�

Theorem 4.18. — Let Λ < SL(d,Z) a subgroup whose action on Rd is
Z-strongly irreducible (there is no finite union of infinite index subgroups of
Zd which is Λ-invariant). Let (Γn)n be any sequence of finite index subgroups of
Γ = Λ n Zd such that [Zd : Γn ∩ Zd] −→

n→∞
∞. Then it defines a sofic approximation

of Γ and

(4.8) lim
n

(rank(Γn)− 1)
[Γ : Γn] = 0.

Proof of Theorem 4.18 (and 1.8). — Set N = Zd. Condition (b) of Theorem 4.15
is satisfied since an element γ = λn ∈ Λ n N (with λ ∈ Λ and n ∈ N) commutes
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with h ∈ N iff λnhn−1λ−1 = h iff h is a 1-eigenvector of the associated linear
transformation. This happens on rank = d subgroup iff λ acts as the identity. The
irreducibility assumption allows us to use item (2) of Theorem 4.15. Indeed, ifN0 < N
is infinite and almost normal, then if E denotes its R-linear span, then the union
∪γ ∈ΓγE is Γ-invariant and finite by almost normality. So the strong irreducibility
implies that E = Rd, equivalently that N0 has finite index in N .
The hyperbolic element ensures the Λ-action in Theorem 1.8 is Z-strongly irre-

ducible. �

Corollary 4.19. — Theorem 4.15(1) allows us to claim that the ergodic IRS’s
of Γ = ΛnZd are all induced by those of Λ0 n (Zd/N0) for some finite index Λ0 < Λ
and Λ0-invariant finite index N0 < Zd.

5. `2-Betti numbers

Let (M, τ) be a von Neumann algebra with a faithful normal trace τ normalized by
τ(1) = 1 and H is a HilbertM-module. The von Neumann dimension of H is defined
as τ ′(1), for τ ′ the canonical trace on the commutant M′ of M in B(H) [Tak02].
For example, if H = L2(M, τ) ⊗ H1 for a Hilbert space H1, then M′ is equal to
Mop⊗̄B(H1) (whereMop acts on L2(M, τ) by right multiplication) and τ ′ = τ ⊗Tr.
In general, H is unitarily equivalent to a subspace of L2(M, τ)⊗H1 for some H1, and
τ ′ is the restriction of τ⊗Tr to the corner p(Mop⊗̄B(H1))p, where p ∈Mop⊗̄B(H1)
is the orthogonal projection on H.
We shall use that if f : H1 → H2 is a boundedM-equivariant map between Hilbert
M-modules, then dimM(H1) = dimM(ker f) + dimM(Im f). This implies that if a
sequence

0 f0−→ H1
f1−→ H2

f2−→ . . . Hn
fn−→ 0

is weakly exact in the sense that ker fk+1 = Im fk for all k, then we have the additivity
formula ∑

k, k odd
dimM(Hk) =

∑
k, k even

dimM(Hk).

We will introduce now the G-simplicial complexes in the sense of [Gab02] that we
will use to compute `2-Betti numbers.

Definition 5.1. — Let G be a p.m.p. groupoid over the probability space (X,µ).
A G-simplicial complex Σ (in the sense of [Gab02]) is given by a fibred space
(Σ(i), πi) over X for every non negative integer i such that

(1) the groupoid G acts on each Σ(i) and Σ(0) admits a G-fundamental domain
(2) for every i > 1 the fibred space Σ(i) (the i-cells) is contained as a G-fibred

space in Σ(0) ∗ i+1. . . ∗Σ(0),
(3) if (v0, . . . , vi+1) ∈ Σ(i+1), then (v0, . . . , vk−1, vk+1, vi+1) ∈ Σ(i) for every k,
(4) Σ(i) is invariant under the permutation group Sym(i+ 1) which acts on the

coordinates of Σ(0) ∗ . . . ∗ Σ(0) and this action commutes with the G-action,
(5) if (v0, . . . , vi) ∈ Σ(i), then for every j 6= k we have that vj 6= vk.
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The G-action on Σ(0) ∗ i+1. . . ∗Σ(0) in (1). is the action described in Example 2.22.
Let G be a p.m.p. groupoid and let Φ be a generating graphing of G. We say

that the G-simplicial complex Σ is (Φ, L)-ULB (uniformly locally bounded) if the
fibered space Σ(0) admits a finite fundamental domain D0 with H(D0) 6 L and Σ(1)

has a fundamental domain D1 with D1 ⊂ B`Φ(L)D0 ∗ D0, that is each edge in Σ(1)

corresponds to a pair (v1, v2) ∈ Σ(0) ∗ Σ(0) for which there exist Φ-words w1, w2 with
the properties that wivi ∈ D0 and w−1

1 w2 has length 6 L.

We say that the G-simplicial complex Σ is ULB if it is (Φ, L)-ULB for some
generating graphing Φ of G and some integer L. Note that if Σ is ULB, then every
skeleton Σ(i) has a finite-height fundamental domain.
For each x ∈ X we denote by Σ[x] the (maximal) simplicial complex contained

in Σ whose 0-cells are π−1
0 (x). This simplicial complex has at most countably many

cells in each dimension.

Definition 5.2. — Let G be a p.m.p. groupoid and let Σ be a G-simplicial
complex. We say that Σ is k-connected if for almost every x ∈ X the simplicial
complex Σ[x] has trivial homotopy groups up to dimension k.

Example 5.3. — Let (G,Φ) be a graphed p.m.p. groupoid over the probability
space (X,µ). Fix a natural number L. For i ∈ N we define

Σ(i)
Φ, L :=

{
(g0, . . . , gi) ∈ (G, t)∗ i+1. . . ∗(G, t) : ∀ j 6= k we have 1 6 `Φ

(
g−1
j gk

)
6 L

}
,

Di :=
{

(g0, . . . , gi) ∈ Σ(i)
Φ, L : g0 ∈ X

}
.

Then ΣΦ, L, k := (Σ(i)
Φ, L)i6 k is a G-simplicial complex where the action is given by

the formula g(g0, . . . , gi) = (gg0, . . . , ggi) and Di ⊂ Σ(i)
Φ, L are fundamental domains

satisfying the above conditions and hence ΣΦ, L, k is (Φ, L)-ULB. Note also that
∪LΣΦ, L, k is k-connected.

Let G be a p.m.p. groupoid over the probability space (X,µ) and let Σ be a
uniformly bounded G-simplicial complex. Then the Hilbert space L2(Σ(i)) is an L(G)-
module and carries a unitary representation of Sym(i + 1) which commutes with
the L(G)-action. We denote by C

(2)
i (Σ) its subspace consisting of functions such

that σ · f = ε(σ)f where ε : Sym(i+ 1)→ {−1, 1} is the signature. We also define
the boundary operators ∂i : C(2)

i (Σ) → C
(2)
i−1(Σ) by (using the notation (3) of

Definition 5.1)

(5.1) (∂if)(v0, . . . , vi−1) :=
∑

vi : (v0, ..., vi)∈Σ(i)

f(v0, . . . , vi),

which allow us to define the following chain complex

. . . C
(2)
i+1(Σ) ∂i+1→ C

(2)
i (Σ) ∂i→ C

(2)
i−1(Σ) . . .

The ith reduced homology of Σ is the L(G)-module

H
(2)
i (Σ) := ker ∂i/Im ∂i+1.
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The ith `2-Betti number of Σ is the von Neumann dimension of the above homology,
β

(2)
i (Σ,G) := dimL(G)(H

(2)
i (Σ)). As explained after [Gab02, Definition 3.6], if we

define the Laplacian
∆i := ∂∗i ∂i + ∂i+1∂

∗
i+1,

then H(2)
i (Σ) is naturally isomorphic to ker ∆i and in particular

β
(2)
i (Σ,G) = dimL(G)(ker(∆i)).

Theorem 5.4 (Gaboriau). — Let G be a p.m.p. groupoid over a probability space
and k ∈ N. All the uniformly bounded and k-connected G-simplicial complexes have
the same kth `2-Betti number.
This common value is denoted by β(2)

k (G) and called the kth `2-Betti number of G.
Furthermore, for a p.m.p. (free or not) action Γ y X of a countable group, the

group and the groupoid of the action GΓyX (see Example 2.5) have the same `2-Betti
numbers β(2)

k (GΓyX) = β
(2)
k (Γ).

Remark 5.5. — Gaboriau proved the theorem for equivalence relations over stan-
dard Borel spaces, the case of general standard p.m.p. groupoids was considered
by Sauer (adapted by Takimoto in our language), see [Sau05, Tak15]. The proofs
from [Gab02, Tak15] also work in our non standard setting. Alternatively one can use
the existence of a measurably free standard factor, Theorem 3.28. See also [AP18].

5.1. Ultraproducts of G-simplicial complexes

We will now define the ultraproduct of a sequence of G-simplicial complex.
Proposition 5.6. — Let (Gn,Φn)n be a sequence of p.m.p. graphed groupoids

over the probability spaces (Xn, µn), let L be a natural number and for every n ∈
N let Σn be a (Φn, L)-ULB Gn-simplicial complex. For every i ∈ N consider the
ultraproduct Σ(i)

u as in Definition 2.38 with respect to the fundamental domains Din.
Then Σu := (Σ(i)

u )i is a (Φu, L)-ULB Gu-simplicial complex.

Proof. — By construction for every i ∈ N the fibred space Σ(i)
u is a Gu fibred space.

We have to show that Σ(i)
u is a measurable subset of Σ(0)

u ∗ i+1. . . ∗Σ(0)
u . For this, note

that if vu ∈ Σ(i)
u , then we have vu = [(v0

n, . . . , v
i
n)]u. There is a sequence gn ∈ Gn such

that `Φn(gn) is bounded and such that gnvkn ∈ B`Φ(L)D0
n for every k ∈ {0, . . . , i}

and u-a.e. n. So that for every k we have
[gn]u[vkn]u = [gnvkn]u ∈

[
B`Φn

(L)D0
n

]
u
⊂ Σ(0)

u

and hence
[gn]uvu ∈

[
B`Φn

(L)D0
n

]
u
∗ . . . ∗

[
B`Φn

(L)D0
n

]
u
⊂ Σ(0)

u ∗ i+1. . . ∗Σ(0)
u .

If for every i, n ∈ N we let Din be the fundamental domain as in the definition of
uniform local boundedness, then their ultraproducts Diu are fundamental domains of
Σ(i)

u which satisfy the required conditions and hence Σu is a (Φu, L)-ULB Gu-simplicial
complex. �
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Remark 5.7 (Benjamini–Schramm convergence). — Let (Gn,Φn)n be a sequence
of p.m.p. bounded size graphed groupoids over the probability spaces (Xn, µn). If
(Σn)n is a sequence of (Φn, L)-ULB Gn-simplicial complexes which is convergent in the
sense of Benjamini–Schramm, then all the ultraproducts Σ(i)

u , for any non-principal
ultrafilter u, have the same local statistics. I.e., the measure of each isomorphism
class of bounded simplicial complex rooted at the fundamental domain. This can
be taken as a definition for Benjamini–Schramm convergent sequence. Similarly
to Remark 3.21 this is independent of the marking (labels and orientation on the
graphings). The same holds for all their weakly-equivalent standard factors.

We want now to understand under which conditions Σu[xu] is k-connected in order
to apply Gaboriau’s theorem (Theorem 5.4). Let (G,Φ) be a graphed p.m.p. groupoid,
let Σ be a (Φ, L)-ULB G-simplicial complex and letDi ⊂ B`Φ(L)D0 ∗. . .∗B`Φ(L)D0 ⊂
Σ(i)
n be a fundamental domain. Let x ∈ X and let N ∈ N be a natural number. We

define Σ[x]|N to be the topological subspace of Σ[x] consisting of (the geometric
realization of) those simplices such that their `Φ,Di-length is less than N (for the
appropriate i). We say that x ∈ X is (N,M ; k)-connected if every homotopy sphere
of dimension less than k which is lying in Σ[x]|N is homotopic inside Σ[x]|M to a
point.

Proposition 5.8. — Let (Gn,Φn)n be a sequence of p.m.p. graphed groupoids
over the probability spaces (Xn, µn), let L ∈ N and for every n ∈ N let Σn be a
(Φn, L)-ULB G-simplicial complex. Let Σu be the (Φu, L)-ULB Gu-simplicial complex
constructed in Proposition 5.6. If for every ε > 0 and N ∈ N there exists M and
a sequence of measurable subsets An ⊂ Xn such that for any x ∈ An we have that
Σn[x] is (N,M ; k)-connected and limu µ(An) > 1 − ε, then Σu[x] is almost surely
k-connected.

We will call such a sequence of simplicial complexes asymptotically uniformly
k-connected.
Proof. — It is enough to observe that for everyM ∈ N and [xn]u ∈ Xu the sequence

(Σn[x]|M)n∈N is a sequence of uniformly finite simplicial complexes and hence it is
constant u-almost surely. �

5.2. Limits of `2 Betti numbers: uniformly bounded case

Theorem 5.9. — For every n ∈ N let (Gn,Φn) be a sofic graphed p.m.p. groupoid
over Xn, let Σn be a (Φn, L)-ULB Gn-simplicial complex for some fixed L ∈ N. Then

lim
u
β

(2)
i (Σn,Gn) = β

(2)
i (Σu,Gu) .

In particular if the sequence of Gn-simplicial complexes Σn is asymptotically uni-
formly k-connected, then for every i 6 k

lim
u
β

(2)
i (Σn,Gn) = β

(2)
i (Gu).
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When Xn is a finite set and Gn is the transitive equivalence relation on Xn, then
the quantity β

(2)
i (Σn,Gn) corresponds to the average of the usual Betti numbers

bi(Σn[x]) of the finite complexes Σn[x] for x ∈ Xn (see [BG04, Proposition 2.3]),

β
(2)
i (Σn,Gn) = 1

|Xn|
∑
x∈Xn

bi(Σn[x]).

As a corollary of Theorem 5.9 we obtain the following extension of the approxima-
tion theorems of Lück and Farber [Far98, Lüc94].

Corollary 5.10. — Let Γ be a countable group acting freely cocompactly on
a k-connected simplicial complex. Let (Γn)n be a (non necessarily nested) Farber
sequence of finite index subgroups (Definition (4.7)). Then for every i 6 k we have

lim
n→∞

bi(Γn)
[Γ : Γn] = β

(2)
i (Γ).

More generally, we obtain the following generalization of [BG04, Théorème 3.1]
for non nested, non Farber sequences:

Corollary 5.11. — Let (Γn)n be any sequence of finite index subgroups of
a finitely generated group Γ. Assume Γ acts freely cocompactly on the simplicial
complex Σ such that Γ\Σ is a simplicial complex. Let au : Γ y Xu be the ultraproduct
of the actions an : Γ y Γ/Γn and Nu := {(x, γ) ∈ Xu × Γ : γx = x} its maximal
totally isotropic subgroupoid.
Then for every i 6 k we have

lim
n∈ u

bi(Γn\Σ)
[Γ : Γn] = β

(2)
i (Nu\ (Xu × Σ) ,Ru) ,

where Ru = Gu/Nu is the p.m.p. equivalence relation of the ultraproduct action au
and Nu\ (Xu × Σ) is the Ru-simplicial complex defined in Example 2.25.

Proof of Corollary 5.11. — This is a simple application of Theorem 5.9: Set
(a) Xn = Γ/Γn,
(b) Gn the equivalence relation of an graphed using a finite generating set S ⊂ Γ,
(c) Nn := {(x, γ) ∈ Xn × Γ : γx = x} = ∐

x∈Xn Staban(x) the maximal totally
isotropic subgroupoid of the groupoid of an,

(d) Σn := Nn\ (Xn × Σ) = ∐
x∈Xn Staban(x)\Σ

and observe as in [BG04, Proposition 2.3] that

β
(2)
i (Σn,Gn) = 1

|Xn|
∑
x∈Xn

bi(Σn[x]) = bi(Γn\Σ)
[Γ : Γn] .

Then, choosing fundamental domains D0,D1 for the Γ-action on Σ(0) (resp. Σ(1)), ob-
serve that the ultraproduct Σu (Proposition 5.6) of the Σn with fundamental domains
the image Dεn of Xn×Dε (for ε = 0, 1) in Nn\ (Xn × Σ) is precisely Nu\(Xu× Σ). �
Proof of Corollary 5.10. — Under the assumption the sequence is Farber, the

ultraproduct action is essentially free. We thus recover in Corollary 5.11 the `2-Betti
number of the group by Theorem 5.4, for any non principal ultrafilter. �
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The proof of Theorem 5.9 relies on the following fundamental lemma, due to
Thom [Tho08] under the additional assumption that supn ‖xn‖ <∞.

Lemma 5.12. — Let (M, τ) be a finite von Neumann algebra and x ∈ M, let
xn ∈ Mkn(Z) such that x = x∗ and xn = x∗n for all n and assume that τ(P (x))
= limn

1
kn
Tr(P (xn)) for every polynomial P . Then

τ
(
χ{0}(x)

)
= lim

n

1
kn
Tr

(
χ{0}(xn)

)
.

Proof. — Denote by µn the spectral measure of xn and µ the spectral measure
of x. These are the compactly supported probability measures on R such that
τ(f(x)) =

∫
fdµ and 1

kn
Tr(f(xn)) =

∫
fdµn for every Borel function f on R. By

classical approximation considerations [Bil86, Theorem 30.2], the assumption that
τ(P (x)) = limn

1
kn
Tr(P (xn)) implies in particular that

∫
fdµ = limn

∫
fdµn for every

bounded continuous function on R. We want to replace f by the indicator function
of {0}, and for this it’s enough to prove that limε→ 0 supn µn([−ε, ε] \ {0}) = 0.
Consider the Borel function ϕ(t) = log |t| if t 6= 0 and ϕ(t) = 0 if t = 0. Then∫

ϕdµn = 1
kn

∑
λ 6= 0

log |λ| = 1
kn

log
∏
λ 6= 0
|λ|

 ,
where the sum and the product range over all the non zero eigenvalues of xn, counted
with multiplicity. The value ∏λ 6= 0 |λ| is one of the coefficients of the characteristic
polynomial of xn and hence it is an integer number. Therefore

∫
R ϕ(t)dµn(t) > 0.

Using the inequality ϕ(t) 6 (log ε)χ[−ε, ε] \ {0}(t) + t2, we obtain the inequality

0 6 (log ε)µn ([−ε, ε] \ {0}) + 1
kn
Tr

(
x2
n

)
.

This implies that limε→0 supn µn([−ε, ε] \ {0}) = 0 and concludes the proof. �

Note that, like in [Tho08], the same proof works to show that for every algebraic
integer θ,

τ
(
χ{θ}(x)

)
= lim

n

1
kn
Tr

(
χ{θ}(xn)

)
.

One just replaces the function ϕ(t) by log |P (t)| if P is a monic polynomial with
integer coefficients having θ as a root.
Let us say that a self-adjoint element x of a finite von Neumann algebra is

approximated by integer matrices if there is a sequence (xn)n as in the statement
of Lemma 5.12. For example, it follows from Definition 3.33 that if G is a sofic p.m.p.
groupoid, then every self-adjoint matrix whose entries are integer combinations of
elements in the full pseudogroup, seen as an element of Mk(L′(G)), is approximated
by integer matrices. By a diagonal argument, we deduce the following more general
statement.

Lemma 5.13. — Let (M, τ), and for every integer n, (Mn, τn) be finite von
Neumann algebras and x ∈ M, xn ∈ Mn such that x = x∗ and xn = x∗n for all
n and assume that τ(P (x)) = limn τn(P (xn)) for every polynomial P . Assume also
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that each xn is approximated by integer matrices in the sense above. Then

τ
(
χ{0}(x)

)
= lim

n
τn
(
χ{0}(xn)

)
.

And therefore, this holds with both limn replaced by limu.

Proof of Theorem 5.9. — We first deal with the particular case when Xn is a finite
set with the uniform probability measure, and Gn is an equivalence relation on Xn.
Let i > 0. For every n ∈ N consider the ith Laplacian ∆i, n : C(2)

i (Σn) → C
(2)
i (Σn).

Observe that ∆i,n restricted to each simplicial complex Σn[x] is a classical Laplacian
and therefore it can be expressed as a matrix with integer coefficients. The complex
dimension of its kernel equals the sum of the ith Betti number of Σn[x] for x ∈ Xn,
therefore

|Xn|−1 dimC (ker (∆i, n)) = β
(2)
i (Σn,Gn) .

By Lemma 2.39 and Lemma 2.40, we have that C(2)
i (Σu) embeds into the metric ul-

traproduct of the Hilbert spaces C(2)
i (Σn) and under this embedding the ith Laplacian

∆i,u corresponds to [∆i, n]u. Thus

τ1 (P (∆i, u)) = τ2 (P ([∆i, n]u)) = lim
u

1
|Xn|

Tr (P (∆i, n))

for every polynomial P , where τ1 is the trace on the commutant of L(Gu) acting
on C(2)

i (Σu) and τ2 is the trace on the commutant of [L(Gn)]u acting on [C(2)
i (Σn)]u.

Therefore we can use Lemma 5.12 to complete the proof. In the general case when
Gn is only assumed to be sofic, we proceed similarly. The Laplacian is a matrix
whose entries are integer combinations of elements in the full pseudogroup [[Gn]],
thus approximated by integer matrices. We then apply Lemma 5.13 instead of
Lemma 5.12. �

5.3. Limits of `2 Betti numbers: the general case

We will now try to understand what happens in Theorem 5.9 if we do not assume
that the sequence of complexes Σn is (Φn, L)-ULB. For doing so we will need to
recall some further notation from [Gab02].
Let G be a p.m.p. groupoid and let Σ1 ⊂ Σ2 be G-simplicial complexes. The inclu-

sion of complexes induces an inclusion of the chain complexes C(2)
∗ (Σ1) in C(2)

∗ (Σ2)
which induces a L(G)-module map H(2)

i (Σ1)→ H
(2)
i (Σ2). The von Neumann dimen-

sion over L(G) of the closure of the image of this map is denoted∇i(Σ1,Σ2). We recall
the following theorem, which follows from [Gab02, Proposition 3.9, Théorème 3.13]
for equivalence relations and [Tak15, Proposition 3.7].

Theorem 5.14 (Gaboriau). — Let G be a p.m.p. groupoid over a standard
probability space, let Σ be a G-simplicial complex which is a countable union of ULB
G-simplicial sub-complexes, Σ = ∪LΣL. Then the quantity

(5.2) lim
L

lim
L′ >L

∇i (ΣL,ΣL′)
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is independent from the choice of the (ΣL)L, and is denoted β(2)
i (Σ,G), the ith `2-Betti

number of Σ. It does not depend on Σ as long as Σ is i+ 1-connected, and coincides
with the ith Betti number of Γ when G comes from a p.m.p. action of Γ.

We will prove the following theorem.

Theorem 5.15. — For every n ∈ N let (Gn,Φn) be a finite (or more generally
sofic) graphed groupoid over Xn, let Σn be a Gn-simplicial complex and consider
(Φn, L)-ULB simplicial complexes Σn,L such that Σn = ∪L∈NΣn,L. Let us denote by
Σu, L the Gu-simplicial complex which is the ultraproduct of the sequence (Σn,L)n
and set Σu := ∪LΣu, L. Then for every i > 0 and L′ > L,

∇i (Σu, L,Σu, L′) = lim
u
∇i (Σn,L,Σn,L′) .

In particular,
β

(2)
i (Σu,Gu) = lim

L
lim
L′ >L

lim
u
∇i (Σn,L,Σn,L′) .

Remark 5.16. — Even if for every n ∈ N the simplicial complex Σn is k-connected
we can not deduce that Σu is k-connected. However if we assume that for all natural
number N and for almost every [xn]u ∈ Xu there exists L0 such that for all n in a
subset of u and L > L0 we have that Σn,L[xn]|N = Σn,L0 [xn]|N , then Proposition 5.8
will tell us that Σu is k-connected.

Corollary 5.17. — For every n ∈ N let (Gn,Φn) be a finite (or sofic) graphed
p.m.p. groupoid. Let Σn,L be the simplicial complex constructed in the Example 5.3.
Then

β
(2)
i (Gu) = lim

L
lim
L′ >L

lim
u
∇i (Σn,L,Σn,L′) .

Proof. — The corollary just follows from the fact that Σu, L is again the simplicial
complex constructed in the Example 5.3 and hence Σu = ∪LΣu, L is contractible. �
Let us now prove Theorem 5.15.

Lemma 5.18. — LetM be a von Neumann algebra with a finite faithful normal
trace τ . Let H be a HilbertM-module with finite von Neumann dimension and V,W
(not necessarily closed) subM-modules of H. Then

V ∩W = V ∩W.

Remark 5.19. — It is easy to see that the equality V ∩W = V ∩W is not true
for arbitrary subspaces of `2. Therefore, already forM = C, the lemma is not true
for Hilbert modules H of infinite dimension.

Proof. — Denote byM′ the commutant ofM in B(H). Since the module H has
finite dimension alsoM′ carries a finite normal faithful trace, denoted τ ′. Write V
as the union of an increasing net of Hilbert modules Vn. Let pn ∈ MN(M′) be the
orthogonal projection on Vn and set p := limn pn, the projection on V . We can do
the same for W to obtain Wn, qn and q. The orthogonal projection on V ∩W is
p ∧ q. Similarly, since V ∩W is the closure of the increasing net of closed modules
Vn ∩Wn, the orthogonal projection on it is limn pn ∧ qn. So we have to prove the
equality p ∧ q = limn pn ∧ qn.
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By [Tak02, Proposition V.1.6] τ ′(p ∧ q) = τ ′(p+ q − p ∨ q) and same for pn, qn, so
we have

τ ′ (p ∧ q − pn ∧ qn) = τ ′(p− pn) + τ ′(q − qn)− τ ′ (p ∨ q − pn ∨ qn) .
Both terms τ ′(p − pn) and τ ′(q − qn) go to zero, whereas τ ′(p ∨ q − pn ∨ qn) > 0,
so we get lim supn τ ′(p ∧ q − pn ∧ qn) 6 0. On the other hand pn ∧ qn 6 p ∧ q and
therefore we obtain that p ∧ q = limn pn ∧ qn as required. �
It is important for us that we have formulas in terms of “dimensions of kernels”

for applying again Lemma 5.12.
Lemma 5.20. — Let Σ ⊂ Σ′ be two uniformly locally bounded G-simplicial

complexes, with associated boundary maps ∂′i : C
(2)
i (Σ′)→ C

(2)
i−1(Σ′) and ∂i : C(2)

i (Σ)
→ C

(2)
i−1(Σ), and denote by pi the orthogonal projection onto C(2)

i (Σ) ⊂ C
(2)
i (Σ′).

Then
∇i (Σ,Σ′) = dim (ker ∂i) + dim

(
ker ∂′i+1

)
− dim

(
ker

(
(1− pi) ∂′i+1

))
,

where dim stands for the von Neumann dimension over L(G).
Proof. — Let V denote the Hilbert L(G)-module ker((1−pi)∂′i+1) and observe that

if f ∈ V , then ∂′i+1f = pi∂
′
i+1f and hence

∂i∂
′
i+1f = ∂ipi∂

′
i+1f = ∂′ipi∂

′
i+1f = ∂′i∂

′
i+1f = 0,

since ∂i and ∂′i coincide on the subspace generated by the image of pi. Let κ : ker ∂i
→ H

(2)
i (Σ′) be the quotient map by Im ∂′i+1∩ker ∂i. Consider the sequence of Hilbert

L(R)-modules
0→ ker ∂′i+1

ι−→ V
∂′i+1−−→ ker ∂i κ−→ W → 0,

where ι is just the inclusion. We claim that it is weakly exact. The only point which
deserves a justification is that the closure of the image of ∂′i+1, namely Im ∂′i+1 ∩ ker ∂i
agrees with the kernel of κ, that is Im ∂′i+1 ∩ ker ∂i which we already established in
the previous lemma.
The lemma follows by the additivity of the von Neumann dimension. �
Proof of Theorem 5.15. — Let us denote by ∂in, L the boundary map from

C
(2)
i (Σn,L) to C(2)

i−1 (Σn,L) .
Since ∂in, L restricted to every orbit Σn,L[x] is a classical boundary operator it can be
expressed as a matrix with integer coefficients (with coefficients in [[Gn]] if Gn is only
assumed to be sofic). By Lemma 2.39 and Lemma 2.40 we have that ∂iu, L = [∂in, L]u
is the boundary map from

C
(2)
i (Σu, L) to C(2)

i−1(Σu, L).
We also clearly have that [(∂in, L)∗∂in, L]u = (∂iu, L)∗∂iu, L and therefore we can conclude
from Lemma 5.12 (or Lemma 5.13) that

dim ker
(
∂iu, L

)
= lim

n
dim ker

(
∂in, L

)
.

Using a similar argument to all the operators involved in the expression of ∇i(Σ,Σ′)
in Lemma 5.20 one obtains the desired formula. �
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Remark 5.21 (`2-Betti numbers for random unimodular ULB rooted simplicial
complex). — If Θ is random unimodular ULB rooted simplicial complex with distri-
bution ν, we consider the Laplace operator ∆d,Θ on the space C(2)

d (Θ) of L2-chains
for each dimension d and the orthogonal projection pd,Θ : C(2)

d (Θ)→ ker ∆d,Θ. We
consider

1
d+ 1

∑
σ∼ ρΘ

〈pd,Θ(1σ),1σ〉 = 1
d+ 1

∑
σ∼ ρΘ

‖pd,Θ(1σ)‖2

where the sum is extended to all d-cells σ that are adjacent to the root ρΘ and
integrate this quantity with respect to ν

(5.3) β
(2)
d (ν) :=

∫ 1
d+ 1

∑
σ∼ρΘ

〈pd,Θ(1σ),1σ〉 dν(Θ).

Compare [Sch20]. See also [Ele10a]. If for instance ν is the Dirac measure at the
Cayley complex of some finitely presented group, one recovers the first `2-Betti
number of the group as β(2)

1 (ν). Compare with the formulas from [Gab05b].
If for instance G is a p.m.p. groupoid on (X,µ) and Σ is a ULB G-simplicial

complex, then pushing forward the measure µ by the map π : x 7→ Σx defines a
random unimodular ULB rooted simplicial complex π∗µ and the change of variable
formula immediately gives:

β
(2)
d (Σ,G) = β

(2)
d (π∗µ) .

Just like p.m.p. groupoids admit `2-Betti numbers when they act on G-simplicial
complexes, but they also admits their own `2-Betti numbers, there is also an absolute
version of `2-Betti numbers for random unimodular ULB rooted simplicial complexes.
They are defined by taking the L-Rips complexes RL(Θ) of the random complex
Θ, the closure ∇d(RL(Θ), RL′(Θ)) of the image of the map (induced by inclusion)
between the kernels of the Laplace operators for the various values of L and the
absolute `2-Betti numbers:

(5.4) β̂
(2)
d (ν) := lim

L
lim
L′ >L

∇d

(
RL(Θ), RL′(Θ)

)
.

If the random complex Θ is for instance k-connected almost surely, then β̂(2)
d (ν) =

β
(2)
d (ν) for all d 6 k. When θ is produced as above by a ULB G-simplicial complex,

then
β

(2)
d (G) = ̂

β
(2)
d (π∗µ).

In particular, if (G,Φ) and (H,Ψ) are two finite size graphed p.m.p. groupoids that
produce the same random unimodular (unlabelled) network, then for every d:

β
(2)
d (G) = β

(2)
d (H).
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