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1 Introduction

This paper deals with the interaction of the following two standard constructions in
knot theory.

Braids and Closed braids [4, 12]

In the plane R2, we consider the sequence of points x0
i = (i, 0) (for i = 1, 2, . . .)

and we denote by D2(r) the disc of radius r, centered at the origin. In the space Xn

of n-tuples of distinct points of D2(n + 1/2), we consider the equivalence relation
that identifies two n-tuples if one is obtained from the other by a permutation of
the indices. We denote by X̃n the quotient space and by πn : Xn → X̃n the natural
projection. The fundamental group of X̃n, based at πn(x0

1, x
0
2, . . . , x

0
n), is called the

n-th Artin braid group and is denoted by Bn; its elements are called braids. Any
braid γ in Bn is represented by a path t ∈ [0, 1] 7→ (xt

1, x
t
2, . . . , x

t
n) ∈ Xn i.e. by a

system of n disjoint arcs t 7→ (t, xt
i) in the cylinder [0, 1] × D2(n + 1/2), such that

πn(x1
1, x

1
2, . . . , x

1
n) = πn(x0

1, x
0
2, . . . , x

0
n).

The identification (x, 0) ≈ (x, 1) for all x in D2(n+1/2) produces a finite collection
of simple closed oriented curves in the solid torus R/Z × D2(n + 1/2), images of
the arcs t 7→ (t, xt

i). The usual embedding of the solid torus in 3-space R3 and the
compactification of R3 with a point at infinity, allow us to associate with any braid
γ an oriented link i.e. a collection of disjoint embeddings of an oriented circle in
the 3-sphere S3, called the closed braid associated with γ, and denoted by γ̂ (see
Figure 1).
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Figure 1: Closure of a braid

Signature of links [7, 11]

Let λ ⊂ S3 be an oriented link in S3 and let us choose a Seifert surface: an
oriented surface Sλ embedded in S3 whose oriented boundary is λ. The first ho-
mology group H1(Sλ;Z) is equipped with a bilinear Seifert form B in the following
way. If x and y are two oriented closed curves on Sλ, one defines B(x, y) as the
linking number of x with a curve y? obtained from y by pushing y a little away from
Sλ along the positive direction transverse to Sλ. Clearly B(x, y) only depends on
the homology classes of x and y on Sλ. Turning B into a symmetric bilinear form
B̃(x, y) = B(x, y) + B(y, x) and tensoring by R, we get a symmetric bilinear form
on the vector space H1(Sλ;R). It turns out that the signature of this symmetric
form is independent of the choice of the Seifert surface: it is the signature of the
oriented link λ, denoted sign(λ) ∈ Z. For definiteness, we recall that the signature
of a quadratic form is the number of + signs minus the number of − signs in an
orthogonal basis.

The notion of signature of an oriented link can be generalized as follows. Ten-
soring by C, we get a bilinear form on the vector space H1(Sλ;C). Consider a
complex number ω 6= 1 (usually chosen as a root of unity) and the hermitian
form B̃ω(x, y) = (1 − ω)B(x, y) + (1 − ω)B(y, x). The signature of this hermitian
form is again independent of the choice of the Seifert surface: it is the ω-signature,
signω(λ) ∈ Z, of the oriented link λ. In the case ω = −1, we recover the signature
of the oriented link.

There is a natural sequence of embeddings of the braid groups B1 ⊂ B2 ⊂ . . . ⊂
Bn ⊂ . . .. The embedding in of Bn in Bn+1 amounts to adding an additional
“trivial” strand (see Figure 2). The union of this infinite chain of groups is the
infinite braid group B∞. Note that signω(α) = signω(in(α)) since a Seifert surface

for în(α) is obtained from a Seifert surface for α̂ by adding a disjoint disc. Therefore,
the function signω(α̂) is well defined on B∞.

Combining these constructions, for each ω, we get a map from B∞ to Z which
associates with a braid γ the signature signω(γ̂). We are now in a position to raise
the question:
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Given two braids α and β in the braid group B∞ and a root of unity ω, what can be
said about the quantity:

signω(α̂ · β) − signω(α̂) − signω(β̂)?

In this paper we give an explicit answer to this question. Before giving a precise
statement we need to recall another construction which again is standard in low
dimensional topology.

Figure 2: Adding a trivial strand

α ∈ B3 i3(α) ∈ B4

The Burau representation and the Meyer Cocycle

Burau defined an explicit linear representation of Bn in GL(n−1,Z[t, t−1]), where
t denotes some indeterminate. These representations combine to a representation of
B∞ in the ascending union GL(∞,Z[t, t−1]) of the GL(n− 1,Z[t, t−1]).

If one specializes t as a complex number ω, we get a linear representation Bω in
GL(∞,C). In [13], Squier shows that if ω is a complex number of modulus 1, the
image of Bω is contained in the unitary group of some non degenerate hermitian
form. Since the imaginary part of such a hermitian form is a symplectic form, the
Burau representation provides symplectic representations:

Bω : B∞ → Sp(∞,R)

where we denote by Sp(∞,R) the ascending union of the symplectic groups Sp(2g,R)
(consisting of the symplectic automorphisms γ of R∞ which are the identity on all
vectors of the canonical basis of R∞ except for a finite number of them).

In Section 2, we shall give more information concerning this Burau-Squier repre-
sentation. We shall give explicit formulas for the symplectic form and a topological
interpretation which (hopefully) will shed some light on the symplectic nature of
the Burau representation, originally introduced by Squier in purely algebraic terms.

The symplectic group Sp(2g,R) is not simply connected; its universal cover
S̃p(2g,R) defines a central extension

0 → Z → S̃p(2g,R) → Sp(2g,R) → 1.
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This determines a cohomology class in H2(Sp(2g,R);Z), called the Maslov class.
It turns out that 4 times the Maslov class can be represented explicitly by an in-
tegral valued Meyer cocycle which is invariant by conjugation. We shall give more
motivation and background for this cocycle in Subsection 3.2 but for the time being
we only mention the following “computational” definition (see [9]):

Let γ1 and γ2 be two elements in Sp(2g,R) and denote by Eγ1,γ2 the intersection
of the images of γ−1

1 − id and γ2 − id. If e belongs to Eγ1,γ2 , choose two vectors v1

and v2 such that
e = γ−1

1 (v1) − v1 = v2 − γ2(v2)

and define
qγ1,γ2(e) = Ω(v1 + v2, e)

where Ω denotes the standard symplectic form on R2g. One checks easily that
qγ1,γ2(e) is independent of the choices of v1 and v2 and defines a quadratic form
on Eγ1,γ2 . By definition, the evaluation of the Meyer cocycle on the pair (γ1, γ2),
denoted Meyer(γ1, γ2), is the signature of this quadratic form. Observe that the
Meyer cocycle can be coherently defined for elements in Sp(∞,R). In other words, if
γ1 and γ2 are two elements in Sp(2g,R) seen as elements γ′1 and γ′2 of Sp(2g+2,R),
the values of Meyer(γ1, γ2) and Meyer(γ′1, γ

′
2) coincide.

We hope that this mysterious definition will become crystal clear in Section 3.2.

We now state the main result of this paper:

Theorem A: Let α and β two braids in B∞ and ω 6= 1 a root of unity. Then:

signω(α̂ · β) − signω(α̂) − signω(β̂) = −Meyer(Bω(α),Bω(β)).

Remark 1: Since the Meyer cocycle evaluated on Sp(2g,R) is the signature of a
quadratic form on a vector space with dimension smaller that 2g, it follows easily
from the definition of the Burau-Squier representation that, for any positive integer
n, and any pair of braids α and β in Bn, we have:

|signω(α̂ · β) − signω(α̂) − signω(β̂)| ≤ 2n.

Thus, for any positive integer n, the map α ∈ Bn 7→ signω(β̂) ∈ R is a quasimor-
phism. A direct proof of this result can be found in [5] where the authors use this
property to construct non trivial quasimorphisms on the group of area preserving
diffeomorphisms of the 2-sphere.

Remark 2: The Artin braid group Bn has a standard presentation in terms of
generators σ1, σ2,. . . , σn−1 and relations:

σi · σj = σj · σi,
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σi · σi+1 · σi = σi+1 · σi · σi+1;

for all i, j in {1, . . . , n− 1} satisfying |i− j| ≥ 2. See for instance [11].

The closed braids σ̂i are trivial links. Given a braid β in Bn which reads β =
σi1 · · ·σil , we have:

signω(β̂) = −
j=l∑

j=2

Meyer(Bω(σi1 · · ·σil−1
),Bω(σil)).

This last formula is actually very easy to use for numerical computations since the
matrices Bω(σil) are sparse (as we shall see in Section 2).

Figure 3: The braid σi

t = 0 t = 1

1
2
i

i+ 1

n

Remark 3: As a trivial illustration of Theorem A, consider the case n = 2. The
image of B−1(B2) is contained in Sp(2,R) = SL(2,R) and it is not difficult to

see that, up to conjugacy, B−1(σ1) is the matrix

(
1 0
−1 1

)
. Evaluating the Meyer

cocycle on 2 × 2 unipotent matrices is very easy so that one can compute sign(σl
1)

using the method explained in Remark 2. The reader will find immediately the value
1 − l for l ≥ 1. Of course, one can also compute this signature using an explicit
Seifert surface for this elementary braid (see [11]).

Section 3 is devoted to the proof of Theorem A. This proof will be a visual com-
putation (following an expression borrowed from [14]). First, we interpret both the
signature of an oriented link and the evaluation of the Meyer cocycle as the signa-
tures of the intersection forms of some 4-manifolds (subsections 3.1 and 3.2). Then,
in 3.3 we construct an oriented compact connected 4-manifold M4

2 (α, β) which is a
2-fold branched cover of S2 ×D2 where S2 is the oriented surface with genus 2 and
the branching locus is a suitable closed surface. We shall compute the signature
σ(M4

2 (α, β)) of the intersection form on M4
2 (α, β) in two different ways; these com-

putations will give us the equality stated in Theorem A in the case ω = −1. The
proof of Theorem A in the case of a general root of unity is given in 3.4: it is an
elaboration of the previous proof in a setting which is equivariant under some finite
cyclic group.
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In Sections 4 and 5, we give two simple applications of these results.

The first is an explicit computation of the signature on the braid group with
three strands B3. Denote by lk3 : B3 → Z the (linking) homomorphism mapping
each generator to 1. Recall that the center of B3 is generated by the element ∆2

3 =
(σ1 ·σ2 ·σ1)

2 and that the quotient of B3 by the group generated by ∆4
3 is isomorphic

to SL(2,Z). In [1], Atiyah defines many functions from SL(2,Z) to Z of different
origins (topological, analytical, and number theoretical) and proves that they all
essentially coincide. We refer to [3] for another approach to this coincidence. One of
the versions of these functions on SL(2,Z) is called in [3] the Rademacher function
(we recall a definition in Section 4.2). The following theorem adds a new element
to this long list of (identical!) functions on SL(2,Z)... It has been announced (and
used!) in an earlier paper of the authors [5].

Theorem B: The function sign + 2
3
lk3 descends to a function on SL(2,Z) which

coincides with −1/3 times the Rademacher function.

Finally, we show how this knowledge of signatures gives some information con-
cerning the rough geometry of the gordian distance. Denote by Knots the set of
(isotopy classes of) knots in 3-space. There is a natural distance dgordian on Knots
that we now define. Given two knots f0, f1 : S1 ↪→ R3, one considers homotopies
(ft)t∈[0,1] : S1

# R3 which connect the two knots and are such that for each t ∈ [0, 1],
the curve ft is an immersion which has at most one double point, this double point
being generic (the two local arcs that intersect have distinct tangents at the inter-
section). Denote by D((ft)t∈[0,1]) the total number of double points of this family of
curves. The gordian distance between the two knots f0 and f1 is the minimum of
D((ft)t∈[0,1]) for all such homotopies connecting the knots.

The global geometry of this (discrete) metric space is quite intriguing and prob-
ably very intricate. Note for instance that this space is not locally finite (an infinite
number of knots can be made trivial by allowing one crossing as the reader will
check on the examples given on Figure 4, which can be easily distinguished by their
Alexander polynomials). As a first approach, we propose to study the coarse geom-
etry of this metric space, i.e. up to quasi-isometries. Based on the observation that
the signatures give lower bounds for the gordian distance (see [15]) we prove that the
gordian metric space contains “quasi-euclidean subspaces” of arbitrary dimensions.

Theorem C: For every integer d ≥ 1, there is a map ξ : Zd → Knots which is a
quasi-isometry onto its image, i.e. such that the gordian distance between ξ(x) and
ξ(y) satisfies

A||x− y|| −B ≤ dgordian(ξ(x), ξ(y)) ≤ C||x− y||
for some constants A,B,C > 0 and some norm ||.|| in Rd.
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Figure 4: Knots at distance 1 from the trivial knot

It would be interesting to find quasi-isometric embeddings of other nice metric
spaces, like for instance an infinite regular tree. Another puzzling question concern-
ing this space is to know whether or not it admits non trivial global quasi-isometries,
i.e. bijections of Knots which quasi-preserve the gordian distance without being at
a bounded distance from the identity (or from the involutions reversing orientations
of the knot, of ambient space, or both). We could also ask for the space of “ends”:
connect two points in Knots by an edge if their gordian distance is 1 and consider
unbounded connected components of the complements of large balls in this graph.

All along this paper, we shall say that the orientation of an oriented manifold M
is compatible with the orientation of one of its boundary components N if a positive
basis of the tangent space to N followed with a normal vector to N pointing inward
M is a positive basis of the tangent space to M . Several other conventions are in
order in this paper and we hope that we used them consistently!

We would like to thank the referee for his/her constructive comments which
helped us to improve the presentation of this paper.
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2 The Burau-Squier representation

Most of this section is probably well known to experts and is included here for the
convenience of the reader and because it is necessary for the sequel of this paper.
We would like to interpret the classical Burau representation in terms of the action
of the braid groups on the homology of some branched covers of the disc. This will
also provide explicit formulas for all these representations. We shall partly follow a
presentation of Kolev [8].

2.1 The Burau representation

Consider the homomorphism φn from the fundamental group of the punctured disc
D2 \ {x0

1, . . . , x
0
n} to Z which maps every (conjugacy class of) small positive simple

loop around each base point x0
i to the generator 1 in Z. The kernel of this ho-

momorphism defines an infinite cyclic covering D∞
n of D2 \ {x0

1, . . . , x
0
n}. Figure 5

illustrates this covering for n = 3 and shows the graph of z 7→ arg(z3 − 1).

Figure 5: Covering of the punctured disc

A standard result by Birman [4] states that the Artin braid group Bn is isomorphic
to the group of isotopy classes of homeomorphisms of the disc D2(n+ 1/2) that fix
the boundary ∂D2(n+ 1/2) pointwise and leave globally invariant the set of points
{x0

1, . . . , x
0
n}. Thus, each braid β in Bn can be represented by some homeomorphism

hβ of D2(n + 1/2). We choose the lift h̃β of hβ to D∞
n that leaves the boundary

pointwise fixed. Clearly this lift is not uniquely defined by β but its homotopy
class is. In particular, the map (h̃β)? induced by h̃β on the first homology group of
D∞

n is determined by β. Note that the braid α · β consists of α followed by β so
that we get a linear anti -representation (rather than a representation) of Bn in the
group of automorphisms of H1(D

∞
n ;R). If we consider the dual action on the first

cohomology with compact support, we get a linear representation of Bn.
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In order to produce an explicit formula for this representation, we choose a base
point z in D2 \ {x0

1, . . . , x
0
n} and embed a wedge Rn of n circles based at z, made of

n positive simple loops e1, . . . , en going once around x0
1, . . . , x

0
n respectively. Choose

some lift z̃ of z in D∞
n and denote by ẽ1, . . . , ẽn the paths lifting e1, . . . , en and

starting from z̃. The inverse image of Rn in D∞
n is a 1-complex R̃∞

n and we denote
by C̃∞

n the module of integral 1-chains on R̃∞
n , which can be seen as a Z[t, t−1]-

module, using the deck transformations. This is a free module on ẽ1, . . . , ẽn. The
sub-module Z̃∞

n of 1-cycles consists of those chains in R̃∞
n such that the sum of

the coordinates in this basis is zero. Therefore, Z̃∞
n is the free module on v1 =

ẽ1 − ẽ2; v2 = ẽ2 − ẽ3; . . . ; vn−1 = ẽn−1 − ẽn.

Figure 6: The complex Rn and its cover

z

z̃

tz̃

e1

ẽ1

tẽ1

The action of any braid in Bn on the first homology of D∞
n commutes with the

action of deck transformations. This homology is isomorphic to Z̃∞ as a Z[t, t−1]-
module. By definition, the dual action on cohomology with compact support, in the
dual basis, is the (reduced) Burau representation Bt. In the standard presentation
of Bn, the images of the generators σi are the matrices

Bt(σ1) =




−t−1 0 0 . . . 0
t−1 1 0 . . . 0
0 0 1 0
...

...
. . .

0 0 0 . . . 1




Bt(σn−1) =




1 0 0 0
. . .

...
...

0 . . . 1 0 0
0 0 0 1 1
0 0 0 0 −t−1




Bt(σi) =




1 . . . 0 0 0 . . . 0
. . .

...
0 1 1 0 0
0 0 −t−1 0 0
0 0 t−1 1 0
...

. . .
...

0 . . . 0 0 0 . . . 1




(for 2 ≤ i ≤ n− 2, where the diagonal −t−1 is in position (i, i)).

We also denote by Bt the corresponding linear representation of B∞ in the as-
cending union GL(∞,Z[t, t−1]) of the GL(n− 1,Z[t, t−1]).
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Remark 1 : The convention about the choice of the generators of the braid group
is not uniform in the literature. Many authors use the generators σ′

i = σ−1
i . This

remark will help the reader to convince himself or herself that the above Burau
representation is indeed the Burau representation given in [13].

Remark 2 : The matrices that one gets using the action in homology are obviously
transposed of the previous ones. When referring to these matrices, we will speak
about the Burau anti-representation and transposed Burau matrices.

2.2 Branched covers of the disc

The 2-fold cover of the disc D2(n + 1/2) branched at the points x0
1, . . . , x

0
n is an

oriented surface with genus (n− 1)/2 (resp. n/2− 1) and one (resp. two) boundary
component(s) when n is odd (resp. even). We denote this surface by Fn,2. All
the surfaces Fn,2 can be naturally nested and we denote by F∞,2 the union of these
compact surfaces with boundary. See Figure 7.

Figure 7: The surface F∞,2 ramified over the plane

D2(1.5)
D2(2.5)

F1,2

F2,2

F∞,2

The cohomology group H1(Fn,2, ∂Fn,2;R) is a vector space of dimension n − 1
which embeds in the cohomology group H1

c (F∞,2;R) ' R∞ with compact support.

Each braid β in Bn can be represented by some homeomorphism hβ of D2(n+1/2).
We choose the lift h̃β of hβ to Fn,2 that leaves the boundary component(s) of Fn,2

pointwise fixed. Clearly the homotopy class of this lift is uniquely determined.
In particular, the map h̃?

β induced by h̃β on the first relative cohomology group
H1(Fn,2, ∂Fn,2;R) is determined by β and produces a representation of Bn as a
group of automorphisms of H1(Fn,2, ∂Fn,2;R).
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In the next subsection, we shall prove the following proposition which gives a
topological interpretation of the Burau representation Bt evaluated at t = −1 (which
is seen as a representation B−1 from Bn in GL(n− 1,R)).

Proposition 2.1 There is an isomorphism between H1(Fn,2, ∂Fn,2;R) and Rn−1

which conjugates the representations of the braid group Bn given by h̃?
β and by B−1.

Similarly, one can interpret the Burau representation evaluated at roots of unity.
We fix some integer k ≥ 3.

Denote by Fn,k the cyclic cover of order k of D2 branched over the base points
x0

1, . . . , x
0
n. To be more precise, consider the homomorphism from the fundamental

group of D2 \ {x0
1, . . . , x

0
n} to Z/kZ which maps every (conjugacy class of) small

positive simple loop around each base point x0
i to the generator 1 in Z/kZ. The

kernel of this homomorphism defines a regular k-fold cover over D2 \ {x0
1, . . . , x

0
n}

which in turn defines a branched cover Fn,k over the disc. The surface Fn,k has
gcd(n, k) components in its boundary. The braid group Bn acts linearly on the
cohomology group H1(Fn,k, ∂Fn,k;R). Note that there is a natural action of Z/kZ
on Fn,k and the induced action on H1(Fn,k, ∂Fn,k;R) commutes with this linear
representation of Bn. The surfaces Fn,k for a fixed k are naturally nested and
we denote by F∞,k the union of these compact surfaces. As before, these linear
representations can be unified in a linear representation of B∞ on H1

c (F∞,k;R) '
R∞.

Any complex vector space E equipped with a linear representation of Z/kZ can
be decomposed in eigenspaces E =

⊕
ωk=1Eω in such a way that 1 ∈ Z/kZ acts

on Eω by multiplication by ω. This decomposition is invariant under any complex
linear map commuting with the Z/kZ action. If the vector space E is a real vector
space, this applies to the complexification E ⊗C and eigenspaces corresponding to
conjugate eigenvalues are conjugate subspaces. This gives an invariant “eigenspace
decomposition” of E as a sum of real vector spaces Eω where Eω = Eω. The action
of the generator 1 ∈ Z/kZ on Eω is a linear map which is id if ω = 1, −id if ω = −1,
and is conjugate to a matrix consisting of 2×2 diagonal blocks, each being a rotation
by the argument of ω otherwise.

Applying these remarks to the vector space H1(Fn,k, ∂Fn,k;R) we get subspaces
H1(Fn,k, ∂Fn,k;R)ω equipped with linear actions of the braid group Bn. We can now
state the topological interpretation of Bω acting in Cn−1 that we prove in the next
subsection.

Proposition 2.2 There is an isomorphism betweenH1(Fn,k, ∂Fn,k;R)ω and R2n−2 '
Cn−1 which conjugates the representations of the braid group Bn given by h̃?

β and by
Bω.
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2.3 The Squier representation

We first prove propositions 2.1 and 2.2. One can compute the homology of the
k-fold (unramified) cover Dk

n of D2 \ {x0
1, . . . , x

0
n} associated to the reduction of the

homomorphism φn modulo k. Denote by C̃k
n the module of 1-chains on the inverse

image R̃k
n of Rn in Dk

n. This can be seen as a free Z[t, t−1]/(tk − 1)-module on
ẽk
1, . . . , ẽ

k
n (where the ẽk

i denote the lifts of ei to Dk
n starting from a base point z̃).

The sub-module Z̃k
n of 1-cycles consists of those chains in R̃k

n such that the sum of
the coordinates in this basis is a constant multiple of (1 + t+ . . .+ tk−1). Therefore,
Z̃k

n is the sum of a free module on vk
1 = ẽk

1 − ẽk
2; v

k
2 = ẽk

2 − ẽk
3; . . . ; v

k
n−1 = ẽk

n−1 − ẽk
n

and the module generated by (1 + t + . . . + tk−1)(ẽk
1) (on which the action of t is

trivial).

From the knowledge of the homology of the cover Dk
n, one deduces the homology

of the branched cover Fn,k over D2. It is enough to add the additional relation
1+ t+ . . .+ tk−1 = 0 which is clear: the k-th power of the loops ei lift to loops which
bound discs in Fn,k. It follows that the homology of Fn,k is isomorphic to the free
Z[t, t−1]/(1+t+ . . .+tk−1)-module on vk

1 = ẽk
1− ẽk

2 ; v
k
2 = ẽk

2− ẽk
3; . . . ; v

k
n−1 = ẽk

n−1− ẽk
n

(where we also denote by ẽk
i the lifts of the ei in Fn,k). This homology, as a Z-module,

is a free module of rank (k− 1)(n− 1), isomorphic to Zn−1 ⊗ (Z[t, t−1]/(1+ t+ . . .+
tk−1)). The action of the braid group Bn is given by the Burau anti-representation
where one adds the relation 1 + t+ . . .+ tk−1 = 0. The action of Z/kZ is of course
given by multiplication by t. If one tensors this by C, it is easy to compute the
eigenspace decomposition. The eigenspace corresponding to ω = 1 is trivial and the
eigenspace corresponding to the root of unity ω 6= 1 has dimension n − 1 and is
generated by

wk
i = (1 + ωt+ ω2t2 + . . .+ ωk−1tk−1).vk

i (i = 1, ..., n− 1).

The action of the braid group on each of these eigenspaces, when written in the
basis wk

i , is precisely given by substituting ω to t in the Burau anti-representation
to produce a (n− 1) × (n− 1) complex matrix.

From all these considerations, it is easy to find the subspace associated to the
eigenvalue ω in the real homology groupH1(Fn,k;R) and the corresponding action of
the braid group. If ω is not real (i.e. 6= ±1), then it is isomorphic to Cn−1 ' R2(n−1),
as a real vector space, and the action of Bn is given by the transposed Burau matrices
evaluated at ω, seen as real (2n−2)×(2n−2) matrices. When ω = −1 the associated
subspace in H1(Fn,k;R) is isomorphic to Rn−1 and the action of Bn is given by the
Burau matrices evaluated at −1. Finally, the eigenspace corresponding to +1 is
trivial.

This completes the proof of Propositions 2.1 and 2.2. 2.

The cohomology groups H1(Fn,2, ∂Fn,2;R) are equipped with the (skew sym-
metric) intersection form which is naturally preserved by the action of h̃?

β . This
intersection form is non degenerate on H1(Fn,2, ∂Fn,2;R) when n is odd, so that
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one can identify R∞ with the symplectic sum of an infinite number of copies of the
canonical symplectic R2 in such a way that H1(Fn,2, ∂Fn,2;R) coincides with the
sum of the first (n− 1)/2 copies when n is odd.

It follows from Proposition 2.1 that when n is odd, there is a symplectic structure
on Rn−1 which is invariant under the image of of Bn by B−1. In other words, the
representation B−1 has an image contained in a conjugate of the symplectic group
Sp(n − 1,R). In the same way, up to conjugacy, one can assume that B−1 maps
B∞ into Sp(∞,R).

Consider now the case of a general root of unity ω of order k ≥ 3. Again, the
intersection form gives a symplectic structure on H1

c (F∞,k;R). Note that when
gcd(k, n) = 1 one can consider H1(Fn,k, ∂Fn,k;R) as a symplectic subspace of
H1

c (F∞,k;R) which is preserved by the action of Bn. The orthogonal complement of
this subspace is of course the cohomology with compact support of the complement
F∞,k \ Fn,k on which Bn acts trivially. In this way, we get a linear representation
of B∞ in the ascending union of the symplectic groups of H1(Fn,k, ∂Fn,k;R) for
gcd(n, k) = 1. Observe that the eigenspace decomposition of H1(Fn,k, ∂Fn,k;R)
is orthogonal with respect to the symplectic intersection form, so that we get in
this way linear representations of Bn in the group of symplectic automorphisms of
H1(Fn,k, ∂Fn,k;R)ω.

It follows from Proposition 2.2 that when gcd(k, n) = 1, one can equip R2(n−1)

with a symplectic structure which is invariant by Bω. Again, this means that, up to
conjugacy, we can assume that Bω maps B∞ in Sp(∞,R).

To be complete, one should write the formula giving the symplectic form on R2n−2

(or Rn−1 when ω = −1) coming from the intersection form via the isomorphisms
given by Propositions 2.1 and 2.2. Since everything is very explicit, it is just the
matter of a simple computation. Note that the intersection number of tj .vk

i and
tj .vk

i+1 (for 1 ≤ i ≤ n − 2 and 1 ≤ j ≤ k − 1) is equal to +1. The intersection
number of tj .vk

i and tj+1.vk
i is equal to +1 (j defined modulo k). Finally, the inter-

section number of tj.vk
i and tj+1.vk

i+1 is equal to −1 (j defined modulo k). All other
intersection numbers are trivial.

From this, one gets the intersection form in the basis given by the wk
i ’s. We shall

skip this boring computation (or leave it to the reader!). Let us just mention that
the result is coherent (as it should!) with the result of Squier [13] (see also [6]) that
we now summarize. This author adds a formal variable s with s2 = t so that the
ring Z[t, t−1] can be considered as a subring of Z[s, s−1] and considers the involution
of this ring sending s to s−1. He considers the transposed Burau matrices acting
on Z[s, s−1]n−1 and shows that they preserve the hermitian form Hs with values in
Z[s, s−1], given by the matrix




s+ s−1 −s−1 0
...

−s s+ s−1 −s−1 ...

0 −s s+ s−1 ...
. . . . . . . . . .



.

13



The determinant of Hs is equal to (sn − s−n)/(s− s−1). When one specializes t to
be a complex number of modulus 1 and one chooses s as one of the two square roots
of t, the corresponding hermitian form reduces to a usual hermitian form which is
invariant under the Burau matrices evaluated at t. Note that when s and t are
specialized to complex numbers of modulus 1, Hs is singular if and only if s is a
2n-th root of unity different from ±1. If cos (l+1)π

n
< <s < cos lπ

n
for 0 ≤ l ≤ n− 1,

the hermitian form Hs has signature n− 1 − 2l.

We have two natural skew-symmetric forms which are invariant by Bω : the one
coming from the intersection form in homology, and the imaginary part of Hs. The
boring computation that we skipped shows that these forms are proportional and
that the corresponding factor is 2ik(s− s) so that if one chooses s with a negative
imaginary part, these two forms are related by a positive constant. If gcd(n, k) = 1,
the surface Fn,k has only one boundary component and its intersection form is non
degenerate, i.e. is a symplectic form; this fits with the fact that in this situation ω
is not an n-th root of unity and Hs is non degenerate.

When the Burau representation is thought as a representation in the symplectic
group, we call it the Burau-Squier representation.

3 A visual computation

3.1 Signature of 4-manifolds

Recall that the signature σ(M) of an oriented compact 4-manifold is the signature
of the intersection form on the second homology group H2(M ;R). Note that this
intersection form can be degenerate if the boundary of M is not empty: a class in
H2(∂M ;R) maps in H2(M ;R) to an element of the kernel of this form.

The signature of an oriented link can be seen as the signature of a 4-manifold as
follows. Consider an oriented link λ ⊂ S3 and a Seifert surface Sλ embedded in S3

which can be considered as the boundary of the 4-dimensional ball D4. Let us push
the Seifert surface in D4 keeping its boundary fixed on S3 to get a surface S ′

λ which
intersects the boundary S3 only along its boundary. Consider the 2-fold cover V 4

2

of D4 branched along S ′
λ. It is a 4-dimensional manifold whose boundary ∂V 4

2 is a
2-fold cover over S3 branched along λ. It turns out (see for instance [7]) that:

sign(λ) = σ(V 4
2 ).

In the general case of a root of unity ω which is different from −1, we shall see in 3.4
that there is a similar interpretation of the ω-signature of an oriented link in terms
of signatures of 4-manifolds.

Remark : Ramified Z/kZ-cyclic coverings are omnipresent in this paper. Recall
that such a covering is completely determined by a ramification locus (which is a
codimension 2 submanifold) and a homomorphism from the fundamental group of its
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complement to Z/kZ. In the previous cases that we considered, the homomorphism
was implicit. In the case of the ramified 2-fold cover of the disc, it was the unique
homomorphism which is equal to 1 on small simple positive loops going once around
the x0

i ’s. In case of the 2-fold cover of S3 ramified on an oriented link, it was the
reduction modulo 2 of the linking number. In the case of the cover of D4 branched
along S ′

λ, it was also given by a linking number: a curve in the complement of S ′
λ

bounds a disc in D4 and one considers the reduction modulo 2 of the intersection
number of this disc with S ′

λ.

An important tool in our proof will be Novikov additivity theorem that we recall
briefly now (see for instance [7] for a proof):

Theorem 3.1 (Novikov) Let M be an oriented 4-manifold obtained by gluing two
4-manifolds M1 and M2 along some components of their boundaries. Then the sig-
nature is additive:

σ(M) = σ(M1) + σ(M2).

(The orientations on M1 and M2 are of course induced by the orientation on M .)

In the proof of Theorem A, we shall need a more general situation where one
glues manifolds with corners. Consider two oriented 4-manifolds M1 and M2 with
boundary. In the boundaries ∂M1, ∂M2, choose submanifolds, V1 and V2, of dimen-
sion 3, possibly with boundary, and assume that we are given some homeomorphism
h from V1 to V2 reversing the orientations. Then one can glue M1 and M2 along V1

and V2 using h. This produces a new oriented 4-manifold M with boundary.

=

Figure 8: Gluing manifolds with corners

∂M1 \ V1 ∂M2 \ V2

M1 M2

Σ

X̃

M

V1 = V2

The Novikov additivity theorem does not apply in this situation: however one can
write

σ(M) = σ(M1) + σ(M2) + δ

15



where the “defect” δ is not difficult to analyze. Denote by X the union of the
boundaries of M1 and M2 in M . It consists of three 3-manifolds with boundaries
having a common boundary: the closures of ∂M1 \ V1 and ∂M2 \ V2 (contained in
the boundary of M) and V1 (which is identified with V2 in M). One can describe M
as the union of three 4-manifolds with boundary: M1, M2, and X̃, where X̃ denotes
a regular neighborhood of X in M . If follows from Novikov additivity theorem
that δ is the signature of the oriented 4-manifold X̃ (see Figure 8). This means in
particular that the defect only depends on the topology of X, i.e. on the boundaries
of M1 and M2 and the gluing map. Let us make this defect more explicit.

Recall the notion of ternary Maslov index. Consider a real vector space E
equipped with a symplectic form Ω, and three lagrangian subspaces L1, L2, L3 (i.e.
maximal isotropic subspaces). In the direct sum L1

⊕
L2
⊕
L3 consider the sub-

space of triples (x1, x2, x3) whose sum is zero in E. On this subspace, one defines a
symmetric bilinear form f by

f((x1, x2, x3), (y1, y2, y3)) = Ω(x1, y3) = Ω(x2, y1) = Ω(x3, y2)

= Ω(y1, x3) = Ω(y2, x1) = Ω(y3, x2).

The Maslov index τ(L1, L2, L3) is by definition the signature of f (see for in-
stance [16] for a background). Note that this index is bounded by 3 dimL = 3

2
dimE

(the better bound 1
2
dimE is possible but this will be enough for our needs).

The index τ(L1, L2, L3) is a skew symmetric function of its three arguments and
is a cocycle in the sense that for any four lagrangian subspaces, one has

τ(L1, L2, L3) − τ(L1, L2, L4) + τ(L1, L3, L4) − τ(L2, L3, L4) = 0.

In our situation, X consists of three oriented 3-manifolds with a common bound-
ary surface Σ. The first homology group H1(Σ,R) is a symplectic vector space
(using intersection) as soon as one chooses an orientation on Σ: let us choose the
orientation that comes from the orientation of ∂M1 \ V1 (which in turn comes from
the orientation of M1). In the symplectic vector space H1(Σ,R), one has three nat-
ural lagrangian subspaces L1, L2, L3, corresponding to those homology classes in Σ
which are trivial when one maps them in the homology of ∂M1 \V1, ∂M2 \V2 and V1

(' V2) respectively (these subspaces are lagrangian as follows from Poincaré duality).
In [17], Wall proves that the defect δ is equal to the ternary Maslov index of these
three lagrangian subspaces. This follows from a simple application of Mayer-Vietoris
exact sequence which enables an identification of the intersection form in H2(X̃,R)
(modulo subspaces contained in the kernel) to the quadratic form f associated to
L1, L2, L3. We shall call this result the Novikov-Wall additivity theorem.

3.2 The Meyer cocycle

The Meyer cocycle evaluated on a pair of elements in Sp(2g,R) is also related to the
signature of 4-manifolds as follows. Let P be the oriented pair of pants (the oriented
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2-sphere minus three discs) and W 4 a 4-manifold which is an oriented fibration over
P whose fiber is a closed oriented surface F with genus g (the orientation on M is
induced by the orientations on P and F ).

It turns out that the signature of the oriented manifold W 4 only depends on the
monodromy maps on the first homology group H1(F ;R) of the surface F .

The intersection form on H1(F ;R) is a symplectic form which is invariant un-
der the action induced by homeomorphisms of F . Thus we can identify H1(F ;R)
(equipped with the intersection form) to R2g (equipped with the standard symplec-
tic form). This allows us to associate with each loop on the pair of pants P (based
at some base point in P ) an element in Sp(2g,R).

Figure 9: Pair of pants

P

τ1 τ2

The homology of W 4 can be computed from the associated spectral sequence.
Consider the E2

1,1 term of this spectral sequence, i.e. the first homology group
H1(P ;H1(F ;R)). The skew symmetric intersection on this homology

H1(P ;H1(F ;R)) ⊗H1(P ;H1(F ;R)) → H1(F ;R) ⊗H1(F ;R)

followed by the skew-symmetric intersection form on the coefficient module

H1(F ;R) ⊗H1(F ;R) → R

produces a real quadratic form q on H1(P ;H1(F ;R)). Meyer showed in [9] that the
signature of W 4 is equal to the signature of this quadratic form q, which amounts
to showing that the other terms in the spectral sequence do not contribute to the
signature of W 4. In turn, the signature of q can be easily computed from γ1 and γ2.
Meyer’s Theorem is the following:

Theorem 3.2 (Meyer) Let γ1 and γ2 be the two elements in Sp(2g,R) respectively
induced by the two generators τ1 and τ2 of the fundamental group π1(P ) (see Fig-
ure 9). The signature σ(W 4) of the oriented manifold W 4 is given by the evaluation
of the Meyer cocycle on the pair (γ1, γ2):

σ(W 4) = Meyer(γ1, γ2).

This fact is all we need for the proof of Theorem A and the reader might skip
the rest of this subsection. However, we believe that it is useful to give a more
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conceptual definition of Meyer cocycle and its relationship with the signatures of
fibrations over a pair of pants.

We first show that Meyer Theorem 3.2 follows from Novikov-Wall Theorem. If
one splits the pair of pants in two halves as in Figure 10, the manifold W appears
as the union of two 4-manifolds glued along part of their boundaries, as discussed
above. Each one of the two pieces has a signature equal to 0 since they are both
homeomorphic to the product of a 3-manifold by an interval.

One is therefore led to evaluate the defect δ in this situation. In this case,
the surface Σ consists of two copies of F and the three corresponding lagrangian
subspaces of H1(F ;R)⊕H1(F ;R) are the graphs of the identity, and of the actions
of the two given diffeomorphisms in homology. The definition of Maslov ternary
index δ reduces precisely to the definition of the Meyer cocycle that we gave in the
introduction and we get indeed Meyer theorem from Novikov-Wall theorem.

Figure 10: Splitting a pair of pants

W

F

F

We can at last give the final definition of Meyer cocycle.

Given a symplectic automorphism γ of some symplectic vector space (E,Ω), its
graph Graph(γ) = {(x, γ(x))} ⊂ E×E is a lagrangian subspace of E×E equipped
with the symplectic structure Ω ⊕−Ω. Hence, if we are given three symplectic au-
tomorphisms γ1, γ2, γ3, we can consider the Maslov ternary index meyer(γ1, γ2, γ3)
of (Graph(γ1), Graph(γ2), Graph(γ3)). This defines a 2-cocycle in the homogeneous
bar resolution since obviously meyer(γ1, γ2, γ3) = meyer(γγ1γ

′, γγ2γ
′, γγ3γ

′) for ev-
ery γ, γ′ in the symplectic group of (E,Ω). The associated inhomogeneous cocycle is
Meyer(γ1, γ2) = meyer(id, γ1, γ1γ2) = meyer(γ−1

1 , id, γ2). Going back to the defini-
tion of the Maslov ternary index, one sees that in order to compute Meyer(γ1, γ2),
one should consider the space of triples (v1, γ

−1
1 (v1)), (v, v), (v2, γ2(v2)) with sum 0,

i.e.
v = −v1 − v2,

(γ−1
1 (v1) − v1) + (γ2(v2) − v2) = 0,

and one should compute one of the six possible (equal) symplectic products, one of
them being

(Ω ⊕−Ω)((v, v), (v1, γ
−1
1 (v1)) = Ω(v, v1 − γ−1

1 (v1)) = Ω(v1 + v2, γ
−1
1 (v1) − v1).
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One recovers the computational definition from the introduction.

Using the definition of Meyer cocycle with the ternary index, one immediately
gets the symmetries:

Meyer(γ1, γ2) = Meyer(γ2, γ1) = −Meyer(γ−1
1 , γ−1

2 )

= −Meyer(tγ1,
t γ2) = Meyer(γ1, (γ1γ2)

−1).

3.3 Proof of Theorem A in the case ω = −1

We now begin the proof of the main Theorem A in the special case ω = −1. The
general case will be proved in the next subsection.

Before embarking in the proof, let us introduce a convenient notation. If A and B
are numbers depending on some braids in B∞, we shall write A ∼= B when |A−B|
is bounded by some universal constant (independent in particular of the braids).

Instead of proving Theorem A, we shall prove a loose version, i.e. that for any
pair of braids α, β, we have

sign(α̂ · β) − sign(α̂) − sign(β̂) ∼= −Meyer(B−1(α),B−1(β)).

Let us first explain how this loose version almost immediately implies the sharp
version where one replaces ∼= by = in the previous relation.

Indeed, for every braid α in Bn and any integer l ≥ 1, let us denote by αl the
element of Bln consisting of a “juxtaposition” of l copies of α: see Figure 11. Note
that

sign(α̂l) = l.sign(α̂)

since a Seifert surface for α̂l can be chosen as l translated copies for a Seifert surface
of α̂ and the corresponding Seifert matrix consists of l diagonal blocks equal to the
Seifert matrix associated to α̂.

Figure 11: Juxtaposition of a braid

α α3
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In the same way, B−1(αl) can also be written as a block diagonal matrix, each of
the l blocks being a copy of B−1(α) (as can be seen directly in the Burau represen-
tation or in the action on the cohomology of F∞,2). It follows that

Meyer(B−1(αl),B−1(βl)) = l.Meyer(B−1(α),B−1(β)).

If the quantity

sign(α̂ · β) − sign(α̂) − sign(β̂) + Meyer(B−1(α),B−1(β))

were non zero, it would follow that

sign(α̂l · βl) − sign(α̂l) − sign(β̂l) + Meyer(B−1(αl),B−1(βl))

is unbounded as l tends to infinity. This would contradict the loose version of the
theorem.

We now begin the proof of the “loose theorem”. Let α and β be two braids in
Bn. One can always assume that n is odd so that H1(Fn,2, ∂Fn,2;R) is a symplectic
subspace of H1

c (F∞,2;R) and Meyer(B−1(α),B−1(β)) can be computed using the
representation of Bn on H1(Fn,2, ∂Fn,2;R). From now on, we denote by D2 a disc
in the plane whose radius is obvious from the context or is not relevant.

Let S2 be the oriented closed surface with genus 2 and consider the decomposition
of S2 in five pieces: two oriented pairs of pants P and three oriented cylinders
C = S1 × [0, 1], as shown in Figure 12.

We shall construct a 4-manifold with boundary, M4
2 (α, β), which is a 2-fold cover

over S2 × D2 branched along some surface S(α, β). This will be obtained by gluing
together five manifolds with boundaries. The first two pieces, denoted P 4

2 (α, β) and
P 4

2 (en, en), will be 2-fold branched covers over P ×D2. The three remaining pieces,
denoted C4

2 (α), C4
2(β) and C4

2 (α, β), will be 2-fold branched covers over C×D2. We
now describe in detail the construction of each one of these pieces.

Figure 12: Surface of genus 2

P

C

PS2

• Construction of the manifolds P 4
2 (α, β) and P 4

2 (en, en)

Let h̃α and h̃β be two homeomorphisms of Fn,2 respectively associated to the
two braids α and β in Bn. We consider an oriented 4-manifold P 4

2 (α, β) which is
a fibration over P with fiber Fn,2, such that the monodromy maps associated with
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Figure 13: Cuts in the pair of pants

the loops τ1 and τ2 in π1(P ) are respectively h̃α and h̃β. The manifold P 4
2 (α, β) can

be seen as follows:

P

J1 J2

– On the oriented pair of pants P , we consider two cuts i.e. two intervals I1 and
I2, and two neighborhoods J1 = I1 × [0, 1] and J2 = I2 × [0, 1] as in Figure 13.

– We consider two isotopies {ht
α}t∈[0,1] and {ht

β}t∈[0,1] joining the identity map to
hα (resp. hβ) keeping the boundary of the 2-disc pointwise fixed.

– We construct the surface S(α, β) in P × D2 which coincides with

– the surface (P \ (J1 ∪ J2)) × {x0
1, . . . , x

0
n} on (P \ (J1 ∪ J2)) ×D2,

– the surface ∪n
i=1{(x, t, ht

α(x0
i )), (x, t) ∈ I1 × [0, 1]} on J1 ×D2,

– the surface ∪n
i=1{(x, t, ht

β(x0
i )), (x, t) ∈ I2 × [0, 1]} on J2 × D2.

– In order to define P 4
2 (α, β) as a 2-fold cover over P × D2 branched along the

surface S(α, β) we still have to choose some homomorphism from the fundamental
group of the complement P × D2 \ S(α, β) to Z/2Z. We choose the only homo-
morphism which is trivial when restricted to loops contained in P × {x} (with
x ∈ ∂D2) and which is equal to 1 on small simple positive loops contained in
{p}× (D2 \{x0

1, . . . , x
0
n}) going once around x0

i (for p ∈ P \ (J1∪J2)). The existence
and uniqueness of such a homomorphism is easy to check. The orientation of the
manifold P 4

2 (α, β) is induced by the orientation of P × D2.

Notice that the boundary ∂P 4
2 (α, β) consists of two parts (see Figure 14).

Figure 14: The manifold P 4
2 (α, β)

Part I : 3 Fn,2-fibrations over S1

Part II : 1 copy of P × S1

3 tori

P 4
2 (α, β)
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The first is the union of the total spaces of three fibrations over the circle with a fiber
homeomorphic to Fn,2, the monodromies being h̃α, h̃α, h̃α·β (where h̃α·β = h̃β ◦ h̃α).
The second part is one copy of P × S1 (since n is odd). These two parts intersect
along the disjoint union Σ of three tori S1×S1. Notice also that the three fibrations
that constitute the first part of the boundary of P 4

2 (α, β) can be seen as 2-fold covers

over the solid torus T = S1 ×D2 branched along the links α̂, β̂ and α̂ · β in T .

The manifold P 4
2 (en, en) is constructed in the same way by replacing the braids

α and β by the trivial braid en. More simply:

P 4
2 (en, en) = P × Fn,2.

Lemma 3.3
σ(P 4

2 (α, β)) ∼= −Meyer(B−1(α),B−1(β)).

Proof Gluing one copy of P ×D2 along the boundary of P 4
2 (α, β) we get a manifold

P̃ 4
2 (α, β) which is a fibration over P with fiber a closed surface F̃n,2 (with the same

first homology as Fn,2 since n is odd). The signature of this second manifold is ex-
actly −Meyer(B−1(α),B−1(β)). Indeed this signature is equal to the Meyer cocycle
evaluated on the action in homology and the definition of B−1 uses cohomology :
this amounts to a change of sign. Note that we use Meyer Theorem 3.2 and the
topological interpretation of B−1 given in 2.1.

We now use Novikov-Wall additivity theorem so that the signature of P 4
2 (α, β)

and Meyer(B(α),B(β)) differ by some defect δ which is uniformly bounded since
we saw that the corresponding surface Σ consists of three tori. 2.

• The construction of the manifolds C4
2 (α), C4

2 (β) and C4
2 (α, β)

Consider the solid torus T = S1 × D2 introduced above that we can think of as
embedded in the 3-sphere S3 in the standard way. Let α be a braid in Bn and α̂
the associated closed braid in T .

Figure 15: Seifert surface

Sα̂α

D2

D2 × S1

S1
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For each word in the σ±1
i ’s representing α, one can associate a Seifert surface Sα̂

for the closed link which cuts the boundary ∂T = S1 × ∂D2 along n parallel circles
(see Figure 15). It consists of n parallel discs connected by half twisted bands, each
band corresponding to a letter in the word, and the sense of the twisting depending
of the exponent of the letter.

Consider the unit ball D4 in R4, oriented in a compatible way with its boundary
∂D4 = S3. From the spherical shell {x ∈ D4; 1/2 ≤ ‖x‖ ≤ 1}, we extract the
oriented 4-manifold with boundary

N4 = {x ∈ D4; 1/2 ≤ ‖x‖ ≤ 1, and x/‖x‖ ∈ T},
which is homeomorphic to T × [0, 1]. One can push the surface Sα̂ towards the
interior of D4 so that it now satisfies

– the boundary ∂Sα̂ is in T ⊂ S3 = ∂B4 and is equal to α̂,

– Sα̂ does not intersect the set of points x in ∂N4 such that x/‖x‖ is in ∂T ;,

– Sα̂ intersects the sphere {x ∈ D4; ‖x‖ = 1/2} in a trivial link with n compo-
nents,

– Sα̂ ∩ (D4 \ N4) is a collection of n disjoint discs contained in the ball {x ∈
D4; ‖x‖ ≤ 1/2},

– The circle S1 can be equipped with an origin 0 such that Sα̂∩{0}× [0, 1]×D2 =
{0} × [0, 1] × {x0

1, . . . , x
0
n}.

The Seifert surface Sα̂ being in such a position, we denote by Sc(α) the intersec-
tion surface Sα̂ ∩N4.

Figure 16: Pushing the Seifert surface in 4-ball

D2 × S1

α̂

Sc(α)

D4
ên

S3

D2 × S1 × [0, 1] ' D2 × C ' N4

The 4-manifold C4
2(α) is defined as a 2-fold cover over C × D2 ' N4 branched

along Sc(α). One should specify some homomorphism from the fundamental group
of the complement of Sc(α) in N4 to Z/2Z: one simply takes the one induced by
the linking number with Sα̂ in D4. Note that C4

2 (α) fits

– with the 2-fold cyclic cover over the solid torus S1 × {0} × D2 branched along
the link α̂,

– with the 2-fold cyclic cover over the solid torus S1 × {1} × D2 branched along
the trivial link ên.
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These two last ramified covers are associated to the homomorphism in Z/2Z given
by the reduction modulo 2 of the linking number, when one sees the solid torus as
embedded in the 3-sphere in the usual way. The orientation of the manifold C4

2 (α)
is induced by the orientation of the manifold C ×D2.

Our notation suggests that C4
2(α) only depends on α; this is not the case since

it depends on the choice of the Seifert surface which depends in turn on the choice
of a word in the σ±1

i representing α. However, for any braid α, we choose such a
word once for all in an arbitrary way, and we shall denote by C4

2(α) the manifold
obtained using this word.

Lemma 3.4
σ(C4

2(α)) ∼= sign(α̂).

Proof Again, it follows from Novikov-Wall additivity theorem. Indeed let V 4
2 (α)

be the double cover of D4 branched along Sα̂ ⊂ D4 with signature sign(α̂). On gets
V 4

2 (α) from C4
2(α) by gluing first one copy of S1 × [0, 1] × D2 on one part of the

boundary and then V 4
2 (ên) along the new boundary (see Figure 16). As before, the

defect in Novikov-Wall additivity is uniformly bounded. 2.

Finally, we define C4
2(α, β) as the manifold constructed exactly in the same way

as C4
2(α · β), except that, as a word representing α · β we use the concatenation of

the chosen words representing α and β. Of course σ(C4
2 (α, β)) ∼= sign(α̂ · β).

Figure 17: The manifold M4
2 (α, β)

P 4
2 (α, β)C4

2(α, β)

P 4
2 (en, en)M4

2 (α, β)

C4
2(α)

C4
2(β)

The manifoldM4
2 (α, β) is obtained by gluing together the manifolds C4

2 (α), C4
2(β)

and C4
2(α, β) with P 4

2 (α, β) on one side and P 4
2 (en, en) on the other side. The

manifold M4
2 (α, β) is a 2-fold cover of the manifold P × D2 branched over the

surface S(α, β) which is obtained by gluing Sc(α), Sc(β) and Sc(αβ) with S(α, β)
on one side and S(en, en) on the other side (see Figure 17).

The orientation of the manifold P × D2 induces an orientation of the manifold
P 4

2 (α, β) which induces in turn an orientation on the manifold M4
2 (α, β). This

orientation also fits with the orientations of C4
2 (α, β) and P 4

2 (en, en), but does not
fit with the orientations of C4

2 (α) and C4
2(β). From the Novikov-Wall additivity

theorem and the observation that the defects δ associated to the gluing maps is
uniformly bounded, we get:
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Lemma 3.5

σ(M4
2 (α, β)) ∼= sign(α̂ · β) − sign(α̂) − sign(β̂) +Meyer(B1(α),B1(β)).

2.

In order to prove Theorem A, we have to show:

Lemma 3.6
σ(M4

2 (α, β)) ∼= 0.

Let us revisit the construction of the manifold C4
2(α, β). Since it uses a repre-

sentation of α · β as a concatenation of two words representing α and β, the Seifert
surface used in the construction consists in gluing every disc associated with α̂ with
a disc associated with β̂ along an interval along their boundary (see Figure 18).

Figure 18: Seifert surface for a product of braids

It follows that one can choose on the circle S1 identified with R/Z (already
equipped with an origin 0), a second point, say 1/2 such that Sc(α · β) ∩ {1/2} ×
[0, 1]×D2 = {1/2} × [0, 1]× {x0

1, . . . , x
0
n}. Thus, it is possible to cut the surface S2

along a simple closed curve c as described in Figure 19 such that the manifold c×D2

intersects the surface S(α, β) in S2 ×D2 along the n parallel circles c×{x0
1, . . . , x

0
n}.

Figure 19: Splitting in two

M4
2 (α, β) Q4

2(α) Q4
2(β)

c
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It follows that the manifoldM4
2 (α, β) can be cut along the 3-manifold with bound-

ary c× Fn,2 in two manifolds with boundary Q4
2(α) and Q4

2(β) and thus:

σ(M4
2 (α, β)) ∼= σ(Q4

2(α)) + σ(Q4
2(β))

(note again that the defect is bounded). Observe that, as suggested by the notation,
the manifold Q4

2(α) only depends on the braid α (always keeping the same arbitrary
choice of a word representing each braid).

If one chooses as β the trivial braid en, this gives

σ(M4
2 )(α, en) ∼= σ(Q4

2(α)) + σ(Q4
2(en)).

By Lemma 3.5, the left hand side of this equality is equal to Meyer(B1(α), id) = 0
so that σ(Q4

2(α)) ∼= 0. We finally conclude that σ(M4
2 (α, β)) ∼= 0. This finishes the

proof of Lemma 3.6 and thus the proof of Theorem A.

Final remark : Instead of using the “∼= trick”, we could have computed the exact
values of each defect δ for each of our gluing maps. This is indeed possible but
rather cumbersome.

3.4 Equivariant signature of 4-manifolds: proof of Theo-

rem A in the general case

We first explain in concrete terms a special case of a general construction due to
Atiyah and Singer [2].

Let M4 be an oriented 4-manifold equipped with an (orientation preserving) ac-
tion of Z/kZ (which will be abbreviated by “an oriented Z/kZ-manifold”). As
before, the real vector space H2(M

4;R) can be decomposed as a sum of subspaces
H2(M

4;R)ω associated to the k-th roots of unity ω (subspaces associated to con-
jugate roots are equal). This decomposition is obviously orthogonal with respect
to the intersection form. We denote by σω the signature of the restriction of the
intersection form to the subspace associated to ω. For each k-th root of unity ω,
this defines a ω-signature σω(M4) of the Z/kZ-manifold M4.

In this context of Z/kZ-manifolds, the Novikov additivity theorem extends. If
a 4-manifold M can be written as a union of two 4-manifolds M1 and M2 glued
along some boundary components and if there is an action of Z/kZ which respects
this decomposition, then for each k-th root of unity ω, we have σω(M) = σω(M1) +
σω(M2). The proof is exactly the same as the proof of the classical case and one
finds a slightly different (but equivalent) statement in [7, 17]. In the same way,
the Novikov-Wall generalization also extends trivially (if one defines the defect as
the Maslov index of the associated lagrangian subspaces on the corresponding ω-
subspace of H1(Σ,R), see [17]).

Consider an oriented link λ ⊂ S3 and a Seifert surface Sλ embedded in S3. Let us
push the Seifert surface in D4 keeping its boundary fixed on S3 to get a surface S ′

λ
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which intersects the boundary S3 only along its boundary. Consider the k-fold cover
V 4

k of D4 branched along S ′
λ (associated to the obvious homomorphism in Z/kZ

given by reduction modulo k of the linking number). It is a 4-dimensional manifold
whose boundary ∂V 4

k is a k-fold cover over S3 branched along λ. It turns out (see
for instance [7]) that for every k-th root of unity ω:

signω(λ) = σω(V 4
k ).

Similarly, there is an equivariant formulation for the signature of fibrations over
the pair of pants. If a 4-manifold W 4 fibers over P with a closed surface F as a fiber
and if one has an action of Z/kZ onW 4 preserving each fiber, then for each k-th root
of unity ω, one can compute the ω-signature ofW 4 by considering firstH1(P ;H1(F ))
as a Z/kZ-vector space and then by computing the signature of the restriction of the
quadratic form to the corresponding ω-subspace. The symplectic automorphisms of
H1(F ;R) associated to the two loops τ1 and τ2 commute with the action of Z/kZ
and so define symplectic automorphisms (γ1)ω and (γ2)ω of H1(F ;R)ω. As one can
expect, there is an equivariant version of Meyer Theorem 3.2: the ω-signature of
the Z/kZ-manifold W 4 is equal to the Meyer cocycle evaluated on the two linear
automorphisms (γ1)ω and (γ2)ω. This follows easily from the equivariant version of
Novikov-Wall Theorem (with the same proof as in the non equivariant case, given
in 2.3).

Choose two braids α, β in Bn. Assume, with no loss of generality, that gcd(n, k) =
1. This defines as before a fibration P 4

k (α, β) over the pair of pants P with fiber
the closed surface F̃n,k obtained from Fn,k by gluing a disc to the boundary. There
is a natural action of Z/kZ on P 4

k (α, β). The ω-signature of P 4
k (α, β) is equal to

−Meyer(Bω(α),Bω(β)).

The end of the proof of Theorem A is now clear. One just repeats the “cut and
paste” arguments of Section 3, replacing all double covers by k-fold cyclic covers,
considering all manifolds as Z/kZ-manifolds, and replacing usual signatures by the
ω-signatures. All arguments go through with no modification.

4 Braids with three strands

In this section, we analyze in detail the situation when n = 3. We shall get formulas
for the signature of 3-braids, extending some preliminary computations (by very
different methods) from [10].

4.1 Some computations

One finds in [3] several interpretations of the Meyer cocycle in terms of cyclic or-
derings. As a warm up for our study of B3, we give some simple formulas for
Meyer(γ1, γ2) where γ1 and γ2 are elements of Sp(2,R) = SL(2,R).
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Suppose first that γ1 and γ2 are non parabolic, i.e. that γ1− id and γ2− id are in-
vertible (or equivalently that trace(γ1) 6= 2 and trace(γ2) 6= 2). Then, Meyer(γ1, γ2)
is the signature of the quadratic form qγ1,γ2 on R2 defined by

qγ1,γ2(e) = det((γ−1
1 − id)−1(e) + (id− γ2)

−1(e), e).

A simple computation leads to the following more symmetric formula:

qγ1,γ2(e) = det((
1

2 − trace(γ1)
· γ1 +

1

2 − trace(γ2)
· γ2)(e), e).

The discriminant of qγ1,γ2 is equal to 4 (trace(γ1γ2)−2)
(trace(γ1)−2)(trace(γ2)−2)

as the reader will check
readily.

For instance, if γ2 = −id and if γ1 is hyperbolic (i.e. |trace(γ1)| 6= 2), one sees
that the two eigenvectors of γ1 are isotropic for qγ1,γ2 . Hence for all hyperbolic γ,
we have

Meyer(γ,−id) = 0.

In the same way, if γ is hyperbolic,

Meyer(γp1, γp2) = 0

since eigenvectors of γ are isotropic for qγp1 ,γp2 .

Assume now that γ1 is non trivial parabolic and that γ2 is non parabolic. Up

to conjugacy, we can assume that γ1 =

(
1 ε
0 1

)
where ε = ±1. The vector space

Eγ1,γ2 = Im(γ−1
1 − id) ∩ Im(γ2 − id) is spanned by e1 = (1, 0). The corresponding

quadratic form qγ1,γ2 is

qγ1,γ2(e1) = det((0, ε−1) + (id− γ2)
−1(1, 0), (1, 0)) = ε

2 − trace(γ1γ2)

2 − trace(γ2)

as a simple calculation shows. Hence Meyer(γ1, γ2) is 0,+1,−1 according to the
sign of the latter expression.

Finally, if both γ1 and γ2 are parabolic, it is easy to see that Meyer(γ1, γ2) = 0
unless γ1 and γ2 have a common fixed vector. In the latter case, up to conjugacy,

one has to compute Meyer(

(
1 t1
0 1

)
,

(
1 t2
0 1

)
). The result is 0,±1 according to

the sign of 1
t1

+ 1
t2

.

4.2 Signatures in B3

Recall that the group Bn has an infinite center generated by the square of the
element

∆n = (σ1 · σ2 · · ·σn−1) · (σ1 · · ·σn−2) · · · (σ1 · σ2) · σ1.
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One can also write ∆2
n as (σ1 · · ·σn−1)

n.

Let us first consider the case of the ordinary signature (i.e. ω = −1). The double
cover of a disc ramified in three points is a torus with one hole so that the closed
surface F̃3,2 is homeomorphic to a torus. Since the representation B−1 : B3 →
Sp(2,R) = SL(2,R) is trivial on ∆4

3, it induces a homomorphism from B3/Z.∆
4
3

to SL(2,R). Of course, this is an isomorphism between B3/Z.∆
4
3 and SL(2,Z),

mapping σ1 and σ2 to the unipotent matrices

(
1 0
−1 1

)
and

(
1 1
0 1

)
respectively.

Lemma 4.1 For any braid α in Bn, one has sign(α · ∆4
n) = sign(α) − n2 + 1.

Proof By Theorem A, the difference sign(α ·∆4
n)− sign(α)− sign(∆4

n) is equal to
−Meyer(B−1(α),B−1(∆

4
n)) = −Meyer(B−1(α), id). The computational (as well as

the topological) definition of the Meyer cocycle shows that Meyer(B−1(α), id) = 0.
The lemma follows from the fact that according to [11], the signature of ∆4

n is equal
to 1−n2. This numerical value will also be deduced from a more general computation
in the next subsection. 2.

Let us denote by lkn : Bn → Z the homomorphism sending each generator to
1. It follows from the previous lemma that sign + n+1

2n
lkn descends to a map from

Bn/Z.∆
4
n to Z. When n = 3, this is a map from SL(2,Z) to Z.

We now prove Theorem B according to which this function reduces to “the”
ubiquitous function on SL(2,Z), that appears in so many different contexts: the
Arnold – Atiyah – Brooks – Dedekind – Dupont – Euler– Guichardet – Hirzebruch
–Kashiwara – Leray– Lion – Maslov – Meyer – Rademacher – Souriau – Vergne –
Wigner function discussed in [1, 3].

Figure 20: Action of SL(2,Z) on the tree

Let us recall one of the versions of this function Φ, which is the one used in [5].
The group SL(2,Z) acts isometrically on Poincaré’s upper half space and preserves
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a trivalent tree whose set of vertices is the orbit of (1+
√
−3)/2. Given a hyperbolic

element γ in SL(2,Z), it preserves a unique embedded line lγ in the tree. This line
consists of a succession of geodesic arcs in Poincaré’s disc and if one moves along this
line from a point x to its image γ(x), one makes successive left or right turns (with
respect to the orientation of Poincaré’s half space). Define Φ(γ) to be the number
of left turns minus the number of right turns along such a fundamental domain for
the action of γ on lγ.

The definition of Φ on non hyperbolic elements is not so neat (and Atiyah’s
coincidence usually is not valid for such elements). For completeness, we give the
values of Φ on non hyperbolic elements.

Recall that torsion elements in SL(2,Z) are conjugate of powers of

A =

(
0 1
−1 0

)
(= B−1(σ1 · σ2 · σ1))

and

B =

(
1 −1
1 0

)
(= B−1(σ1 · σ2))

of order 4 and 6 respectively. We set Φ(Ap) to be 0,−3, 0, 3 for p = 0, 1, 2, 3 and
Φ(Bp) to be 0,−4,−2, 0, 2, 4 for p = 0, 1, 2, 3, 4, 5. The action of A (resp. B) on
Poincaré’s half space is a rotation of angle π (resp. −2π/3) around i =

√
−1 (resp.

(1 +
√
−3)/2).

Parabolic elements in SL(2,Z) are conjugate to powers of

C =

(
1 1
0 1

)
(= B−1(σ2)).

We set Φ(Cp) to be p − 3 for p ≥ 1 and p + 3 for p ≤ −1. The remaining non
hyperbolic elements in SL(2,Z) are conjugate to −Cp. We set Φ(−Cp) = −p/3.

Theorem 4.2 The function sign+ 2
3
lk3 : SL(2,Z) → Z coincides with −1/3 times

“the” function Φ.

Proof The restriction of Meyer cocycle from SL(2,R) to SL(2,Z) is exact since
H2(SL(2,Z);R) = 0. It follows that there is a function Ψ : SL(2,Z) → R whose
coboundary dΨ(γ1, γ2) = Ψ(γ1γ2) − Ψ(γ1) − Ψ(γ2) is Meyer(γ1, γ2). This function
Ψ is unique since the difference between two such functions is a homomorphism
from SL(2,Z) to R and any such homomorphism is trivial (SL(2,Z) is generated
by torsion elements). In [3] this function Ψ is called “the Meyer function” and
it is shown to be equal to 1/3 of the Rademacher function Φ. By Theorem A, we
know that the coboundary of the function −(sign+ 2

3
lk3) is Meyer cocycle. Therefore

−(sign+ 2
3
lk3) coincides with the Meyer function and hence with 1/3 of Rademacher

function. The theorem follows.
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Since the proof that the coboundary of 1/3 of the Rademacher function Φ is
Meyer cocycle is somewhat scattered in [3], we believe that it might be useful to
reproduce the argument here.

If x, y are two points of the orbit of i =
√
−1 under the action of SL(2,Z), we

denote by φ(x, y) the number of left turns minus the number of right turns when
one moves from x to y in the tree. If x, y, z are three points in the orbit of i, one
has

φ(x, y) + φ(y, z) + φ(z, x) = −3, 0,+3

depending on the “orientation of the triangle x, y, z in the tree”. See Figure 21.

Figure 21: Orientation of a triangle in the tree

x

y

z

−3

x

z

y

+3

x

z

y

0

Any element x in the orbit of i defines a map

φx : γ ∈ SL(2,Z) 7→ φ(x, γ(x)) ∈ Z

and it is clear that φx and φy differ by at most 6. Moreover, if one chooses xl = i+ l
(for l ≥ 1), the sequence φxl

(γ) is eventually constant for every γ and defines a limit
map φ∞ : SL(2,Z) → Z which is also at a bounded distance from the φx’s. Note
that the definition of the Rademacher function Φ shows that Φ and φ∞ agree on
hyperbolic elements and that Φ − φ∞ is bounded.

The coboundary dφ∞(γ1, γ2) is easy to understand. It is equal to −3, 0 or +3
according to the cyclic ordering of the three points (∞, γ1(∞), γ1γ2(∞)) in the
oriented circle R ∪ {∞} (boundary of Poincaré’s half space). It follows that 1

3
φ∞

can be extended to SL(2,R) as the 2-cocycle cycl defined by the same formula. It
is not difficult to evaluate the cohomology class of cycl (for instance by restricting
to SO(2)): one finds that cycl and Meyer are cohomologous cocycles on SL(2,R).
This means that there is a function u : SL(2,R) → R such that Meyer − cycl =
du. In other words, u is a quasimorphism on SL(2,R). Any such quasimorphism
is bounded since every element of SL(2,R) can be written as a product of two
commutators. Restricting to SL(2,Z), we find that Ψ and 1

3
φ∞ + u differ by a

homomorphism and hence coincide. Therefore, we proved that |Ψ− 1
3
Φ| is bounded.

We want to show that Ψ − 1
3
Φ vanishes. If γ is a hyperbolic element, we know

by the definition of the Rademacher function that Φ(γp) = pΦ(γ) for every integer
p. In the same way, we have Ψ(γp) = pΨ(γ). Indeed,

Ψ(γp1+p2) − Ψ(γp1) − Ψ(γp2) = Meyer(γp1, γp2) = 0

31



as we already observed. Hence, if Ψ − 1
3
Φ were non trivial on some hyperbolic

element, we would conclude that Ψ − 1
3
Φ is unbounded on powers of this element,

which is a contradiction. The identification of Ψ and 1
3
Φ on non hyperbolic elements

is just a case by case computation with no interest. Actually, the strange values of Φ
on non hyperbolic elements have been chosen in such a way that this identification
holds. . . 2.

Let us work out a “numerical example”. The braid α = σ3
2 · σ−1

1 · σ2 · σ−1
1 has a

closure which is the mirror image 62 of the knot 62 in Rolfsen’s table [12].

Its signature is −2 as one can see in the following way. Write α = α1 · α2 with
α1 = σ3

2 · σ−1
1 and α2 = σ2 · σ−1

1 . The closure of α2 is a trivial braid so that

sign(α2) = 0. As for α̂1 it coincides with σ̂3
2 whose signature is −2 (as we have seen

in Remark 3 in the introduction).

We have by Theorem A

sign(α̂) = sign(α̂1) + sign(α̂2) − Meyer(B−1(α1,B−1(α2))

= −2 + 0 − Meyer(

(
4 3
1 1

)
,

(
1 1
1 2

)
)

= −2.

Figure 22: Φ((BA)(BA)(BA)(B−1A)(BA)(B−1A)) = 2 and the knot 62

i BA(i) (BA)(BA)(i) (BA)(BA)(BA)(i)

(BA)(BA)(BA)(B−1A)(i)

(BA)(BA)(BA)(B−1A)(BA)(i)
(BA)(BA)(BA)(B−1A)(BA)(B−1A)(i)

On the other hand, since

B−1(σ1) = AB, B−1(σ2) = BA

(keeping the notation A and B for the matrices of order 4 and 6 defined above), we
have

M = B−1(α) = (BA)(BA)(BA)(B−1A)(BA)(B−1A) =

(
7 10
2 3

)
.

From this, we see that the line in the tree which is invariant by M has a funda-
mental domain consisting of 6 pieces, turning successively left, left, left, right, left
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and right. Hence the Rademacher function Φ evaluated on M is equal to 4 − 2 = 2
(see Figure 22). Since lk3(α) = 2, we can indeed verify Theorem A in this case:

−2 +
2

3
× 2 = −1

3
× 2.

Choose now a primitive k-th root of unity ω and let us compute the ω-signatures
of three strands braids.

We know from Section 2 that the image of Bω falls into the unitary group of some
hermitian form (defined up to sign) which is non degenerate if ω is not a cubic root
of unity. This form is definite (positive or negative) when the real part of ω is bigger
that −1/2 and has signature (+,−) when this real part is in [−1,−1/2[.

Assume first that <ω > 1/2. In this case, the Burau-Squier representation Bω has
an image contained in a group isomorphic to U(2) ⊂ Sp(4,R). The restriction of the
Meyer cocycle to U(n) has been made explicit by Souriau, Lion-Vergne and Turaev
and we recall the result (in the case of U(2)). Define the function ψ : U(2) → R by

ψ(γ) = 2(((θ1)) + ((θ2))),

where exp(2iπθ1) and exp(2iπθ2) are the two eigenvalues of γ and ((.)) : R → R is
defined by ((θ)) = θ− [θ]− 1

2
if θ is not an integer ([.] denotes the integral part) and

((θ)) = 0 if θ is an integer. It turns out that the coboundary of ψ is the restriction
of the Meyer cocycle to U(2):

ψ(γ1γ2) − ψ(γ1) − ψ(γ2) = Meyer(γ1, γ2).

We can now give a formula:

Theorem 4.3 Let ω = exp(2iπθ) be a root of unity such that 0 < θ < 1/3. Then
the ω-signature of a braid α in B3 is equal to −2(((θ1)) + ((θ2))) − 2 θ lk3(α) where
exp(2iπθ1) and exp(2iπθ2) are the two eigenvalues of the matrix Bω(α).

Proof Let k be the order of ω and c = signω(∆2k
3 ). A simple adaptation of

Lemma 4.1 shows that signω − c
6k
.lk3 descends to a map from B3/∆

2k
3 to Z. Its

coboundary is given by the opposite of the Meyer cocycle so that both signω −
c
6k
lk3 and −2(((θ1)) + ((θ2))) have the same coboundary. The difference, being a

homomorphism from B3/∆
2k
3 to Z, has to vanish. We shall see in Section 5.1 that

c = −12kθ. 2.

Remark that this theorem is not only valid when n = 3. A similar result holds
true, with the same proof, as soon as the hermitian form is definite, i.e. when
<ω > cos 2π/n.

Note the following corollary:
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Corollary 4.4 Let ω = exp(2iπθ) be a root of unity such that 0 < θ < 1/3. Then
the ω-signature of a braid α in B3 differs from −2 θ lk3(α) by at most 2.

It is not so easy to give a closed formula in the same spirit in case <ω < −1/2.
This is due to the fact that the Maslov class (or Chern class) vanishes on SU(2)
(which is simply connected) and does not vanish on SU(1, 1) (which is isomorphic
to PSL(2,R)). Of course, one can say that signω can be “easily computed in
practice” since it vanishes on the generators σi and we know its coboundary: the
Meyer cocycle. This computation is not always so easy... We propose an illustration
in the next section.

5 The gordian space

5.1 The ω-signatures of torus knots

We choose a primitive k-th root of unity ω and an integer p ≥ 1 and we would
like to compute signω(σ1 · · ·σn−1)

p. When p is a multiple of n, this reduces to the
computation of the ω-signatures in the center of Bn.

Proposition 5.1 Let ω = exp(2iπθ) be a root of unity with 0 < θ < 1. The
ω-signature of (σ1 · · ·σn−1)

p is equal to the Dedekind sum

signω(σ1 · · ·σn−1)
p =

∑

1≤l1≤n−1

1≤l2≤p−1

εθ[l1, l2]

where

εθ[l1, l2] =





+1 if 0 < θ + l1/n+ l2/p < 1, (mod 2),

−1 if 1 < θ + l1/n+ l2/p < 2, (mod 2),

0 if θ + l1/n+ l2/p ∈ Z.

Proof This is a simple adaptation of a proof from [7] page 296, where Kauffman
computes the usual signature (ω = −1) for torus knots. For a suitable Seifert surface
for the braid (σ1 · · ·σn−1)

p, the Seifert matrix B is shown to be −Λn−1⊗Λp−1 where
Λa denotes the (a− 1) × (a− 1) matrix




1 −1 0 . . . 0

0 1 −1
. . .

...
...

. . .
. . .

. . .
...

...
. . . 1 −1

0 . . . . . . 0 1




.
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Over the complex numbers, Λa can be written as PaΩaP
?
a where Pa is some invertible

matrix and

Ωa =




1 − exp(2iπ/a) 0 . . . 0
0 1 − exp(2.2iπ/a) 0
...

...
. . .

...
0 0 . . . 1 − exp((a− 1).2iπ/a)



.

Therefore, in order to compute the ω-signature of (σ1 · · ·σn−1)
p, one has to compute

the signature of the hermitian matrix

−[(1 − ω)Ωn ⊗ Ωp + (1 − ω)(Ωn ⊗ Ωp)
?]

which is diagonal. One finds

signω(σ1 · · ·σn−1)
p =

∑

1≤l1≤n−1

1≤l2≤p−1

σign(<(1 − ω)(1 − exp(2iπl1/n))(1 − exp(2iπl2/p)))

where σign denotes the sign of a real number (we are out of symbols for signs and
signatures!) and < the real part of a complex number. Note that

(1 − ω)(1 − exp(2iπl1/n))(1 − exp(2iπl2/p))

= 8i sin(πθ) sin(πl1/n) sin(πl2/p) exp(iπ(θ + l1/n+ l2/p))

so that the above formula for the ω-signature reduces to the formula in the propo-
sition. A challenging exercise for the reader would be to give another proof of this
proposition using Theorem A. 2.

When ω = −1 and p = 2n, one gets the value 1 − n2 that we used earlier.

For every root of unity ω, define the map

Signω : α ∈ Bn 7→ lim
p→∞

1

p
signω(αp) ∈ R.

The existence of the limit follows from the quasi-additivity of the sequence signω(αp).
Note that Signω is a quasimorphism Bn → R and that the absolute value of the
difference between Signω and signω is bounded by 2n. The interest of this slight
modification from signω to Signω is that Signω is homogeneous i.e. Signω(αp) =
p Signω(α) for all p and α.

As a simple corollary of Proposition 5.1, we give the homogeneous signatures of
torus knots. Indeed, fixing θ and l1, the sum 1

p

∑
1≤l2≤p−1 εθ[l1, l2] differs by at most

by 1/p from the integral ∫ 1

0
εθ[l1, x] dx

where

εθ[l1, x] =





+1 if 0 < θ + l1/n + x < 1, (mod 2),

−1 if 1 < θ + l1/n + x < 2, (mod 2).
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It follows that

Signexp(2iπθ)(σ1 · · ·σn−1) =
∑

1≤l1≤n−1

∫ 1

0
εθ[l1, x] dx.

The latter integral is of course easy to determine and we leave the computation to
the reader. Here is the result:

Proposition 5.2 The value of Signexp(2iπθ)(σ1 · · ·σn−1) is a piecewise affine func-
tion of θ ∈ [0, 1] ∩ Q. More precisely:

Signexp(2iπθ)(σ1 · · ·σn−1) = −2(n− (2l − 1))θ − 2l(l − 1)/n

for (l − 1)/n < θ < l/n, (l = 1, . . . , n).

Figure 23: Homogeneous signature

1/5 2/5 3/5 4/5 1 θ

−12/5
−8/5

Signexp(2iπθ)(∆
2
5)

Note in particular that for 0 < θ < 1/n, one has

Signexp(2iπθ)(σ1 · · ·σn−1) = −2(n− 1)θ

and that when n is odd and (n− 1)/2n < θ < (n+ 1)/2n

Signexp(2iπθ)(σ1 · · ·σn−1) = (1 − n2)/2n.

Note also that when n = 3 and 0 < θ < 1/3, we have Signω(σ1 · σ2) = −4θ so
that signω(∆2k

3 ) = signω((σ1 · σ2)
3k) = −4θ.3k if ω is a k-th root of unity. We used

this value in the proof of Theorem 4.3.

5.2 The gordian space

In this section, we prove Theorem C according to which it is possible to embed
quasi-isometrically copies of Zd in the gordian metric space (Knots, dgordian). We
begin with a simple observation, already made in the case ω = −1 in [15].

Proposition 5.3 For any root of unity ω and any two knots λ1, λ2, one has

|signω(λ1) − signω(λ1)| ≤ 2dgordian(λ1, λ2).
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Proof One has to show that if one performs one crossing on a knot then any
ω-signature changes by at most 2. Start with a knot λ with a generic projection
in the plane and let λ′ be the knot in which one changes one double point of the
projection, changing at that point the up and down part. There is a classical “Seifert
algorithm” (that one finds for instance in [12]) constructing a Seifert surface from a
knot projection. Comparing the Seifert matrices for the two knots λ, λ′ associated
to these Seifert surfaces, one realizes that they only differ by one diagonal term.
It follows that the associated quadratic forms agree on a codimension 1 subspace.
Therefore, the corresponding signatures differ by at most 2. 2.

In order to prove the existence of quasi-isometric embeddings of Zd in the gordian
metric space Knots, we shall need the following lemma.

Lemma 5.4 For each integer d ≥ 1, one can find d elements α1, . . . , αd of some
braid groups Bn1, . . . ,Bnd

and d roots of unity ω1, . . . , ωd such that the d× d matrix
with entries Signωi

(αj) is non singular.

Let us finish the proof of Theorem C assuming this lemma.

Denote by n the sum n1+ . . .+nd and consider the braid group Bn. Grouping the
base points x0

1, ..., x
0
n by groups of size n1, n2, . . . , nd, we get d embeddings φ1, ..., φd

of Bn1, . . . ,Bnd
in Bn whose images commute. The choice of d elements α1, . . . , αd

defines a homomorphism

ψ : m = (m1, ..., md) ∈ Zd 7→ φ1(α1)
m1 · · ·φd(αd)

md ∈ Bn.

Replacing if necessary all the αi’s by some suitable power, we may assume that the
image of ψ is contained in the pure braid group, which means that the induced
permutation of the n points is trivial. Let β = σ1 · · ·σn−1 in Bn, which induces a
cyclic permutation of the n points, so that any braid of the form ψ(m) · β has a
closure which is a knot (i.e. which is connected).

We claim that the map

ξ : m ∈ Zd 7→ ̂ψ(m) · β ∈ Knots

is a quasi-isometric embedding as required by Theorem C. Recall that we denote
with a hat the closure of a braid.

One distance estimate is obvious. If m1 and m2 are two elements of Zd, the length
of the element ψ(m1)ψ(m2)

−1 of Bn in the classical generating system is obviously
bounded by some constant times the norm of m1 −m2. It follows that one can pass

from the knot ̂ψ(m1) · β to ̂ψ(m2) · β by “undoing” a number of crossings which is
less than a constant times ||m1 −m2||.

The other estimate is of course the interesting one. We have to show that if
m1 and m2 are far apart in Zd, the same is true for the knots ξ(m1) and ξ(m2) in
Knots. We shall use Lemma 5.4 and Proposition 5.3. Observe that homogeneous
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quasimorphisms on abelian groups are homomorphisms (see for instance [3]). This
means that the map

Sign : m ∈ Zd 7→ (Signω1(ψ(m)), ..., Signωd
(ψ(m))) ∈ Rd

is a homomorphism which, according to Lemma 5.4, has a discrete co-compact image
in Rd. Therefore, there is a constant A > 0 such that for any m1, m2

max
i=1,...,d

|Signωi
(ψ(m1)) − Signωi

(ψ(m2))| ≥ A||m1 −m2||.

Now recall that Sign and sign differ by at most 2n on Bn, that by Theorem A the
signatures of ψ(m) · β and ψ(m) differ by at most 2n, and that a difference in sig-
natures gives a lower bound for the gordian distance by Proposition 5.3. Therefore,
we have finally an estimate

A||m1 −m2|| − B ≤ dgordian(ξ(m1), ξ(m2)) ≤ C||m1 −m2||

for some positive constants A,B,C. This proves Theorem C.

We still have to prove Lemma 5.4. We choose as the braid αi the element σ1 · · ·σ2i

in B2i+1 for i = 1, . . . , d. We know that Signexp(2iπθ)(αi) is a piecewise affine function
of θ which is constant in the interval [i/(2i+1), (i+1)/(2i+1)]. Choose θj as a vari-
able in the interval ](j− 1)/(2j− 1), j/(2j+1)[. In the matrix Signexp(2iπθj)(αi) the
entries above the diagonal are constant so that when one expands the determinant,
one realizes that it can be written as

a.θ1 . . . θd + U(θ1, . . . , θd)

where a 6= 0 and U is a polynomial of degree ≤ d−1. It follows that this determinant
cannot vanish identically and Lemma 5.4 is proved.

Note that the quasi-isometric embedding that we constructed is very explicit and
can be made with torus knots.
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Institut de Mathématiques de Bourgogne Normale Supérieure de Lyon

U.M.R. 5584 du CNRS U.M.R. 5669 du CNRS

9, Avenue Alain Savary 46, Allée d’Italie
21078 Dijon Cedex France 69364 Lyon Cedex 07- France

gambaudo@u-bourgogne.fr ghys@umpa.ens-lyon.fr

October 2003

revised January 2004

40


