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ABSTRACT
A new algorithm is presented for computing the largest degree

invariant factor of the Sylvester matrix (with respect either to 𝑥 or

𝑦) associated to two polynomials 𝑎 and 𝑏 in F𝑞 [𝑥,𝑦] which have

no non-trivial common divisors. The algorithm is randomized of

the Monte Carlo type and requires (𝑑𝑒 log𝑞)1+𝑜 (1) bit operations,
where 𝑑 and 𝑒 respectively bound the input degrees in 𝑥 and in 𝑦. It

follows that the same complexity estimate is valid for computing: a

generator of the elimination ideal ⟨𝑎, 𝑏⟩ ∩ F𝑞 [𝑥] (or F𝑞 [𝑦]), as long
as the polynomial system 𝑎 = 𝑏 = 0 has not roots at infinity; the

resultant of 𝑎 and 𝑏 when they are sufficiently generic, especially so

that the Sylvester matrix has a unique non-trivial invariant factor.

Our approach is to use the reduction of the problem to a problem

of minimal polynomial in the quotient algebra F𝑞 [𝑥,𝑦]/⟨𝑎, 𝑏⟩. By
proposing a new method based on structured polynomial matrix di-

vision for computing with the elements in the quotient, we manage

to improve the best known complexity bounds.
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1 INTRODUCTION
Given two polynomials 𝑎, 𝑏 ∈ K[𝑥,𝑦], where K is a commutative

field, their resultant Res𝑦 (𝑎, 𝑏) with respect to 𝑦 is the determinant

of the associated Sylvester matrix 𝑆𝑦 over K[𝑥] [22, Ch. 6]. To our

knowledge, computing this determinant in quasi-linear time with

respect to the input/output size is still beyond our reach over an

abstract field. We refer to [45; 49, 60] and to the pointers found

there.

In this paper we consider the relaxed problem which is to com-

pute the last (of largest degree) invariant factor of 𝑆𝑦 , in the case

of a finite field K = F𝑞 with 𝑞 elements. We mean invariant fac-

tors of 𝑆𝑦 in the sense of the diagonal entries of its Smith normal

form over K[𝑥] [31, Thm. 3.8]. For 𝑎 and 𝑏 of 𝑥-degree at most 𝑑

and 𝑦-degree at most 𝑒 in F𝑞 [𝑥,𝑦], having no non-trivial common

divisors, we present a randomized Monte Carlo algorithm which

solves the problem using a quasi-linear number of (𝑑𝑒 log𝑞)1+𝑜 (1)
bit operations (Corollary 6.2). The last invariant factor of 𝑆𝑦 is a

specific divisor of the resultant. If the polynomial system 𝑎 = 𝑏 = 0

has no roots at infinity with respect to 𝑦 (the 𝑦-leading coefficients
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of 𝑎 and 𝑏 are coprime), then it gives central informations on the

affine solutions. Indeed, it is a generator of the elimination ideal

⟨𝑎, 𝑏⟩ ∩ K[𝑥] [16, Ch. 2]. We also have, in particular, the fact that

this invariant factor gives the resultant when 𝑎 and𝑏 are sufficiently

generic (Section 7). (Genericity is considered in the Zariski sense:

a property is generic if it holds except on a hypersurface of the

parameter space.)

Our approach over finite fields is inspired by and goes further

than the major steps taken with: the change of order algorithm of

Poteaux and Schost for triangular sets and radical ideals [50]; the

algorithm of van der Hoeven and Lecerf, which computes the re-

sultant of generic polynomials with respect to the total degree [28].

In the bivariate case, both these works provide solutions in quasi-

linear expected time in the input/output size for the first time ([50]

treats general multivariate cases). They are part of the same long

line of research which reduces elimination problems to linear al-

gebra [41; 16, Sec. 2.4 & 3.6], and especially to the computation of

minimal polynomials in quotient algebras [43, 56].

The role of minimal polynomials. Let 𝐼 = ⟨𝑎, 𝑏⟩ be the (zero-

dimensional) ideal generated by 𝑎 and 𝑏 inK[𝑥,𝑦], and consider the
associated quotient algebra A = K[𝑥,𝑦]/𝐼 . We remind in Section 2

that the last invariant invariant factor of the Sylvester matrix 𝑆𝑦
can be computed as the minimal polynomial ` of the multiplication

by 𝑥 in A, under the condition that there are no roots at infin-

ity [42]. This is how we proceed. By slightly modifying the input

polynomials we ensure that this condition is met, while keeping the

possibility of deducing the target invariant factor (Section 5). For

efficiency, the minimal polynomial problem is itself reduced to a

power projection problem [35, Sec. 6] (a more complete list of refer-

ences is given later in this introduction). Given a linear form ℓ in the

dual of A over K, the minimal polynomial in A is computed as the

one of the linearly generated sequence {ℓ (𝑥𝑖 mod 𝐼 )}𝑖≥0 over K.
The application of a random linear form preserves the recursion

which is sought in A [62] (Section 6). As observed by Shoup [54],

the power projection problem is dual to the modular composition

problem [11]. We finaly rely on Kedlaya and Umans’ approach to

address those two latter issues [39], in quasi-linear time over finite

fields. As we will now see, this is made possible by a new algorithm

we propose for arithmetic operations modulo the ideal.

First result. One of the bottlenecks in above strategy is to per-

form arithmetic operations in A [25], even if only to compute the

multiplication of two polynomials or the powers of 𝑥 that need to

be projected modulo the ideal 𝐼 . This is where a main aspect of

our contribution lies. In [50], the special case of triangular sets is

considered. That is, in our context, when either 𝑎 or 𝑏 is univariate.

On the other hand, the generic resultant algorithm of [28] relies

on Gröbner bases techniques, and on the normal form algorithm

modulo 𝐼 of [26]. We instead use polynomial matrix division [32,

Sec. 6.3]. Viewing a polynomial 𝑓 inK[𝑥,𝑦] as a vector with entries

in K[𝑥], we reduce its 𝑥-degree using division by the polynomial

Sylvester matrix 𝑆𝑦 ; let us also specify that we may need to con-

struct a Sylvester matrix frommultiples of 𝑎 and 𝑏 if the dimensions
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do not match (Section 3). By definition of the Sylvester matrix, the

remainder of this division gives a new polynomial in the coset

𝑓 + 𝐼 . By means of a similar division after the swich of the roles

of 𝑥 and 𝑦, this leads to a normal form algorithm modulo 𝐼 , up to a

regularity assumption related to roots at infinity (Lemma 2.3 and

Proposition 3.5). This algorithm is algebraic and deterministic for

arbitrary fields. If 𝑓 has 𝑥-degree at most 𝛿 and 𝑦-degree at most [,

then it uses �̃� ((𝑑+𝛿) (𝑒+[)) arithmetic operations (Proposition 3.5).

A Sylvester matrix is a Toeplitz-like matrix [6]. Our cost bound

is based on fast structured matrix arithmetic which is discussed

in Section 3.1. In particular, the normal form algorithm allows

multiplication in K[𝑥,𝑦]/⟨𝑎, 𝑏⟩ using �̃� (𝑑𝑒) operations when the

leading coefficients of 𝑎 and 𝑏 are sufficiently generic (Lemma 2.3).

In the case of the total degree, for generic polynomials 𝑎, 𝑏 with

deg𝑎 ≥ deg𝑏, the algorithm of [26] costs �̃� ((deg𝑎) (deg𝑏)), after
the precomputation of a concise Gröbner basis representation of the

ideal using �̃� ((deg𝑎)2) operations. So in terms of their assumptions

the two algorithms are complementary (Section 3.3).

Extension of Kedlaya and Umans’ techniques for the power pro-
jections. As soon as the normal form algorithm is available, hence

the arithmetic operations in A, it is possible to develop the general

strategy of Shoup [54, 56] for the computation of modular power

projections, coupled by duality with the algorithm of Kedlaya and

Umans for modular composition [39] (in this latter reference, the

case of a univariate ideal 𝐼 in F𝑞 [𝑥] is treated). This is what has
been generalized in both [50] and [28], with respective shapes of

the ideal 𝐼 that we have seen above. We proceed in the same way,

and integrate the new division algorithm into this overall process:

(i) reduction of 𝑓 ∈ F𝑞 [𝑥] modulo 𝐼 , which is considered as modu-

lar composition according to 𝑓 (𝑔(𝑥)) mod 𝐼 with 𝑔 = 𝑥 ; modular

composition relies on multivariate multipoint evaluation following

[39, Thm. 3.1]; (ii) using the transposition principle [12, Thm. 13.20],

the power projections are obtained (Section 3.4). Since the degree

of the resultant of 𝑎 and 𝑏 with respect to 𝑦 is at most 2𝑑𝑒 , it is suf-

ficient to be able to compute (i) 𝑓 modulo 𝐼 for deg 𝑓 < 4𝑑𝑒 and (ii)

{ℓ (𝑥𝑖 mod 𝐼 )}
0≤𝑖<4𝑑𝑒 , in order to deduce the minimal polynomial

of the sequence (which is a divisor of the resultant). We establish

in Section 4 that (i) and (ii) can be perfomed within our target cost

bound over a finite field using bit operations.

Last invariant factor and elimination ideal ⟨𝑎, 𝑏⟩ ∩ F𝑞 [𝑥]. In the

presence of roots at infinity, we use a random transformation of

𝑎 and 𝑏 into two other polynomials which meet the condition of

regularity for computing normal forms, and still make it possible to

obtain the initial last invariant factor. This is presented in Section 5.

The complexity bound for the computation of the last invariant fac-

tor is given in Section 6 from that of modular power projection. As a

consequence of Lazard’s structure theorems for bivariate ideals [42],

the latter polynomial is a multiple of the minimal polynomial `

of the multiplication by 𝑥 in A, and both polynomials coincide if

the system 𝑎 = 𝑏 = 0 has no roots at infinity (Lemma 2.1). Under

this condition, what we have done so far allows in Section 7 to

compute `, that is a generator of the elimination ideal 𝐼 ∩ F𝑞 [𝑥].
Comparison to previous work. Given an arbitrary field, the bi-

variate resultant can be computed using 𝑂 (𝑑𝑒2) arithmetic oper-

ations [22, Chap. 11]. Over a finite field, the approach of [28] al-

lows quasi-linear bit cost; for generic polynomials with respect

to the total degree, and any 𝜖 > 0, this leads to the complex-

ity bound 𝑂 (((deg𝑎) (deg𝑏) log𝑞)1+𝜖 ) + �̃� ((deg𝑎)2 log𝑞) when
deg𝑎 ≥ deg𝑏 [28, Thm. 1]. (The soft-𝑂 notation �̃� (𝑐) is shorthand
for a bound of the form 𝑂 (𝑐 log𝑘 𝑐) for some positive 𝑘 .) Our algo-

rithm covers this case, in particular. Genericity ensures that there

are no roots at infinity and a unique invariant factor (see Section 7),

and we obtain a comparable asymptotic bound. Considering degree

conditions on the variables individually we treat a larger class of

problems with weaker assumptions. For polynomials of 𝑥-degree

𝑑 and 𝑦-degree 𝑒 , we compute the resultant in quasi-linear time

when the Sylvester matrix 𝑆𝑦 has a unique non-trivial invariant

factor. Now, in a general way, in all cases as long as there are no

roots at infinity, our approach allows to compute a generator of the

elimination ideal 𝐼 ∩ F𝑞 [𝑥]. This is treated in Section 7. We are not

aware of any previous method whose cost would be quasi-linear

over finite fields under the same assumptions. The complexity of

this problem is indeed related to that of the resultant and bivariate

lexicographic Gröbner bases [17]. In particular, for 𝑎 and 𝑏 of total

degree at most 𝑑 , we arrive at the bound 𝑑2+𝑜 (1) log(𝑞)1+𝑜 (1) , while
previous estimates are �̃� (𝑑3 log𝑞) [44].

Bibliographical notes.We give here some additional references

from which the results we use largely inherit. The adaptation of

numerical matrix methods to the finite field setting has started with

the solution of sparse linear systems [13, 62]. These methods result

in projections of the powers of the involvedmatrix for computing its

minimal polynomial, as evidenced by Wiedemann’s approach [62].

The link is to be made with the use of power projections for com-

puting minimal polynomials in quotient algebras, using the trace

map in [51, 58] and general projections in [38, 54, 56]. (We have

indeed a multiplication endomorphism in the quotient.)

The duality between the power projection problem and the mod-

ular composition one is observed in [54].

In the context of polynomial system solving, for which the liter-

ature is vast, we may refer to the use of the trace map in [1, 24, 52],

or of arbitrary linear forms in [10]. Structured matrices and duality

are applied to multivariate polynomial problems in [46]. Multivari-

ate powers projections are considered in [35, 56], especially for

minimal polynomials, and are exploited for the computation of

special resultants in [8], and to the change of order of variables for

triangular sets in [48]. The link between the change of ordering

and linear algebra is also beneficial using power projections of a

multiplication matrix in [18, 19] and in order to take advantage of

sparsity [20], which brings us back to Wiedemann’s algorithm.

The Sylvester matrix 𝑆𝑦 (or 𝑆𝑥 ) is a polynomial matrix that we

manipulate as such [42]. This may be seen as working in a K[𝑦]-
module rather than in a K-vector space in order to represent the

quotient algebra A [31, Sec. 3.10], and implement the operations on

its elements. This direction has been taken in [4] for a change of

ordering of Gröbner bases algorithm. Regarding implicitly repre-

sented matrices, an open problem is to compute the characteristic

polynomial in essentially the same time as for the minimal polyno-

mial [Sec. 3][35]. This applies in particular to sparse or structured

matrices. The question of computing the bivariate resultant in essen-

tially the same time as for the last invariant factor of the Sylvester

matrix appears to be similar to Kaltofen’s open problem.
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Model of computation. The normal form algorithm for polynomi-

als in K[𝑥,𝑦] modulo ⟨𝑎, 𝑏⟩ and its transpose are presented using

an algebraic model (Section 3), and work e.g. with computation

trees [12, Sec. 4.4]. Complexity bounds correspond to numbers of

arithmetic operations performed in K. The application of Kedlaya

and Uman’s techniques in Section 4 and therefore the last invari-

ant factor computation in Section 6 rely on a RAM bit complexity

model. We consider that arithmetic operations in F𝑞 can be done

in time �̃� (log𝑞), and that the RAM can produce a random element

uniformly distributed in F𝑞 with the same cost.

Notations. Throughout the paper we consider two polynomials

𝑎, 𝑏 ∈ K[𝑥,𝑦], of degrees 𝑑𝑎 and 𝑑𝑏 in 𝑥 , and 𝑒𝑎 and 𝑒𝑏 in 𝑦, respec-

tively. We use the notations 𝑑 = max{𝑑𝑎, 𝑑𝑏 } and 𝑒 = max{𝑒𝑎, 𝑒𝑏 }.
The associated Sylvester matrices with respect to 𝑥 and 𝑦 are

𝑆𝑥 ∈ K[𝑦]𝑛𝑥×𝑛𝑥 and 𝑆𝑦 ∈ K[𝑥]𝑛𝑦×𝑛𝑦
, with dimensions𝑛𝑥 = 𝑑𝑎+𝑑𝑏

and 𝑛𝑦 = 𝑒𝑎+𝑒𝑏 . The resultants Res𝑥 (𝑎, 𝑏) ∈ K[𝑦] and Res𝑦 (𝑎, 𝑏) ∈
K[𝑥], of 𝑎 and 𝑏 with respect to 𝑥 and 𝑦, are the respective deter-

minants of 𝑆𝑥 and 𝑆𝑦 [22, Chap. 6]. We assume that 𝑎 and 𝑏 have no

non-trivial common divisors, hence both 𝑆𝑥 and 𝑆𝑦 are non-singular.

We focus on computations in relation to Res𝑦 (𝑎, 𝑏) = det 𝑆𝑦 (the

conclusions would be unchanged in relation to Res𝑥 (𝑎, 𝑏)).
We use expressions such as “𝑥-degree” or “𝑦-leading coefficient”

to indicate the variable which is concerned, and use deg𝑥 and deg𝑦

in formulas when bivariate polynomials are involved. Subscripts

for example in K[𝑥,𝑦]< (𝑑,𝑛𝑦 ) indicate degree bounds in 𝑥 and 𝑦,

and K[𝑥]𝑑 is the set of polynomials of degree 𝑑 . We are often led

to manipulate reversals of polynomials. For 𝑘 ≥ 0, we define the

reversal of a polynomial 𝑓 ∈ K[𝑥] with respect to 𝑘 as rev𝑘 (𝑓 ) =
𝑥𝑘 𝑓 (1/𝑥); by default, if 𝑘 is not specified, the reversal is taken

with respect to the degree of the polynomial. This is generalized

to polynomial matrices viewed as matrix polynomials, we mean

with matrix coefficients. The polynomials in K[𝑥,𝑦] are identified
with the (column) vectors of their coefficients, using dimensions

which will be clear from the context. For example, given 𝑓 = 𝑓0 (𝑥) +
𝑓1 (𝑥)𝑦 + . . . + 𝑓𝑑 (𝑥)𝑦𝑑 and 𝑛 ≥ 𝑑 + 1, 𝑣𝑦 (𝑓 ) ∈ K[𝑥]𝑛 denotes the

vector [0 . . . 0 𝑓𝑑 . . . 𝑓0]T.
Several proofs are omitted and can be found in [61], in particular

in Section 4 where our study continues those of [28, 39, 50].

2 RESULTANT AND BIVARIATE IDEALS
We give the basic notions and results we need in the rest of the text

concerning the relations between the resultant of two polynomi-

als and the ideal they generate. As univariate polynomial matrix,

the Sylvester matrix 𝑆𝑦 is unimodularly equivalent to a matrix

diag(𝑠1, . . . , 𝑠𝑛) ∈ K[𝑥]𝑛𝑦×𝑛𝑦
in Smith normal form, where 𝑠𝑛 is

the invariant factor of largest degree. We are not able to always

compute the resultant within the cost target. We are, however, able

to compute the last invariant factor 𝑠𝑛 (Corollary 6.2). Using the

structure theory of finitely generated modules, this last invariant

factor can be seen as the minimal polynomial of a linear transfor-

mation in a finite dimensional K-vector space [31, Sec. 3.10]. Such a

formalism has been exploited occasionally for the efficient computa-

tion of general matrix normal forms [57, 59]. Concerning Sylvester

matrices and in the broader context of polynomial system solution,

this is related to the use of a multiplication map on a quotient al-

gebra [41]. Let 𝐼 = ⟨𝑎, 𝑏⟩ be the (zero-dimensional) ideal generated

by 𝑎 and 𝑏 in K[𝑥,𝑦], and A = K[𝑥,𝑦]/𝐼 be the associated quotient
algebra. We rely on the following results, which are immediate

consequences of Lazard’s theorem [42].

Lemma 2.1 ([42, Thm. 4], [61]). The last invariant factor of 𝑆𝑦 is
a multiple of the minimal polynomial of the multiplication by 𝑥 in A.
Both polynomials coincide if the 𝑦-leading coefficients of 𝑎 and 𝑏 are
coprime in K[𝑥].

The condition on the leading coefficients of 𝑎 and 𝑏 in Lemma 2.1

is the fact that the system 𝑎 = 𝑏 = 0 has no roots at infinity

with respect to 𝑦. In general, the resultant and the last invariant

factor may have terms coming from both the affine variety and the

behaviour at infinity [16, Chap. 3]. To still be able to reduce the

invariant factor computation to a minimal polynomial problem the

assumption of Lemma 2.1 will hold after a random modification of

the input polynomials (Section 5). The resultant can be deduced

from Lemma 2.1 when the Smith form of 𝑆𝑦 has a unique non-trivial

invariant factor and there are no roots at infinity. This corresponds

to situations in which the ideal 𝐼 has a shape basis [2, 23].

Lemma 2.2 (Consequence of [42, Thm. 4], [61]). The 𝑦-leading
coefficients of 𝑎 and 𝑏 are coprime in K[𝑥] and there exist two poly-
nomials `, _ ∈ K[𝑥] such that 𝐼 = ⟨` (𝑥), 𝑦 − _(𝑥)⟩ if and only if, up
to a non-zero element in K, the resultant Res𝑦 (𝑎, 𝑏) is the minimal
polynomial ` of the multiplication by 𝑥 in A.

About the links between the resultant and the associated ideal,

the reader may especially refer to [15, Thm. 1.3], which is a general

multivariate version of Lemma 2.2.

We now characterize the existence of roots at infinity using

column reducedness of polynomial matrices [32, Sec. 6.3, p.384].

Let 𝑆 be a matrix in K[𝑥]𝑛×𝑛 whose column 𝑗 has degree 𝑑 𝑗 . We

call (column) leading (matrix) coefficient of 𝑆 the matrix in K𝑛×𝑛

whose entry (𝑖, 𝑗) is the coefficient of degree 𝑑 𝑗 of the entry (𝑖, 𝑗)
of 𝑆 . We manipulate non-singular univariate polynomial matrices,

and say that such amatrix is column reduced if its leading coefficient

is invertible.

Lemma 2.3 ([61]). 𝑆𝑥 is column reduced if and only if, the𝑦-leading
coefficients of 𝑎 and 𝑏 are relatively prime and at least one of latter
polynomials in K[𝑥] has maximal degree 𝑑𝑎 or 𝑑𝑏 , respectively.

3 BIVARIATE POLYNOMIAL DIVISION
In this section we propose a normal form algorithm for bivariate

polynomials modulo the ideal 𝐼 = ⟨𝑎, 𝑏⟩. The algorithm relies on

matrix polynomial division. Bivariate polynomials in K[𝑥,𝑦] are
viewed as univariate polynomial vectors alternately over K[𝑥]
and K[𝑦], dividing such a vector by 𝑆𝑦 or 𝑆𝑥 , is indeed quivalent to

reducing the associated polynomial modulo the ideal.

Sylvester matrices are Toeplitz-like matrices, we first recall in

Section 3.1 how operations on matrices in this class can be per-

formed taking into account their structure [6, 47]. We then study

the division with remainder of a polynomial vector by 𝑆𝑦 or 𝑆𝑥 in

Section 3.2. In order to be able to define a normal form and per-

form the division efficiently, we rely on a regularity assumption on

leading coefficient matrices: we suppose that 𝑆𝑥 and 𝑆𝑦 are column

reduced. This assumption is ultimately harmless for computing

the last invariant factor (Section 5). In Section 3.3 we present the
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normal form algorithm. We keep the same notations as before for

the degrees of 𝑎 and 𝑏, and the dimensions of the matrices; espe-

cially, 𝑑 is the maximum degree in 𝑥 and 𝑆𝑦 is 𝑛𝑦 × 𝑛𝑦 . Given a

polynomial 𝑓 ∈ K[𝑥,𝑦], we show how to compute a unique poly-

nomial
ˆ𝑓 ∈ K[𝑥,𝑦]< (𝑑,𝑛𝑦 ) , that we denote by

ˆ𝑓 = 𝑓 rem 𝐼 , such

that 𝑓 − ˆ𝑓 ∈ 𝐼 (Proposition 3.5). Uniqueness is ensured using a

properness property provided by the polynomial matrix division.

The construction is a K-linear map that sends 𝑓 to
ˆ𝑓 whose 𝑦-

coefficients are given by the entries of a vector 𝑣𝑦 ( ˆ𝑓 ) ∈ K[𝑥]𝑛𝑦

<𝑑

such that 𝑆𝑦
−1𝑣𝑦 ( ˆ𝑓 ) is strictly proper (tends to zero when 𝑥 tends

to infinity), see Eq. (1). This allows us to represent the elements

in A by normal forms. The transpose algorithm, which computes

corresponding power projections, is derived in Section 3.4. With

deg𝑥 𝑎 = 𝑑𝑎 , deg𝑥 𝑏 = 𝑑𝑏 , deg𝑦 𝑎 = 𝑒𝑎 , and deg𝑦 𝑏 = 𝑒𝑏 , the quo-

tient algebra A has dimension at most 𝑑𝑎𝑒𝑏 + 𝑑𝑏𝑒𝑎 . In order to rep-

resent its elements, the quotient is embedded in the space K[𝑥]𝑛𝑦

<𝑑
of dimension 𝑑𝑛𝑦 = max{𝑑𝑎, 𝑑𝑏 }(𝑒𝑎 + 𝑒𝑏 ) which can therefore be

slightly larger (Example 3.2).

3.1 Structured matrix arithmetic
The normal form algorithm exploits the fact that Sylvester matrices

are structured. The class of structure that we are facing is the one

of Toeplitz-like polynomial matrices which are commonly handled

using the notion of displacement rank [33]. The notion allows

to have a concise matrix representation through which matrix

arithmetic can be implemented efficiently [6, 47].

Given by the polynomials 𝑎 and 𝑏, 𝑆𝑥 and 𝑆𝑦 are represented us-

ing 𝑂 (𝑑𝑒) elements of K. The division algorithm requires to solve

associated linear systems and uses matrix inversion with trun-

cated power series entries. We consider that polynomial Sylvester

matrices and their inverses are represented using their concise

Toeplitz-like representations [6]. This is obtained for example by

extension of the Σ𝐿𝑈 form defined over fields [34], to polynomials

or truncated power series [49, Sec. 3]. Multiplying an 𝑛 × 𝑛 polyno-

mial Sylvester matrix of degree 𝑑 by a polynomial vector of degree

at most 𝑙 over K[𝑥], can be done using �̃� (𝑛(𝑑 + 𝑙)) arithmetic op-

erations in K [6]. This cost bound is valid for the same type of

multiplication using instead the inverse of the matrix modulo 𝑥𝑙

when it exists. If 𝑇 ∈ K𝑛×𝑛 is a non-singular Sylvester matrix

and 𝑣 ∈ K𝑛 , then the linear system 𝑇 −1𝑣 can be solved using �̃� (𝑛)
arithmetic operations. This is obtained by combining an inversion

formula for the Sylvester matrix [40], and matrix Padé approxima-

tion [3] (see also [6, Chap. 2, Sec. 9] and [60, Sec. 5]). The declination

of this is applied in Section 3.2 over truncated power series mod-

ulo 𝑥𝑙 . Let 𝑆 ∈ K[𝑥]𝑛×𝑛
𝑑

be a polynomial Sylvester matrix such

that det 𝑆 (0) ≠ 0, and consider a vector 𝑣 ∈ K[𝑥]𝑛 of degree at

most 𝑙 . The system 𝑆−1𝑣 can be solved modulo 𝑥𝑙 using �̃� (𝑛(𝑑 + 𝑙))
arithmetic operations. From [60, Prop. 5.1], the matrix inverse mod-

ulo 𝑥𝑙 can itself be computed (with concise representation) within

the same cost bound.

3.2 Matrix and bivariate polynomial division
Consider 𝑆 in K[𝑥]𝑛×𝑛 , non-singular of degree 𝑑 . For any vector

𝑣 ∈ K[𝑥]𝑛 , we know from [32, Thm. 6.3-15, p. 389] that there exist

unique𝑤, 𝑣 ∈ K[𝑥]𝑛 such that

𝑣 = 𝑆𝑤 + 𝑣, (1)

and 𝑆−1𝑣 is strictly proper. From [32, Thm. 6.3-10, p. 383] we further

have that the polynomial remainder vector 𝑣 has degree less 𝑑 ; note

however that uniqueness is ensured by properness and not by the

latter degree property (Example 3.2). The following will be applied

to both 𝑆𝑥 and 𝑆𝑦 , hence we take a general notation 𝑆 for the state-

ment. We propose a structured matrix polynomial adaptation of the

Cook-Sieveking-Kung algorithm for (scalar) polynomial division

with remainder, about which the reader may refer to [22, Sec. 9.1].

Lemma 3.1. Let 𝑆 ∈ K[𝑥]𝑛×𝑛 be a column reduced Sylvester ma-
trix of degree 𝑑 . Consider a vector 𝑣 ∈ K[𝑥]𝑛 of degree at most 𝑙 .
The unique remainder 𝑣 of the division of 𝑣 by 𝑆 as in Eq. (1) can be
computed using �̃� (𝑛(𝑑 + 𝑙)) arithmetic operations in K.

Proof. Consider that 𝑆 is associated to two polynomials 𝑎, 𝑏 ∈
𝐾 [𝑥,𝑦] as previously, such that 𝑆 = 𝑆𝑦 and we have 𝑒1 columns

of degree 𝑑1 and 𝑒2 columns of degree 𝑑2. Up to row and column

permutations we assume that 𝑑 = max{𝑑1, 𝑑2} = 𝑑1.
We first treat the case 𝑑 = 𝑑1 = 𝑑2. All the columns of 𝑆 have the

same degree, hence since 𝑆 is column reduced it is also row reduced

(use the definition given before Lemma 2.3, on the rows).

If 𝑙 < 𝑑 , then we take 𝑣 = 𝑣 . From [32, Thm. 6.3-11, p. 385], by

row reducedness, we know that 𝑆−1𝑣 is strictly proper. If 𝑙 ≥ 𝑑 , the
polynomial division can be perfomed by reformulating [22, Sec. 9.1,

Eq. (2)] on matrices. Since 𝑆 has non-singular leading matrix, by

the predictable degree property [32, Thm. 6.3-13, p. 387] we know

that the quotient vector𝑤 has degree deg 𝑣 −𝑑 , hence at most 𝑙 −𝑑 .
Using reversals of matrix polynomials, Eq. (1) can be rewritten as

rev𝑙 (𝑣) = rev𝑑 (𝑆) · rev𝑙−𝑑 (𝑤) + 𝑥𝑙−𝑑+1rev𝑑−1 (𝑣), hence we have
rev𝑙−𝑑 (𝑤) ≡ rev𝑑 (𝑆)−1rev𝑙 (𝑣) mod 𝑥𝑙−𝑑+1 . (2)

Remark that by reducedness assumption the coefficient matrix

of degree 0 of rev𝑑 (𝑆) is non-singular, thus the latter matrix in

invertible modulo 𝑥𝑙−𝑑+1. As soon as 𝑤 ′ = rev𝑙−𝑑 (𝑤) hence 𝑤 =

rev𝑙−𝑑 (𝑤 ′) are known, then 𝑣 can be deduced using 𝑣 = 𝑣 − 𝑆𝑤 .
We know that 𝑆−1𝑣 is strictly proper using reducedness, as done

previously. Using fast structured matrix arithmetic (Section 3.1),

rev𝑙−𝑑 (𝑤) is computed from Eq. (2) and 𝑣 is obtained within the

claim cost bound.

When 𝑑 = 𝑑1 > 𝑑2, first we balance the columns degrees. With

𝛿 = 𝑑1 − 𝑑2 > 0, take 𝐷 = diag(𝑥𝛿 , . . . , 𝑥𝛿 , 1, . . . , 1), with 𝑒1 entries
𝑥𝛿 . The matrix 𝑇 = 𝑆𝐷−1

has all its column degrees equal to 𝑑2.

Here and below the degree of a rational function is the difference

between the degrees of the numerator and the denominator. Column

and row reducedness are extended accordingly.

If 𝑙 < 𝑑2 we let 𝑣
′ = 𝑣 , otherwise we can compute a polynomial

vector𝑤 ′
of degree at most 𝑙−𝑑2 and 𝑣 ′ = 𝑣−𝑇𝑤 ′

of degree less than

𝑑2 such that𝑇 −1𝑣 ′ is strictly proper. This is done using Eq. (1) after

having multiplied everything by 𝑥𝛿 so as to be reduced to a division

with polynomial matrices, in time �̃� (𝑛(𝑑 + 𝑙)). This is similar to

the 𝑑1 = 𝑑2 case above since 𝑇 is column reduced. Then, taking the

quotient of the first 𝑒1 entries of𝑤
′
by 𝑥𝛿 , we write𝑤 ′ = 𝐷𝑤 + 𝑧,

where 𝑧 is of degree less than 𝛿 and such that only its first 𝑒1 entries

may be non-zero. The vector𝑤 remains of degree at most 𝑙−𝑑2, and
we obtain 𝑣 in time �̃� (𝑛(𝑑 + 𝑙)) as 𝑣 = 𝑣 −𝑆𝑤 = 𝑣 −𝑆𝐷−1 (𝑤 ′ −𝑧) =
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𝑣 ′ + 𝑆𝐷−1𝑧. To complete the proof we check that 𝑆−1𝑣 is strictly
proper. This vector is 𝑆−1𝑣 = 𝑆−1𝑣 ′ + 𝐷−1𝑧 = 𝐷−1𝑇 −1𝑣 ′ + 𝐷−1𝑧.
By construction, 𝑇 −1𝑣 ′ is strictly proper, it is thus the same for

𝐷−1𝑇 −1𝑣 ′; 𝑧 has degree at most 𝛿 − 1 for its first 𝑒1 entries (the

other ones are zero), hence 𝐷−1𝑧 is strictly proper. □

3.3 Normal form modulo the bivariate ideal
Given a polynomial 𝑓 ∈ K[𝑥,𝑦] whose 𝑦-degree is less than the

dimension 𝑛𝑦 of 𝑆𝑦 , we can apply Lemma 3.1 to the vector 𝑣𝑦 (𝑓 ) ∈
K[𝑥]𝑛𝑦

of the coefficients of 𝑓 . Equation (1) becomes 𝑣𝑦 (𝑓 ) =

𝑆𝑦𝑤 + 𝑣𝑦 ( ˆ𝑓 ) on vectors, and by definition of the Sylvester matrix

we have
ˆ𝑓 = 𝑓 − 𝑢𝑎 − 𝑣𝑏 ∈ 𝑓 + 𝐼 for some 𝑢, 𝑣 ∈ K[𝑥,𝑦], with ˆ𝑓 of

𝑥-degree less than 𝑑 . We show with Proposition 3.5 that, thanks to

the uniqueness of the remainder, this allows us to define a normal

form modulo ⟨𝑎, 𝑏⟩. The general 𝑦-degree case for 𝑓 is treated using
a preparatory division by 𝑆𝑥 (whose entries are in K[𝑦]) in order to

reduce the degree in 𝑦. The overall construction gives a K-linear
map

𝜑 : K[𝑥,𝑦] → K[𝑥,𝑦]< (𝑑,𝑛𝑦 )
𝑓 ↦→ ˆ𝑓 = 𝑓 rem 𝐼

(3)

such that 𝑓 − 𝜑 (𝑓 ) ∈ 𝐼 , and 𝜑 (𝑔) = 0 if 𝑔 ∈ 𝐼 . The map 𝜑 is

appropriate to represent the elements in A by normal forms.

Example 3.2. For K = Q, consider 𝑎 = 𝑥2𝑦 + 𝑦 and 𝑏 = 𝑥𝑦2 + 𝑥 ,
with 𝑑 = 𝑑𝑎 = 2 and 𝑛𝑦 = 𝑒𝑎 + 𝑒𝑏 = 1 + 2 = 3. If 𝑓 = 𝑥 then both 𝑓

and 𝑓 − 𝑏 = −𝑥𝑦2 are in K[𝑥,𝑦]< (2,3) , hence the map 𝜑 might not

be surjective. The division as in Eq. (1) leads to

𝑣𝑦 (𝑓 ) = 𝑆𝑦𝑤 + 𝑣𝑦 ( ˆ𝑓 ) =

𝑥2 + 1 0 𝑥

0 𝑥2 + 1 0

0 0 𝑥



0

0

1

 +

−𝑥
0

0

 ,
and

ˆ𝑓 = 𝑓 −𝑏 since 𝑆𝑦−1𝑣𝑦 ( ˆ𝑓 ) is strictly proper, whereas 𝑆𝑦−1𝑣𝑦 (𝑓 )
is not. Note that the quotient algebraK[𝑥,𝑦]/⟨𝑎, 𝑏⟩ has dimension 5,

which is smaller than the dimension of K[𝑥,𝑦]< (2,3) . □

If [ = deg𝑦 𝑓 ≥ 𝑛𝑦 and 𝛿 = deg𝑥 𝑓 is less than the dimension 𝑛𝑥

of 𝑆𝑥 we can directly proceed to the division using 𝑆𝑥 . Otherwise,

as we now see with Lemma 3.3, we first extend 𝑆𝑥 to a bigger

appropriate Sylvester matrix𝑇𝑥 of dimension 𝛿 + 1. By linearization,
we associate to 𝑓 a vector 𝑣𝑥 (𝑓 ) ∈ K[𝑦]𝛿+1 of 𝑦-degree [. Then
using division by 𝑇𝑥 , whose 𝑦-degree is the degree 𝑒 of 𝑆𝑥 , we can

compute 𝑓 ′ of 𝑦-degree less than 𝑒 < 𝑛𝑦 , such that 𝑓 − 𝑓 ′ ∈ 𝐼 .

Lemma 3.3. Assume that the Sylvester matrix 𝑆𝑥 associated to 𝑎
and 𝑏 with respect to 𝑥 is column reduced. Consider 𝑓 ∈ K[𝑥,𝑦] of
𝑥-degree at most 𝛿 and 𝑦-degree at most [ ≥ 𝑛𝑦 . Using �̃� ((𝑛𝑥 + 𝛿)[)
arithmetic operations inKwe can compute a polynomial 𝑓 ′ ∈ K[𝑥,𝑦],
of 𝑥-degree at most max{𝑛𝑥 − 1, 𝛿} and 𝑦-degree less than 𝑒 < 𝑛𝑦 ,
such that 𝑓 − 𝑓 ′ ∈ 𝐼 .

Proof. If 𝛿 is less than 𝑛𝑥 , we take 𝑇𝑥 = 𝑆𝑥 . Otherwise, let

𝑚 = 𝛿 − 𝑛𝑥 + 1, and denote the 𝑦-leading coefficients of 𝑎, 𝑏 by

𝑠, 𝑡 ∈ K[𝑥]. Since 𝑆𝑥 is column reduced, from Lemma 2.3 we know

that gcd(𝑠, 𝑡) = 1. Either 𝑠 or 𝑡 is not divisible by 𝑥 , let us assume

that it is 𝑠 , and take for𝑇𝑥 overK[𝑦], the Sylvester matrix associated

to 𝑎 and 𝑥𝑚𝑏 with respect to 𝑥 . The Sylvester matrix associated to 𝑠

and 𝑥𝑚𝑡 is non-singular, hence𝑇𝑥 is column reduced by Lemma 2.3

again: if either deg 𝑠 = 𝑑𝑎 or deg 𝑡 = 𝑑𝑏 , then either deg 𝑠 = 𝑑𝑎 or

deg 𝑡 +𝑚 = 𝑑𝑏 +𝑚.

This matrix 𝑇𝑥 has dimension max{𝑛𝑥 , 𝛿 + 1}, and degree 𝑒 =

max{𝑒𝑎, 𝑒𝑏 } in𝑦. The remainder of the division of 𝑣𝑥 (𝑓 ) by𝑇𝑥 gives

𝑓 ′ such that 𝑓 − 𝑓 ′ ∈ 𝐼 , its 𝑦-degree is less than the one of 𝑇𝑥 , and

its 𝑥-degree is less than the dimension of𝑇𝑥 . The cost bound is from

Lemma 3.1, with a matrix of dimension 𝑛 = max{𝑛𝑥 , 𝛿 + 1} and
degree 𝑒 , and a vector of degree 𝑙 = [ ≥ 𝑒 . □

Lemma 3.3 allows to first reduce the 𝑦-degree, the reduction of

the degree in 𝑥 now also ensures the normal form.

Example 3.4. We continue with 𝑎 = 𝑥2𝑦 + 𝑦 and 𝑏 = 𝑥𝑦2 + 𝑥
as in Example 3.2; 𝑆𝑥 and 𝑆𝑦 have dimension 𝑛𝑥 = 𝑛𝑦 = 3. For

𝑓 = 𝑦3 + 𝑥3𝑦2 + 1, we first reduce the 𝑦-degree using 𝑆𝑥 . Since

𝛿 = deg𝑥 𝑓 ≥ 𝑛𝑥 , we cannot directly use 𝑆𝑥 which is 3×3. Following
the proof of Lemma 3.3 we increase the dimension and consider

𝑇𝑥 ∈ K[𝑦]4×4, the Sylvester matrix with respect to 𝑥 associated to

𝑎 and 𝑥𝑏. The first division is therefore:

𝑣𝑥 (𝑓 ) = 𝑇𝑥𝑤1+𝑣𝑥 (𝑓 ′) =


𝑦 0 𝑦2 + 1 0

0 𝑦 0 𝑦2 + 1

𝑦 0 0 0

0 𝑦 0 0




0

𝑦2

1

−𝑦

+

−1
𝑦

0

1

 .
The new polynomial is 𝑓 ′ = −𝑥3 + 𝑦𝑥2 + 1, its 𝑦-degree is 1 < 𝑛𝑦 ,

so the division by 𝑆𝑦 ∈ K[𝑥]3×3 in order to reduce the 𝑥-degree is

now possible:

𝑣𝑦 (𝑓 ′) = 𝑆𝑦𝑤2+𝑣𝑦 ( ˆ𝑓 ) =

𝑥2 + 1 0 𝑥

0 𝑥2 + 1 0

0 0 𝑥




𝑥

1

−𝑥2

+

−𝑥
−1
1

 ,
and we obtain the normal form

ˆ𝑓 = −𝑥𝑦2−𝑦+1 ∈ K[𝑥,𝑦]< (2,3) . □

Proposition 3.5. Assume that the Sylvester matrices 𝑆𝑥 and 𝑆𝑦
associated to 𝑎 and 𝑏 are column reduced, and consider 𝑓 ∈ K[𝑥,𝑦].
TheK-linearmap in Eq. (3) is well defined by choosing for ˆ𝑓 the unique
polynomial in K[𝑥,𝑦]< (𝑑,𝑛𝑦 ) such that 𝑓 − ˆ𝑓 ∈ 𝐼 , and 𝑆𝑦−1𝑣𝑦 ( ˆ𝑓 ) is
strictly proper. If 𝑓 has 𝑥-degree at most 𝛿 and𝑦-degree at most [, then
this normal form for 𝑓 +𝐼 inA can be computed using �̃� ((𝑑+𝛿) (𝑒+[))
arithmetic operations in K.

Proof. We show the existence of such an
ˆ𝑓 for every 𝑓 , then

show that 𝑔 = 0 if 𝑔 ∈ 𝐼 . After division by 𝑆𝑥 using Lemma 3.3

we have 𝑓 ′ ∈ K[𝑥,𝑦] of 𝑦-degree less than 𝑒 < 𝑛𝑦 = 𝑒𝑎 + 𝑒𝑏 such

that 𝑓 − 𝑓 ′ ∈ 𝐼 . Then by Lemma 3.1, that is by division by 𝑆𝑦 , we

obtain
ˆ𝑓 ∈ K[𝑥,𝑦]< (𝑑,𝑛𝑦 ) such that 𝑓 ′ − ˆ𝑓 ∈ 𝐼 , hence 𝑓 − ˆ𝑓 ∈ 𝐼 .

By construction, 𝑆𝑦
−1𝑣𝑦 ( ˆ𝑓 ) is strictly proper. For 𝑔 ∈ 𝐼 , this first

leads to some 𝑔′ of 𝑦-degree less than 𝑒 < 𝑛𝑦 . Since 𝑆𝑦 is column

reduced, we know from Lemma 2.3 that the 𝑦-leading coefficients

of 𝑎 and 𝑏 are relatively prime, hence using [42, Lem. 7] there exist

polynomials 𝑟, 𝑠 ∈ K[𝑥,𝑦] such that 𝑔′ − 𝑟𝑎 − 𝑠𝑏 = 0, deg𝑦 𝑟 <

𝑒𝑏 , and deg𝑦 𝑠 < 𝑒𝑎 . By uniqueness it follows that we must have

𝑔 = 0 because this value is appropriate using above identity. The

map 𝜑 (𝑓 ) = ˆ𝑓 is well defined and provides a normal form. For 𝑓1, 𝑓2
in the coset 𝑓 + 𝐼 we indeed have 𝜑 (𝑓1− 𝑓2) = 0 hence 𝜑 (𝑓1) = 𝜑 (𝑓2)
by K-linearity of the divisions. From Lemma 3.3, the first division

by 𝑆𝑥 costs �̃� ((𝑑 + 𝛿) (𝑒 + [)), where we use that 𝑆𝑥 has dimension

𝑛𝑥 ≤ 2𝑑 and degree 𝑒 . This leads to the next division of a vector of
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degree at most max{𝑛𝑥 − 1, 𝛿} by 𝑆𝑦 , whose dimension is 𝑛𝑦 < 2𝑒

and degree𝑑 . Using Lemma 3.1 this adds �̃� (𝑒 (𝑑+𝛿)) operations. □

The assumptions of Proposition 3.5 are central to be able to re-

duce the degree in 𝑥 and also ensure the normal form. The following

example describes a situation with the existence of roots at infinity

with respect to 𝑦.

Example 3.6. With K = F7, take 𝑎 = (𝑥 + 3)𝑦 + 𝑥2 + 5𝑥 + 5 and

𝑏 = (𝑥 +3) (𝑥 +4)𝑦 +𝑥2 +4𝑥 +2. The minimal polynomial of 𝑥 in the

quotient algebra is 𝑥 + 2 but cannot be obtained by combinations of

𝑎 and 𝑏 of 𝑦-degree less than 𝑒𝑎 = 𝑒𝑏 = 1, i.e. using combinations

of the columns of 𝑆𝑦 . The vector [0 𝑥 + 2]T is its own remainder of

the division by 𝑆𝑦 , hence 𝑥 + 2 is not reduced to zero while being in

the ideal. In this case however, thanks to the random conditioning

of Section 5, we correctly compute the resultant (see Section 7). □

Since the multiplication in K[𝑥,𝑦] can be computed in quasi-

linear time [22, Sec. 8.4], Proposition 3.5 allows multiplication in

K[𝑥,𝑦]/⟨𝑎, 𝑏⟩ using �̃� (𝑑𝑒) arithmetic operations. This is valid as

long as both Sylvestermatrices are column reduced. FromLemma 2.3

this means that the 𝑥-leading (resp. 𝑦-) coefficients of 𝑎 and 𝑏 are

coprime and one of them has maximal degree 𝑑𝑎 or 𝑑𝑏 (resp. 𝑒𝑎 or

𝑒𝑏 ). In a complementary situation, that is with a sufficiently generic

ideal ⟨𝑎, 𝑏⟩ for the graded lexicographic order and using the total

degree, a quasi-linear complexity was already achieved in [26] for

the multiplication in such a quotient. Even though it retains specific

assumptions on the ideal, let us also mention the multiplication

bound �̃� ((𝑑𝑒)1.5) of [30, Sec. 4.5].

3.4 Power projections: transposed normal form
Using Shoup’s general approach for the computation of minimal

polynomials in a quotient algebra, we especially rely on the fact

that the power projection problem is the transpose of the modular

composition problem [54; 35, Sec. 6]. The normal form algorithm of

Proposition 3.5 treats a special case of modular composition since

𝑓 mod 𝐼 can be seen as 𝑓 (𝑔(𝑥)) mod 𝐼 for 𝑔 = 𝑥 . Certain power

projections can therefore already be derived by transposition from

what we have done so far, as we explain in this section. This is used

at the core of the general algorithm in Section 4 for the computation

of a larger number of 𝑂 (𝑑𝑒) projections efficiently for K = F𝑞 .
Consider the restriction 𝜑𝛿,[ of 𝜑 to the K-vector space U =

K[𝑥,𝑦]≤(𝛿,[ ) , and denote K[𝑥,𝑦]< (𝑑,𝑛𝑦 ) as a K-vector space byV .

We introduce the dual spaces Û and V̂ of the K-linear forms on

U andV , respectively. The transpose of 𝜑𝛿,[ is the K-linear map

𝜑T
𝛿,[

: V̂ → Û
ℓ ↦→ ℓ ◦ 𝜑𝛿,[ .

(4)

We view the polynomials inU as vectors on themonomial basisB =

{1, 𝑥, . . . , 𝑥𝛿 , 𝑦, 𝑥𝑦, . . . , 𝑥𝛿𝑦[ }. The linear forms in Û on the dual

basis of B are represented by vectors in K(𝛿+1) ([+1)
. The elements

inV and V̂ are viewed in K𝑑𝑛𝑦
on the basis {𝑦𝑛𝑦−1, 𝑦𝑛𝑦−1𝑥, . . . ,

𝑦𝑛𝑦−1𝑥𝑑−1, 𝑦𝑛𝑦−2, 𝑦𝑛𝑦−2𝑥, . . . , 𝑥𝑑−1} ofV (in accordance with the

definition of the Sylvester matrix 𝑆𝑦 ). From Eq. (4), the entries of

𝜑T
𝛿,[

(ℓ) are the bivariate power projections (ℓ ◦𝜑𝛿,[ ) (𝑥𝑖𝑦 𝑗 ) for 0 ≤
𝑖 ≤ 𝛿 and 0 ≤ 𝑗 ≤ [. We compute these projections by applying

the transposition principle [7, 21; 54]. The principle asserts that if

a K-linear map 𝜙 : E1 → E2 can be computed by a linear straight-

line program of length 𝑙 , then the transpose map can be computed

by a program of length 𝑙 + dim E2 (𝑙 if 𝜙 is an isomorphism) [12,

Thm. 13.20]. We use a commonly applied strategy to implement the

principle [9]. Proposition 3.7 follows directly from Proposition 3.5

e.g. by mimicking the results of [8, Sec. 4] in K[𝑥,𝑦]/⟨𝑓 (𝑥), 𝑔(𝑦)⟩
of [48, 50] modulo triangular sets. The change concerns only the

way in which the ideal is represented.

Proposition 3.7 ([61]). Assume that the Sylvester matrices 𝑆𝑥
and 𝑆𝑦 associated to 𝑎 and 𝑏 are column reduced. Given two integers
𝛿, [ ≥ 0 and ℓ ∈ V̂ one can compute 𝜑T

𝛿,[
(ℓ) using �̃� ((𝑑 + 𝛿) (𝑒 +[))

arithmetic operations in K.

We have directly used the transposition principle. The transpose

algorithm could nevertheless be stated explicitly as done for the uni-

variate case in [9]— using duality with linear recurrence sequence

extension [53], and for multivariate triangular sets in [48, 50].

4 USE OF KEDLAYA & UMANS’ TECHNIQUES
The minimal polynomial of the multiplication by 𝑥 inA requires the

computation of projections of 𝑂 (𝑑𝑒) power of 𝑥 (Section 6). Propo-

sition 3.7 therefore is not sufficient in order to achieve quasi-linear

complexity. This now leads us to apply Kedlaya and Umans’ tech-

niques [39], and their extensions in [28, 50], for efficient modular

composition over a finite field (Corollary 4.2) and power projection

by transposition (Corollary 4.3).

Given three polynomials 𝑓 , 𝑔, ℎ ∈ K[𝑥] with deg(𝑓 ) < 𝑛 and

deg(𝑔) < 𝑛 where 𝑛 = deg(ℎ), the problem of modular composition

is to compute 𝑓 (𝑔) mod ℎ [11]. (The problem is more fundamentally

stated over a ring.) In this case, we benefit from the fact that for such

polynomials the division with remainder can be computed using

�̃� (𝑛) arithmetic operations [22, Sec. 9.1]. One of the difficulties in

the bivariate case is to be able to start from an analogous point, we

mean from an efficient division with remainder modulo 𝐼 . Once this

is achieved, the approach of [39] can be followed for both modular

composition and power projection. This is what has been accom-

plished in [50] (multivariate case) and [28] (special case 𝑔 = 𝑥 ), with

respective shapes of the ideal 𝐼 that we have already mentioned. We

proceed in the same way, and integrate the new division (normal

form) algorithm into the overall process. The proofs of Theorem 4.1

and its corollaries may be found in [61], and we refer the reader to

the stem papers [28, 39, 50]. As for Proposition 3.7 our change is the

way in which the ideal is represented, which leads to a newmodular

bivariate projection algorithm in Corollary 4.3. The first main ingre-

dient is to reduce the problem of division (of modular composition)

to divisions with smaller input degrees (Proposition 3.5), and to a

problem of multipoint evaluation [39, Pb. 2.1]. Theorem 4.1 shows

that the problem of computing the normal form of 𝑓 ∈ K[𝑥]<𝛿
modulo 𝐼 can be reduced, for 2 ≤ 𝑑𝜖 < 𝛿 , to normal forms of

polynomials of 𝑥- and 𝑦-degrees less than 𝑑𝜖𝑑 log𝛿 and 𝑑𝜖𝑒 log𝛿 ,

respectively, and to multipoint evaluation. Here, remember the

notations 𝑑 = max{deg𝑥 𝑎, deg𝑥 𝑏} and 𝑒 = max{deg𝑦 𝑎, deg𝑦 𝑏}.
The Sylvester matrix 𝑆𝑦 is 𝑛𝑦 × 𝑛𝑦 over K.

Theorem 4.1 ([39, Thm. 3.1], generalized in [28, 50], [61]). Con-
sider 𝑓 ∈ K[𝑥] of degree less than 𝛿 , and an arbitrary integer
2 ≤ 𝑑𝜖 < 𝛿 . Assume that the Sylvester matrices 𝑆𝑥 and 𝑆𝑦 associated to
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𝑎 and 𝑏 are column reduced, and |K| > 𝑙 (𝑑𝜖 − 1)max{𝑑 − 1, 𝑛𝑦 − 1}
where 𝑙 = ⌈log𝑑𝜖 (𝛿)⌉. If 𝛿 = 𝑂 (𝑑𝑒) then 𝑓 (𝑥) rem 𝐼 can be com-
puted using �̃� (𝑑2𝜖𝑑𝑒) arithmetic operations in K, plus one multivari-
ate multipoint evaluation of a polynomial with 𝑙 variables over K and
individual degrees less than 𝑑𝜖 , at 𝑂 (𝑙2𝑑2𝜖𝑑𝑒) points in K𝑙 .

In line with [39, Thm 7.1] and [28, 50], thanks to fast multipoint

evaluation [39, Cor. 4.5], the cost of the reduction of a univariate

polynomial modulo the ideal can then be bounded.

Corollary 4.2 ([61]). Let K be a finite field F𝑞 . Assume that
the Sylvester matrices 𝑆𝑥 and 𝑆𝑦 associated to 𝑎 and 𝑏 are column
reduced, and consider 𝑓 ∈ F𝑞 [𝑥] of degree less than 𝛿 = 4𝑑𝑒 . For
every constant 𝜖 > 0, if 𝑞 ≥ 𝛿1+𝜖 , then 𝑓 rem 𝐼 can be computed
using 𝑂 ((𝑑𝑒 log𝑞)1+𝜖 ) bit operations.

As said before, our presentation is simplified compared to the

one of [39]. The dependence in 𝑞, in complexity bounds analogous

to the one in Corollary 4.2, is made explicit using polylogarithmic

functions in [50]. According to [39, Rem. p. 1790], 𝜖 can be chosen to

be a subconstant function of the other parameters in the complexity

bounds. In this respect the study of [28] uses an explicit function

of slow increase for the number of variables of the multipoint

evaluation problem. Sharper bounds and improved algorithms are

found in [5, 27] for multipoint evaluation, and [29] for multivariate

modular composition over finite fields. Since we rely also on a

solution for the dual problem, and that it is not treated in the latter

references, we remain based on [39]. In a similar way to what we

did in Section 3.4 we now transpose the algorithm of Corollary 4.2.

The non-algebraic portions of the algorithm involved in multipoint

evaluation are treated by means of [39, Thm. 7.6]. Our reasoning is

that of [39, Thm7.7], [50, Thm. 3.3] and [28, Prop. 1] for modular

power projection. We use the notation 𝜑 of Eq. (3) for the normal

form map.

Corollary 4.3 ([61]). Let K be a finite field F𝑞 . Assume that
the Sylvester matrices 𝑆𝑥 and 𝑆𝑦 associated to 𝑎 and 𝑏 are column
reduced. Let ℓ be a linear form in the dual of F𝑞 [𝑥,𝑦]< (𝑑,𝑛𝑦 ) . For
every constant 𝜖 > 0, if 𝑞 ≥ 𝛿1+𝜖 with 𝛿 = 4𝑑𝑒 , then (ℓ ◦ 𝜑) (𝑥𝑖 ) for
0 ≤ 𝑖 < 𝛿 can be computed using 𝑂 ((𝑑𝑒 log𝑞)1+𝜖 ) bit operations.

5 RANDOM SHIFTS AND REVERSALS
In order to exploit the powers projections of Corollary 4.3 for a

minimal polynomial computation, and derive the last invariant

factor of the Smith normal form of 𝑆𝑦 , we need to address a column

reducedness issue. If the input polynomials 𝑎 and 𝑏 lead to 𝑆𝑥 and

𝑆𝑦 with singular leading coefficients, then we construct two new

polynomials 𝑎′ and 𝑏′ which allow to get around the difficulty.

Lemma 5.1 (Conditioning of 𝑆𝑥 ). Given 𝛼 ∈ K not a root of
Res𝑥 (𝑎, 𝑏) (the ideal is zero-dimensional), in arithmetic time �̃� (𝑑𝑒)
we can compute two polynomials 𝑎′ and 𝑏′ with degrees as those of 𝑎
and 𝑏, such that the new Sylvester matrix 𝑆𝑥′ is column reduced and
the Smith normal form of 𝑆𝑦′ is that of 𝑆𝑦 .

Proof. Consider𝑎 (1) (𝑥,𝑦) = 𝑎(𝑥,𝑦+𝛼) and𝑏 (1) (𝑥,𝑦) = 𝑏 (𝑥,𝑦+
𝛼). The new Sylvester matrix 𝑆

(1)
𝑥 with respect to 𝑥 has a non-

singular constant term since (Res𝑥 (𝑎, 𝑏)) (𝛼) ≠ 0. The Smith normal

form of 𝑆
(1)
𝑦 is equal to the Smith normal form of 𝑆𝑦 . Indeed, let

𝑄𝛼,𝑘 ∈ K𝑘×𝑘 be the matrix of the endomorphism that shifts a

polynomial of degree less than 𝑘 by 𝛼 ;𝑄𝛼,𝑘 is lower triangular with

unit diagonal. We have

𝑆
(1)
𝑦 = 𝑄𝛼,𝑒𝑎+𝑒𝑏 𝑆𝑦 diag(𝑄−1

𝛼,𝑒𝑏
, 𝑄−1

𝛼,𝑒𝑎
), (5)

hence 𝑆
(1)
𝑦 and 𝑆𝑦 are unimodularly equivalent. Then we consider

the reversed polynomials 𝑎′ and 𝑏′ of 𝑎 (1) and 𝑏 (1) with respect

to 𝑦, using the respective degrees 𝑒𝑎 and 𝑒𝑏 . Note that 𝑎
′
and 𝑏′

must keep the same 𝑦-degrees, otherwise 𝑆
(1)
𝑥 could not have a

non-singular constant coefficient; for the same reason, the new

matrix 𝑆𝑥
′
associated to 𝑎′ and 𝑏′ is column reduced. On the other

hand, the Smith form with respect to 𝑦 is unchanged since

𝑆𝑦
′ = 𝐽𝑒𝑎+𝑒𝑏 𝑆

(1)
𝑦 diag(𝐽𝑒𝑏 , 𝐽𝑒𝑎 ), (6)

where 𝐽𝑘 is the reversal matrix of dimension 𝑘 . The cost is domi-

nated by the one of at most 2(𝑑 + 1) shifts of polynomials of degree

at most 𝑒 in K[𝑦], see e.g. [6][Chap. 1, Pb. 3.5]. □

Lemma 5.1 preserves the Smith normal form of 𝑆𝑦 but not neces-

sarily its Hermite form. From Lemma 2.3, 𝑎′ = 𝑏′ = 0 has no roots

at infinity with respect to 𝑦, so the last invariant factor of 𝑆𝑦 is the

minimal polynomial of the multiplication by 𝑥 in the new quotient

algebra (Lemma 2.1). The latter may have changed, with an extra

factor coming from possible roots at infinity for 𝑎 = 𝑏 = 0. We do

the same type of manipulation for the column reducedness of 𝑆𝑦 .

Lemma 5.2 (Conditioning of 𝑆𝑥 and 𝑆𝑦 ). Given 𝛼, 𝛽 ∈ K not
roots of Res𝑥 (𝑎, 𝑏) and Res𝑦 (𝑎, 𝑏) ∈ K[𝑥], respectively (the ideal
is zero-dimensional), in arithmetic time �̃� (𝑑𝑒) we can compute two
polynomials 𝑎′ and 𝑏′ with degrees as those of 𝑎 and 𝑏 such that:
the new Sylvester matrices 𝑆𝑥′ and 𝑆𝑦′ are column reduced; the last
invariant factor of 𝑆𝑦 can be deduced from that of 𝑆𝑦′ using �̃� (𝑑𝑒)
additional arithmetic operations.

Proof. By applying Lemma 5.1 we can assume that 𝑎 and 𝑏 are

such that 𝑆𝑥 is column reduced, without modifying 𝑆𝑦 so Res𝑦 (𝑎, 𝑏)
either. We use arguments similar to those used in the proof of

Lemma 5.1. We first take 𝑎 (1) (𝑥,𝑦) = 𝑎(𝑥 + 𝛽,𝑦) and 𝑏 (1) (𝑥,𝑦) =
𝑏 (𝑥 + 𝛽,𝑦). The new Sylvester matrix 𝑆

(1)
𝑦 with respect to 𝑦 has a

non-singular constant term since (Res𝑦 (𝑎, 𝑏)) (𝛽) ≠ 0. We denote

the last invariant factor of 𝑆𝑦 by 𝜎 ∈ K[𝑥]. The last invariant factor
of 𝑆

(1)
𝑦 is 𝜎𝛽 = 𝜎 (𝑥 + 𝛽) and satisfies 𝜎𝛽 (0) ≠ 0. Then we consider

the reversed polynomials 𝑎′ and 𝑏′ of 𝑎 (1) and 𝑏 (1) with respect

to 𝑥 , using the respective degrees 𝑑𝑎 and 𝑑𝑏 . Since 𝑆
(1)
𝑦 has a non-

singular constant term, 𝑎′ and 𝑏′ keep the same 𝑥-degrees and the

new matrix 𝑆𝑦
′
associated to 𝑎′ and 𝑏′ is column reduced.

We now prove the claims with 𝑎′ and 𝑏′. We have just seen for

the column reducedness of the𝑦-Sylvester matrix.With respect to 𝑥 ,

the Sylvester matrix is column reduced after the initial application

of Lemma 5.1. Using Eqs. (5) and (6) from the proof of the latter

lemma, now with 𝛽 , 𝑆
(1)
𝑥 , and 𝑆𝑥

′
, we deduce that 𝑆𝑥

′
remains column

reduced. Finally, we compute the last invariant factor 𝜎 of 𝑆𝑦 from

the one of 𝑆𝑦
′
. The Sylvester matrix 𝑆𝑦

′
is the reversal by columns

of 𝑆
(1)
𝑦 (the entries are reversed with respect to the degree of their

column). Let 𝜎′
𝛽
the reversal polynomial of 𝜎𝛽 . From [61, Lem. 5.2]
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we deduce that the last invariant factor of 𝑆𝑦
′
is 𝑐𝑥𝑙𝜎′

𝛽
for some

integer 𝑙 ≥ 0, and a non-zero 𝑐 ∈ K. Since 𝜎𝛽 (0) ≠ 0, the reversal

of 𝑐𝑥𝑙𝜎′
𝛽
is 𝑐𝜎𝛽 . Using a shift by −𝛽 and making the polynomial

monic provides us with 𝜎 . In addition to the cost in Lemma 5.1, we

essentially have to perform at most 2(𝑒 + 1) shifts of polynomials

of degree at most 𝑑 in K[𝑥], plus a final shift of a polynomial of

degree 𝑂 (𝑑𝑒), see e.g. [6][Chap. 1, Pb. 3.5]. □

6 INVARIANT FACTOR COMPUTATION
For a random linear form ℓ , the minimal polynomial ` of the mul-

tiplication by 𝑥 in K[𝑥,𝑦]/⟨𝑎, 𝑏⟩ is also the one of the linearly

generated sequence (ℓ ◦𝜑) (𝑥𝑖 )𝑖≥0 with high probability [55, Sec. 4;

38, Lem. 6]. In essence, this minimal polynomial approach is a tran-

scription of that of Wiedemann [62], with multiplication matrices

rather than sparse ones [54]. This allows, in this section, to first

bound the complexity of the minimal polynomial problem from the

power projection complexity bound we have obtained previously

(Corollary 4.3). Since ` has degree at most 2𝑑𝑒 , it can ideed be com-

puted from the first 4𝑑𝑒 terms of the power projection sequence.

However, this is only valid when the involved Sylvester matrices

are column reduced. Up to random shifts and reversals (Section 5),

we then describe how the last invariant factor of 𝑆𝑦 can be derived

from the minimal polynomial of the multiplication by 𝑥 in a slightly

modified quotient algebra.

Theorem 6.1. Consider two polynomials 𝑎, 𝑏 ∈ F𝑞 [𝑥,𝑦]≤(𝑑,𝑒 )
and assume that the associated Sylvester matrices 𝑆𝑥 and 𝑆𝑦 are col-
umn reduced. For every constant 𝜖 > 0, if 𝑞 ≥ 𝛿1+𝜖 with 𝛿 = 4𝑑𝑒 ,
there exists a randomized Monte Carlo algorithm which computes
the minimal polynomial of the multiplication by 𝑥 in F𝑞 [𝑥,𝑦]/⟨𝑎, 𝑏⟩
using𝑂 ((𝑑𝑒 log𝑞)1+𝜖 ) bit operations. The algorithm returns a divisor
of the minimal polynomial, to which it is equal with probability at
least 1 − 2𝑑𝑒/𝑞 ≥ 1/2.

Proof. The modular power projections as in Corollary 4.3 are

computed for a random linear map ℓ . The sequence {(ℓ ◦𝜑) (𝑥𝑖 )}𝑖≥0
is linearly generated; its minimal polynomial `′ is a divisor of

the minimal polynomial ` of the multiplication by 𝑥 in A. Since

deg ` ≤ 2𝑑𝑒 , `′ can be computed using �̃� (𝑑𝑒) additional operations
inK from the 4𝑑𝑒 first terms of the sequence [22, Algo 12.9]. We can

conclude by proving that `′ = ` with high probability. Following

the construction of 𝜑 in Eq. (3), one can define the multiplication

map 𝜓 : F𝑞 [𝑥,𝑦]< (𝑑,𝑛𝑦 ) → F𝑞 [𝑥,𝑦]< (𝑑,𝑛𝑦 ) ; 𝑓 ↦→ 𝑥 𝑓 rem 𝐼 . For

an appropriate basis of F𝑞 [𝑥,𝑦]< (𝑑,𝑛𝑦 ) as a F𝑞-vector space, we
consider that 𝜓 is represented by a (𝑑𝑛𝑦) × (𝑑𝑛𝑦) matrix 𝑀 over

F𝑞 and that 1 is represented by the vector 𝑢 ∈ F𝑑𝑛𝑦

𝑞 . According to

what we have seen in Section 3.4, we also represent linear forms in

the dual of F𝑞 [𝑥,𝑦]< (𝑑,𝑛𝑦 ) by vectors in F
𝑑𝑛𝑦

𝑞 . With this, ` is the

minimal polynomial of 𝑢 with respect to 𝑀 . Hence for a random

linear form ℓ represented by 𝑣 ∈ F𝑑𝑛𝑦

𝑞 , the minimal polynomial of

the linearly generated sequence {(ℓ ◦ 𝜑) (𝑥𝑖 )}𝑖≥0 = {𝑣T𝑀𝑖𝑢}𝑘≥0
is ` with probability at least 1−deg `/𝑞 [36, Lem. 2; 37, Lem. 1]. □

Corollary 6.2. Consider two coprime bivariate polynomials 𝑎, 𝑏
in F𝑞 [𝑥,𝑦]≤(𝑑,𝑒 ) . There exists a randomized Monte Carlo algorithm

which computes the last invariant factor of the Sylvester matrix asso-
ciated to 𝑎 and 𝑏 with respect to either 𝑥 or 𝑦, using (𝑑𝑒 log𝑞)1+𝑜 (1)
bit operations. The algorithm either returns the target invariant factor,
and this with probability at least 1/2, one of its divisors, or “failure”.

Proof. Given 𝜖 > 0, when 𝑞 ≥ (12𝑑𝑒)1+𝜖 , we choose random
𝛼 and 𝛽 in F𝑞 , then check whether 𝑆𝑥

′
and 𝑆𝑦

′
as in Lemma 5.2 are

column reduced. This is performed using �̃� (𝑑 + 𝑒) operations, see
Lemma 2.1 and e.g. [22, Thm. 11.10]. Since Res𝑦 (𝑎, 𝑏) ∈ F𝑞 [𝑥] and
Res𝑥 (𝑎, 𝑏) ∈ F𝑞 [𝑦] have degree at most 2𝑑𝑒 , the probability of

success is at least 1 − 4𝑑𝑒/𝑞. If the Sylvester matrices are column

reduced, from Theorem 6.1, we compute the minimal polynomial of

the multiplication by 𝑥 (or𝑦) in the quotient algebra associated to 𝑆𝑦
′

(or 𝑆𝑥
′
). Lemma 2.1 tells us that we have actually computed the last

invariant factor of 𝑆𝑦
′
(or 𝑆𝑥

′
) with probability at least 1−2𝑑𝑒/𝑞. From

Lemma 5.2 again, we finally derive the last invariant factor of 𝑆𝑦 (or

𝑆𝑥 ). If 𝑞 is too small, we construct an extension field of F𝑞 with

cardinality at least (12𝑑𝑒)1+𝜖 , that is of degree𝑂 (log(𝑑𝑒)). This can
be done using an expected number of �̃� ((log(𝑑𝑒)2+ log(𝑑𝑒) log(𝑞))
bit operations [54] (see also [14] and [22, Sec. 14.9] in this regard).

We then work in this extension, the costs induced are logarithmic

factors which do not change our target cost bound, and the prob-

ability of success can be adjusted. According to [39, Rem. p. 1790]

and the comments in Section 4, in the complexity bounds 𝜖 can be

chosen to be a subconstant function of the other parameters. □

7 ELIMINATION IDEAL AND RESULTANT
When the system 𝑎 = 𝑏 = 0 has no roots at infinity with respect to𝑦,

from Lemma 2.1 and Corollary 6.2 we obtain a Monte Carlo algo-

rithm for computing the minimal polynomial of the multiplication

by 𝑥 , which is a generator of the elimination ideal ⟨𝑎, 𝑏⟩ ∩ F𝑞 [𝑥].
Still with the condition on roots at infinity, Lemma 2.2 indicates that

if, moreover, the ideal has a shape basis 𝐼 = ⟨` (𝑥), 𝑦 − _(𝑥)⟩ [2, 23],
then the resultant of 𝑎 and 𝑏 is known. Note that the extra non-

zero constant in Lemma 2.2 can be computed at the cost of �̃� (𝑑𝑒)
operations in F𝑞 using evaluation in 𝑥 .

For the resultant, we see that this leads to a weaker genericity

assumption than in [28], where the total degree is used. Assume

that the ideal ⟨𝑎, 𝑏⟩ is in generic position for the lexicographic order

𝑦 > 𝑥 so that Res𝑦 (𝑎, 𝑏) = 𝑐` with 𝑐 ≠ 0 ∈ F𝑞 . In this case, from

Lemma 2.2 and Lemma 2.1 again, we can compute the resultant as

the last invariant factor of 𝑆𝑦 without the use of an additional con-

dition with respect to the graded reverse lexicographic order [28].

This further allows us to deal with more general situations than

that of the total degree: we obtain the resultant in all cases where

Res𝑦 (𝑎, 𝑏) = 𝑐`. This condition is sufficient but not necessary (Ex-

ample 3.6), the resultant is computed when 𝑆𝑦 has a unique non-

trivial invariant factor. The latter property can be formalized in the

Zariski sense, for example by relying on ideals in general position

with no roots at infinity [16, Sec. 3.5]. More precisely, there exists a

non-zero polynomial Φ in 2(𝑑 +1) (𝑒 +1) variables overK, such that

the Smith form of 𝑆𝑦 has a unique non-trivial invariant factor if Φ
does not vanish at the coefficients of 𝑎 and 𝑏. The generic resultant

algorithm becomes of the Las Vegas type when the degree of the

resultant is known in advance, especially if the Sylvester matrix 𝑆𝑦
is column reduced. In the latter case the degree of the resultant is

indeed the sum of the column degrees of 𝑆𝑦 [32, Eq. (24), p. 385].
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