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Abstract. We review some aspects of scaling limits of random planar maps,
which can be considered as a model of a continuous random surface, and
have driven much interest in the recent years. As a start, we will treat in a
relatively detailed fashion the well-known convergence of uniform plane trees
to the Brownian Continuum Random Tree. We will put a special emphasis
on the fractal properties of the random metric spaces that are involved, by
giving a detailed proof of the calculation of the Hausdorff dimension of the
scaling limits.
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1. Introduction

A planar map is an embedding of a finite, connected graph (loops and multi-
ple edges are allowed) into the 2-dimensional sphere. A planar map determines
faces, which are the connected components of the complementary of the union
of edges. The set of edges, vertices, and faces of the map m are denoted by
E(m), V (m), F (m). The Euler Formula asserts that

#V (m)−#E(m) + #F (m) = 2 . (1.1)

A map is said to be rooted if one of its oriented edges, called the root edge, is
distinguished. The origin of the root edge is called the root vertex. Two (rooted)
maps are systematically identified if there exists an orientation-preserving home-
omorphism of the sphere that corresponds the two embedded graphs (and the
roots). With these identifications, maps are combinatorial objects, which can be
understood as the non-equivalent ways of gluing by pairs the edges of a finite set
of polygons, so that the resulting surface is the sphere. See [50, Chapter 3] for
a detailed discussion. The number of edges of a polygon is called the degree of
the corresponding face in the map: it is the number of edges incident to the face,
where edges incident to only one face are counted twice (once for each orientation).
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Figure 1. A rooted planar map with faces of degrees 1, 3, 4, 7

Familiar examples of maps are triangulations, where all faces have degree 3, and
quadrangulations, where faces have degree 4.

The theory of (planar) maps takes its roots in graph theory, with the 4-color
theorem, and has developed considerably in other branches of mathematics. Tutte
[54] founded the combinatorial study of planar maps by developing methods to
solve the equations satisfied by the associated generating functions. It was then
noticed by theoretical physicists, starting from ’t Hooft [32] and Brézin, Parisi,
Itzykson and Zuber [16], that the generating functions of maps can be interpreted
as certain matrix integrals. This initiated an extremely abundant literature on
(colored) graph enumeration, and has deep connections with statistical physics,
representation theory and algebraic geometry, see the book by Lando and Zvonkin
[35] and the recent article [30].

In the last few years, there has been also a growing interest in understanding
the geometric structure of a randomly chosen map. This was partly motivated by
the so-called 2-dimensional quantum gravity theory arising in theoretical physics,
in which ill-defined measures over spaces of surfaces are considered. There are
several attempts to make such theories mathematically rigorous. One of them,
called Liouville theory, is to extend the language of Riemannian geometry to (very
irregular) random fields, see for instance [24] for motivation. It is however not
understood at present how to obtain well-defined random metric spaces with this
approach.

Another approach [5, 4] is to consider discrete versions of surfaces, a role
that is naturally performed by maps, and to take scaling limits. Scaling limits are
relatively common when dealing with combinatorial aspects of probability theory:
one chooses an object at random inside a class of discrete objects, and as the size
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of the object grows, the latter approaches, once suitably normalized, a continuous
structure. The most familiar situation is to consider the Wiener measure, i.e. the
law of Brownian motion, as the scaling limit of the law of the simple random
walk. This legitimates viewing the Wiener measure as the “uniform measure over
continuous paths”. The latter has a universal character, in the sense that any
centered random walk whose i.i.d. steps have a finite variance also admit Brownian
motion as a scaling limit, according to the Donsker invariance principle. Another
well-known study of scaling limits of discrete structures is that of random trees,
for instance uniform random plane trees, which are known to converge to Aldous’
Brownian Continuum Random Tree (CRT) [1, 2, 3]. In turn, this is a universal
limit for many models of trees, e.g. arising from branching processes.

One can attempt to follow the same approach for maps: consider a large ran-
dom planar map, say with uniform distribution among the set of quadrangulations
of the sphere with n faces, and endow the set of its vertices with the graph dis-
tance. This means that the distance between two vertices is the minimal number
of edges needed to link them. This yields a random, finite metric space. As the
number of faces grows larger, the typical distances in the map are expected to
grow like a power of n, which turns out to be n1/4 as we will see below (Theorem
4.1). Therefore, one tries to understand the limiting behavior of the map where
graph distances are all multiplied by n−1/4. In some sense, it is expected that
these random metric spaces converge to a limiting random surface, the so-called
Brownian map.

This last approach turns out to be mathematically tractable thanks to power-
ful bijective encodings of maps, initiated by Schaeffer [52], and taking their roots in
the work of Cori and Vauquelin [22] and Arquès [8]. With this method, the (hard)
study of maps is amenable to the (simpler) study of certain decorated trees, in
such a way that crucial geometric information of the maps, like graph distances
between vertices, are encoded in a convenient way in the underlying tree struc-
ture. The extensive study of random trees in the probabilistic literature allows to
understand in a detailed way the structure of large random planar maps.

This line of reasoning was first explored by Chassaing and Schaeffer [21].
This was pursued by Marckert and Mokkadem [43], who introduced a natural
scaling limit for random quadrangulations, while Marckert, Miermont and Weill
[42, 55, 46, 49] studied the universal aspects of these results, building on the
powerful generalization of Schaeffer’s bijection due to Bouttier, Di Francesco and
Guitter [13]. In two important papers, Le Gall [38] and Le Gall and Paulin [39]
studied in detail the fractal and topological structure of the scaling limits of ran-
dom quadrangulations (and more generally 2κ-angulations). Further properties on
the geodesics in the limit are known [45, 40]. Hence, at present, there is a relatively
good understanding of the problem of scaling limits of planar (and non-planar)
maps, even though many open questions remain, the most important (Conjecture
4.5) being a problem of identification of the limiting space. More precisely, the
best that can be shown at present is, using a relative compactness argument, that
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scaling limits exist up to taking extractions, and the properties that are known up
to now are valid for any scaling limit. The question of uniqueness for the scaling
limit appears in Schramm [53].

In the present survey, we will introduce some of the basic and more elaborate
results in this vein, focusing essentially on the particular case of random uniform
quadrangulations of the sphere with n faces. It turns out to be the simplest model
that can be shown to converge, up to extraction, to a limiting continuous struc-
ture. Like Brownian motion, these “Brownian map” limits have a singular, fractal
structure, and we will put a special emphasis on the derivation of the Hausdorff
dimension.

We also mention that a related, but different approach of random maps exists
in the literature. One can also consider local limits, in which the convergence of
arbitrary large but finite neighborhoods of the root of a large random planar
map is studied. Here, the lengths are not normalized, and neighboring vertices
remain at distance 1, so that the objects arising in the limit are still discrete
(but infinite) structures. These infinite limiting random graphs have driven much
interest [7, 6, 20, 34]. However, we will not cover this approach here.

The rest of the paper is organized as follows. Section 2 gathers the combi-
natorial tools that are required in the study of quadrangulations, and we give a
detailed construction of the Schaeffer bijection. In Sect. 3, we will focus on the
scaling limits of labeled trees, which are the key tools to understand scaling limits
of quadrangulations. In Sect. 4, we discuss the construction of the scaling limits
of random quadrangulations, discuss some of its most important properties and
give a detailed computation of the Hausdorff dimension. Finally, Sect. 5 gathers
developments on more general situations (more general families of maps, higher
genera), some recent results, and open questions.

2. Coding quadrangulations with trees

2.1. Notations

Let
U =

⋃
n≥0

Nn ,

where N = {1, 2, . . .} and N0 = {∅} by convention. We denote by u = u1 . . . un a
word in Nn, and call |u| = n the height of u. The concatenation of the words u, v is
denoted by uv = u1 . . . u|u|v1 . . . v|v|. We say that u is a prefix of v, if there exists
w such that v = uw. For u 6= ∅, the maximal strict prefix of u is called the parent
of u. For u, v ∈ U , the common prefix of u, v with maximal length is denoted by
u ∧ v, and called the most recent common ancestor to u, v.

A rooted plane tree is a finite subset t of U such that
• ∅ ∈ t
• if u ∈ t and u 6= ∅, then the parent of u is in t
• if u ∈ t and i ≥ 1 is such that ui ∈ t, then uj ∈ t for every 1 ≤ j ≤ i.
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Figure 2. The rooted plane tree {∅, 1, 11, 2, 21, 211, 22, 23}

The elements of t are called vertices. The maximal i ≥ 1 such that ui ∈ t is called
the number of children of u, and denoted by cu(t) ≥ 0. The word ∅ is called the
root vertex of t. We let Tn be the set of rooted plane trees with n + 1 vertices.

If a rooted plane tree t ∈ Tn, n ≥ 1 is given, one can turn it into a planar
map by drawing edges between each u ∈ t and its children, so that the edges
between u and u1, . . . , ucu(t) appear in this order when turning clockwise around
u, and are followed by the edge between u and its parent whenever u 6= ∅. This
embedding is naturally rooted at the oriented edge pointing from ∅ to 1, and
yields a rooted planar map with one face by the Jordan Curve Theorem, since the
underlying graph is connected and has no loops. These two points of view turn out
to be equivalent, so that we will also refer to Tn as the set of trees with n edges.
This is summed up in Figure 2.

A labeled plane tree (with n edges) is a pair of the form (t, `), where t ∈ Tn

and ` is a labeling function defined on the set of vertices of t, with values in Z,
and such that `(∅) = 0 and |`(u)− `(ui)| ≤ 1 whenever u ∈ t and 1 ≤ i ≤ cu(t).
Let Tn be the set of labeled plane trees with n edges. The cardinality of this set
equals

|Tn| = 3n|Tn| = 3n 1
n + 1

(
2n

n

)
. (2.1)

Indeed, since `(∅) = 0 is fixed, choosing a labeling for the tree t is equivalent to
choosing the increments of ` along the n edges of t, i.e. the quantities `(ui)−`(u) ∈
{−1, 0, 1}, where u ∈ t is a vertex of t and 1 ≤ i ≤ cu(t).

2.2. The Schaeffer bijection

With every labeled tree (t, `), we want to associate a planar quadrangulation. To
this end, we introduce the so-called contour exploration of t. Let ϕ(0) = ∅ be the
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root vertex of t, and given ϕ(0), . . . , ϕ(i) have been constructed, let ϕ(i + 1) be
the first child of ϕ(i) that does not belong to {ϕ(0), . . . , ϕ(i)}, if any, otherwise,
ϕ(i + 1) is the parent of ϕ(i). At step i = 2n, all vertices have been visited and
ϕ(2n) = ∅. To see this, note that the oriented edges ei pointing from ϕ(i) to
ϕ(i+1), for 0 ≤ i ≤ 2n−1, are an enumeration of the 2n oriented edges of t. They
form a path that “wraps around” t in clockwise order, starting from the root. It
is convenient to extend the sequence (ϕ(i), 0 ≤ i ≤ 2n) by periodicity, by letting
ϕ(i) = ϕ(i− 2n) whenever i > 2n.

Take a particular planar representation of the tree t, as in Figure 3, and add
an extra vertex v∗, not belonging to the union of edges of t. This extra vertex is
assigned label `(v∗) = minu∈t `(u)− 1.

Now, for every i such that 0 ≤ i ≤ 2n− 1, we let

s(i) = inf{j ≥ i : `(ϕ(j)) = `(ϕ(i))− 1} ∈ Z+ ∪ {∞} ,

and call it the successor of i. Similarly, ϕ(s(i)) is called a successor of the vertex
ϕ(i). For every 0 ≤ i ≤ 2n − 1, we then draw an arch, i.e. an edge between ϕ(i)
and the successor ϕ(s(i)), where by convention, ϕ(∞) = v∗. Note that the number
of arches drawn from a particular vertex equals the number of times when this
vertex is visited in the contour exploration, which equals its degree.

We claim that it is possible to draw the arches in such a way that they do not
cross other arches nor edges of t, i.e., such that the resulting graph is a map. When
we delete the interior of the edges of t, it holds that the resulting embedded graph
q is still a map, and in fact, a quadrangulation. We adopt a rooting convention for
this map, as follows. Choose ε ∈ {−1, 1}, and consider the arch between ∅ = ϕ(0)
and ϕ(s(0)). If ε = 1, the root is chosen to be this arch, oriented from ϕ(0) to
ϕ(s(0)), and if ε = −1, we choose the reverse orientation. See Figure 3 for a
summary of the construction.

We are now able to state the key combinatorial result. Let Qn be the set of
rooted planar quadrangulations with n faces. Let Q∗

n be the set of pairs (q, v∗),
where q ∈ Qn and v∗ ∈ V (q) is a distinguished vertex.

Theorem 2.1. The previous construction yields a bijection between the set Q∗
n, and

the set Tn × {−1, 1}. This construction identifies vertices of t with vertices of q
different from v∗, in such a way that for every v ∈ t,

dq(v, v∗) = `(v)− `(v∗) = `(v)−min
u∈t

`(u)− 1 , (2.2)

where dq is the graph distance on V (q).

See Figure 3 for an example. The identification of vertices of q distinct from
v∗ and the vertices of the labeled tree associated with q is crucial, and will be
systematic in the sequel. Note that the previous theorem admits as a simple corol-
lary the computations of the cardinality of Qn. First note that for every rooted
quadrangulation q ∈ Qn, it holds that #V (q) = n + 2, by applying the Euler
Formula. Now, each choice of one vertex v∗ among the n + 2 possible yields a
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Figure 3. A labeled plane tree with the five first steps of the
contour exploration and the associated planar quadrangulation
with a distinguished vertex v∗ (and with the two possible rooting
choices)

different element of Q∗
n, so combining with (2.1) yields

#Qn =
2

n + 2
3n

n + 1

(
2n

n

)
.

Note that the factor 2 appearing in the first term of this formula is due to the
choice of ε in the construction. This kind of simple enumeration formula is what
initially led Cori and Vauquelin [22] on the path of finding bijection between maps
and labeled trees.

3. The scaling limit of labeled trees

The Schaeffer bijection leads us to consider the behavior of a uniform element of
Tn as n gets large. We will study this problem with some detail, both because it
will be crucial for the sequel, but also because it is a simple example of a derivation
of a scaling limit for a random combinatorial structure, which can be seen as a
sort of warm-up for the study of maps.

3.1. The Brownian CRT

To begin with, we study random trees without the labels. Let Tn be a random
variable with uniform distribution in Tn. It is a well-known fact that the typical
distances between vertices of this tree are of order n1/2. We want to rescale these
distances by this factor and let n go to ∞.
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3.1.1. Convergence of the contour process. Introduce the contour process (Ct(i), 0 ≤
i ≤ 2n) of t ∈ Tn, defined by

Ct(i) = |ϕ(i)| ,

the height of ϕ(i), where as before ϕ(i), i ≥ 0 is the contour exploration of t (so
that ϕ(0) = ϕ(2n) = ∅ is the root vertex). The contour process Ct is extended to a
continuous function on the segment [0, 2n] by linear interpolation between integer
times. This yields a piecewise linear function, also known as Harris encoding of
the tree t. Conversely, any non-negative walk (C(i), 0 ≤ i ≤ 2n) of duration 2n,
taking only ±1 steps, and satisfying C(0) = C(2n) = 0, is the contour process of
a uniquely defined element of t.

Consequently, when Tn is a random variable uniformly distributed in Tn, its
contour process is a simple random walk with duration 2n, conditioned to remain
non-negative and to end at 0. A generalization of the Donsker invariance principle,
due to Kaigh [33] shows that(

1√
2n

CTn(2ns), 0 ≤ s ≤ 1
)

(d)−→
n→∞

(es, 0 ≤ s ≤ 1) , (3.1)

in distribution for the uniform topology on the space C([0, 1]) of real-valued con-
tinuous functions defined on [0, 1], and where the limit is the so-called normalized
Brownian excursion, which can be understood as an excursion away from 0 of
the standard Brownian motion, conditioned to have duration 1. It can be easily
defined, by scaling properties of Brownian motion, as a rescaled version of the
excursion of a Brownian motion straddling 1 [51]. If (Bs, s ≥ 0) is a standard
one-dimensional Brownian motion, and

g = sup{s ≤ 1 : Bs = 0} , d = inf{s ≥ 1 : Bs = 0} ,

then the process e has same distribution as

|B(d−g)s+g|√
d− g

, 0 ≤ s ≤ 1 . (3.2)

In terms of trees, the interpretation of (3.1) is that the process of heights in
the tree, for a particle wrapping around Tn and starting from the root, converges
once rescaled properly (the distances being divided by

√
2n) towards the contour

process of a limiting structure, called the Brownian CRT [3]. The correct way to
view e as the contour process of a tree structure is to view trees as metric spaces.
Let us step back to the discrete contour process once again. Fix 0 ≤ i, j ≤ 2n,
let u = ϕ(i), v = ϕ(j). It is then a simple exercise to check that the height of the
most recent common ancestor u∧ v is equal to mini∧j≤k≤i∨j Ct(k), moreover, any
k ∈ [i∧j, i∨j] attaining this minimum is such that ϕ(k) = u∧v. As a consequence,
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we have a simple formula for the graph distance dt between vertices of t:

dt(u, v) = |u|+ |v| − 2|u ∧ v|
= Ct(i) + Ct(j)− 2 min

i∧j≤k≤i∨j
Ct(k)

=: d0
t(i, j) .

In the latter formula, the function d0
t is not a distance, because it is possible to

find i 6= j such that d0
t(i, j) = 0. However, it is a semi-metric, i.e. it is non-

negative, symmetric, null on the diagonal, and satisfies the triangular inequality.
The quotient space obtained by identifying points at distance 0 is isometric to
(t, dt).

The advantage of this point of view is that it translates verbatim to a contin-
uous setting. In view of (3.1) and the previous discussion, it is natural to define a
“distance function” d0

e
on [0, 1] by letting

d0
e
(s, t) = es + et − 2 inf

s∧t≤u≤s∨t
eu .

This function is the limit of the distance function d0
Tn

in the following sense. First,
we extend the distance d0

t to [0, 2n] by the formula

d0
t(s, t) = (dse − s)(dte − t)d0

t(bsc, btc) + (dse − s)(t− btc)d0
t(bsc, dte) (3.3)

+(s− bsc)(dte − t)d0
t(dse, btc) + (s− bsc)(t− btc)d0

t(dse, dte) ,

where by definition bxc = sup{k ∈ Z+ : k ≤ x}, and dxe = bxc + 1. It is easy
to check that d0

t defines a semi-metric on [0, 2n]2. Moreover, as a consequence of
(3.1), (

d0
Tn

(2ns, 2nt)
√

2n

)
0≤s,t≤1

(d)−→
n→∞

(d0
e
(s, t), 0 ≤ s, t ≤ 1) , (3.4)

in distribution for the uniform topology on C([0, 1]2). Again, the function d0
e

does
not define a distance since, for instance, d0

e
(0, 1) = 0 with this definition. However,

it is a semi-metric. Hence, letting s ∼e t if d0
e
(s, t) = 0, we can define a quotient

metric space Te = [0, 1]/ ∼e, endowed with the quotient distance de. This is a
compact space, as it is the image of [0, 1] by the canonical projection, and the
latter is continuous (even Hölder-continuous as we will see in Sect. 3.1.3).

Definition 3.1. The random metric space (Te,de) is called the Brownian Contin-
uum Random Tree.

From the geometric point of view, this metric space indeed has a tree structure
[25]. Namely, a.s. for any a, b ∈ Te, there is a unique injective continuous path from
a to b, so that Te has ‘no loops’, moreover, this path is isometric to the real segment
[0, de(a, b)] (it is a ‘geodesic’). Such spaces are usually called R-trees [29].
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3.1.2. Convergence in the Gromov-Hausdorff topology. It would be more satisfac-
tory to view the convergence of the distance functions (3.4) as a convergence in
a space of trees, rather than using the artifact of encoding spaces as quotients of
[0, 1]. This can be done by reasoning entirely in terms of metric spaces, using a
topology developed around the ideas of Gromov starting in the late 1970’s [31, 28].

Let (X, d), (X ′, d′) be two compact metric spaces. We let dGH((X, d), (X ′, d′)),
the Gromov-Hausdorff distance between these spaces, be the infimum of all quanti-
ties δH(φ(X), φ′(X ′)), taken over the set of all metric spaces (Z, δ) and isometries
φ : X → Z, φ′ : X ′ → Z, where δH denotes the Hausdorff distance between closed
subsets of Z:

δH(A,B) = sup
a∈A

δ(a,B) ∨ sup
b∈B

δ(b, A) .

Of course, two isometric spaces will be at ‘distance’ 0. In fact, dGH is a class
function, where two spaces are identified whenever they are isometric.

Proposition 3.2. The function dGH is a complete, separable distance on the set of
isometry classes of compact metric spaces.

This statement is shown in [29]. We also refer to [17] for important properties
of this distance. It is a simple exercise to show that the convergence (3.4) implies
the following fact:

Proposition 3.3. As n → ∞, the isometry class of the random metric space
(Tn, (2n)−1/2dTn) converges in distribution to the isometry class of the Brown-
ian CRT (Te, de), for the topology induced by the Gromov-Hausdorff metric on the
set of isometry classes of compact metric spaces.

3.1.3. Hausdorff dimension. As a warm-up for the later case of scaling limits of
random planar maps, let us perform a Hausdorff dimension computation.

Proposition 3.4. The Hausdorff dimension of the metric space (Te, de) is 2 a.s.

This fact is well-known, although complete proofs are relatively recent. Ex-
tensions to computations of exact Hausdorff measures for the Brownian CRT and
other kinds of continuum trees, appear in [25, 26]. We provide a short, elementary
proof, that will be useful in the analogous derivation of the dimension of scaling
limits of random maps.

Proof. First of all, we use the fact that the process e is a.s. Hölder continuous with
exponent α, for any α ∈ (0, 1/2). This comes as a consequence of (3.2) and the
well-known analog fact for Brownian motion. Therefore, the canonical projection
p : [0, 1] → Te is a.s. Hölder-continuous of exponent α ∈ (0, 1/2). Indeed, for
s, t ∈ [0, 1], choose u ∈ [s ∧ t, s ∨ t] such that eu = infs∧t≤r≤s∨t er, and note

de(p(s), p(t)) = es − eu + et − eu ≤ 2‖e‖α |s− t|α ,

where

‖e‖α := sup
0≤s 6=t≤1

|es − et|
|s− t|α
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is a random, a.s. finite quantity. The upper-bound dimH(Te, de) ≤ α−1, for any
α ∈ (0, 1/2) is a direct and well-known consequence of this last fact, and letting
α → 1/2 yields the wanted upper-bound.

Let us prove the lower bound. Let λ be the image measure of the Lebesgue
measure on [0, 1] by the projection p. We want to estimate the probability distri-
bution of the distance in Te between two λ-distributed random points. We will
use the well-known fact [27, Proposition 3.4] that if U is a random variable with
the uniform distribution in [0, 1], independent of e, then 2eU has the so-called
Rayleigh distribution:

P (eU ≥ r) = exp(−2r2) , r ≥ 0 . (3.5)

Lemma 3.5. Let U, V be independent uniform random variables in [0, 1], indepen-
dent of e. Then d0

e
(U, V ) has the same distribution as eU .

Proof. This lemma is a special case of a more general invariance of Te by change of
root, since eU = d0

e
(0, U) measures the distance to the special point 0, sometimes

called the root of Te. The idea of its proof is simple. Let k, l ∈ {0, 1, . . . , 2n− 1}.
The mapping from Tn to itself, consisting in re-rooting t at the edge ek pointing
from the vertex ϕ(k) to ϕ(k + 1), is a bijection. Therefore, it leaves the uniform
law on Tn unchanged. Now,

d0
t(k, l) = dt(ϕ(k), ϕ(l)) = Ct(k) + Ct(l)− 2 min

[k∧l,k∨l]
Ct .

In the new contour exploration of the tree t re-rooted at the edge ek, the vertex
ϕ(l) is now visited at step l− k if k ≤ l, or 2n + l− k otherwise. By applying this
to the uniform random variable Tn, we thus obtain that dTn

(ϕ(k), ϕ(l)) must have
the same distribution as CTn((l− k) ∨ (2n + l− k)). Letting k = b2nsc, l = b2ntc,
letting n →∞ and applying (3.1), this yields

d0
e
(s, t) = es + et − 2 inf

[s∧t,s∨t]
e

(d)
= e((t− s) ∨ (1 + t− s)) ,

for every fixed s, t. By independence, we may apply this to s = U, t = V , and using
the fact that (V −U)∨ (1 + V −U) has the same law as U , we get the result. �

We are now ready to end the proof of Proposition 3.4. First of all, with the
above notations, we have, for r ≥ 0,

P (d0
e
(U, V ) ≤ r) = P (eU ≤ r) = 1− exp(−2r2) ≤ 2r2 ,

by using Lemma 3.5 and (3.5). On the other hand, the left-hand side in the above
displayed expression also equals

E

[∫
Te

λ(da)
∫

Te

λ(db)1{de(a,b)≤r}

]
= E

[∫
Te

λ(da)λ(Br(a))
]

,

where Br(a) denotes the ball with radius r centered at a in (Te,de). This yields,
for ε > 0,

E

[∫
Te

λ(da)1{λ(Br(a))≥r2−ε}

]
≤ 2r2/r2−ε = 2rε .
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Applying this to r = 2−k, we obtain that the above quantities have a finite sum
as k varies in N. The Borel-Cantelli Lemma shows that P -a.s., for λ-almost every
a ∈ Te, there exists a (random) K such that λ(B2−k(a)) < 2−(2−ε)k for k ≥ K, so
that P -a.s.,

lim sup
k→∞

λ(B2−k(a))
2−(2−ε)k

≤ 1 , λ(da)− a.e.

We conclude that dimH(Te, de) ≥ 2−ε, by standard density theorems for Hausdorff
measures [44, Theorem 6.9]. �

3.2. Scaling limit of the tree with labels

Let us now turn to the limit of a uniform random element (Tn, Ln) in the set Tn.
Such a random variable is obtained by assigning uniformly at random one of the
3n possible label functions to a uniform random variable in Tn, so the notation is
consistent and Tn has the same distribution as in the previous section.

To understand how the labels behave, let us condition on Tn = t and choose
u = ϕ(i), v = ϕ(j) ∈ t. Let u(0), . . . , u(|u|), resp. v(0), . . . , v(|v|) be the two
paths of vertices starting from the root of t and respectively ending at u, v, going
upwards in the tree. These two sequences are equal up to the step |u ∧ v| =
min[i∧j,i∨j] Ct when the most recent common ancestor to u, v is reached. Now, the
two sequences (`(u(k)), 0 ≤ k ≤ |u|) and (`(v(k)), 0 ≤ k ≤ |v|) both start from
0, share common values up to step |u ∧ v|, and then evolve independently from
`(u|u∧v|), moreover, their individual distributions are those of a random walk with
uniform step distribution in {−1, 0, 1}, which has variance 2/3. By the central
limit theorem, it is to be expected that `(u(k)) approximates a standard Gaussian
distribution in the scale

√
2k/3. More precisely, we expect (`(u(l)), 0 ≤ l ≤ k)

to approximate a Brownian motion in this scale. Since by (3.1) the height |u| is
typically of order

√
2nei/2n, we expect the labels to be Gaussian with variance

ei/2n in the scale (8n/9)1/4.
It is now easy to be convinced that the following statement, taken from

Chassaing and Schaeffer [21], holds. By abuse of notation we let Ln(i) := Ln(ϕ(i)),
for every i ≥ 0. As for contour processes, we extend Ln to a continuous function
on [0, 2n] by linear interpolation between integers.

Proposition 3.6. We have the joint convergence in distribution for the uniform
topology on C([0, 1])2:( 1√

2n
CTn(2ns)

)
0≤s≤1

,

((
9
8n

)1/4

Ln(2ns)

)
0≤s≤1

 (d)−→
n→∞

(e, Z) , (3.6)

where conditionally on e, the process (Zs, 0 ≤ s ≤ 1) is a centered Gaussian process
with covariance Cov (Zs, Zt) = inf [s∧t,s∨t] e.

The process (e, Z) is sometimes referred to as the head of the Brownian snake.
The Brownian snake [36] is a Markov process from which (e, Z) (which is by no
means a Markov process) is obtained as a simple functional. It has an important
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role in the resolution of certain non-linear PDEs, a fact which we are going to need
later. For now, we state two elementary, useful lemmas.

Lemma 3.7. The process Z is a.s. Hölder continuous with any exponent α ∈
(0, 1/4).

Lemma 3.8. Let U be a uniform random variable in [0, 1], independent of (e, Z).
Then (ZU+s − ZU , 0 ≤ s ≤ 1) has the same distribution as Z, where ZU+s should
be understood as ZU+s−1 whenever U + s > 1.

The proof of the first lemma is an easy application of the Kolmogorov crite-
rion, checking that for p > 0,

E[|Zs − Zt|p | e] = Cp

(
es + et − 2 inf

[s∧t,s∨t]
e

)p/2

≤ 2p/2Cp‖e‖2α|s− t|αp ,

where Cp is the p-th moment of a standard Gaussian random variable, and using
the fact that ‖e‖2α < ∞ a.s. for α ∈ (0, 1/4). The second lemma is a re-rooting
result whose proof is analogous to that of Lemma 3.5. Details are left to the
interested reader.

4. Scaling limits of random planar quadrangulations

Let us now draw consequences of Sections 2 and 3 in the context of random maps.

4.1. Limit laws for the radius and the profile

Let q ∈ Qn be a rooted planar quadrangulation, and v be a vertex of q. As before,
let dq denote the graph distance on the set of vertices of q. We define the radius
of q seen from v as

R(q, v) = max
u∈V (q)

dq(u, v) ,

and the profile of q seen from v as the sequence

Iq,v(k) = Card {u ∈ V (q) : dq(u, v) = k} , k ≥ 0

which measures the ‘volumes’ of the spheres centered at v in the graph metric.
The latter can be seen as a measure on Z+ with total volume n + 2.

Theorem 4.1. Let Qn be a random variable with uniform distribution in Qn, and
conditionally on Qn, let v∗ be uniformly chosen among the n + 2 vertices of Qn.
Let also (e, Z) denote the head of the Brownian snake, as in the previous section.

(i) We have (
9
8n

)1/4

R(Qn, v∗)
(d)−→

n→∞
supZ − inf Z .

(ii) If v∗∗ is another uniform vertex of Qn chosen independently of v∗,(
9
8n

)1/4

dQn(v∗, v∗∗)
(d)−→

n→∞
supZ .
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(iii) Finally, the following convergence in distribution holds for the weak
topology on probability measures on R+:

IQn,v∗((8n/9)1/4·)
n + 2

(d)−→
n→∞

I ,

where I is the occupation measure of Z above its infimum, defined as follows: for
every non-negative, measurable g : R+ → R+,

〈I, g〉 =
∫ 1

0

ds g(Zs − inf Z) .

The points (i) and (iii) are due to Chassaing and Schaeffer [21], and (ii) is
due to Le Gall [37], although these references state these properties in a slightly
different context, namely, in the case where v∗ is the root vertex rather than a
uniformly chosen vertex. This indicates that as n → ∞, the root vertex plays no
particular role.

Proof. We give the proof of (i) and (ii), as they are going to be the most useful.
Let (Tn, Ln, ε) be the labeled tree associated with (Qn, v∗) by Schaeffer’s bijection
(Theorem 2.1), so that (Tn, Ln) is uniform in Tn. By (2.2), the radius of Qn viewed
from v∗ then equals as maxLn − minLn + 1. The result (i) follows immediately
from this and Proposition 3.6. As for (ii), it is clear that we may in fact assume
that v∗∗ is uniform among the n vertices of Qn that are distinct from v∗ and
the root vertex. These are identified with the set Tn \ {∅}. Now, letting U be
a uniform random variable in [0, 1], independent of the contour process CTn , we
let 〈U〉Tn = d2nUe if CTn has slope +1 at U , and 〈U〉Tn = b2nUc otherwise.
One can check as an exercise that ϕ(〈U〉Tn) is uniform among the n vertices of
Tn distinct from the root vertex, while |U − 〈U〉Tn

/2n| ≤ 1/2n. Together with
Proposition 3.6, this entails that (9/8n)1/4(Ln(v∗∗) − minLn + 1), which equals
dQn(v∗, v∗∗), converges in distribution to ZU − inf Z. By Lemma 3.8, this has the
same distribution as − inf Z, or as supZ, by an obvious symmetry property. �

4.2. Convergence as a metric space

We would like to be able to understand the full scaling limit picture for random
maps, in a similar fashion as it was done for trees, where we showed, relying on
the basic result (3.1), that the distances in discrete trees, once rescaled by

√
2n,

converge to the distances in the continuum random tree (Te, de). We thus ask if
there is an analog of the CRT, that arises as the limit of the properly rescaled
metric spaces (Qn, dQn). In view of Theorem 4.1, the correct normalization for the
distance should be n1/4.

Assume that (Tn, Ln) is uniform in Tn, let ε be uniform in {−1, 1}, indepen-
dent of (Tn, Ln), and let Qn be the random uniform quadrangulation with n faces
and with a uniformly chosen vertex v∗, obtained from (Tn, Ln, ε) by Schaeffer’s bi-
jection. Here we follow Le Gall [38]1. By the usual identification, the set {ϕ(i), i ≥

1At this point, it should be noted that [38, 39, 40] consider another version of Schaeffer’s bijection,
where no distinguished vertex v∗ has to be considered. This results in considering pairs (Tn, Ln)
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0} of vertices of Tn explored in contour order, is understood as the set V (Qn)\{v∗}.
Define a semi-metric on {0, . . . , 2n} by letting dn(i, j) = dQn(ϕ(i), ϕ(j)). The quo-
tient of this metric space obtained by identifying i, j whenever dn(i, j) = 0 is
isometric to (V (Qn) \ {v∗}, dQn

). A major problem is that dn(i, j) is not a simple
functional of (CTn , Ln). Indeed, the distances that we are able to handle in an easy
way are distances to v∗, through the formula

dQn(v∗, v) = Ln(i)−minLn + 1 , (4.1)

whenever v is a vertex visited at time i in the contour exploration of Tn. A key
observation is the following.

Lemma 4.2. Let

d0
n(i, j) = Ln(i) + Ln(j)− 2 inf

[i∧j,i∨j]
Ln + 2 .

Then it holds that dn ≤ d0
n.

Proof. Assume i < j without loss of generality. It is convenient to extend Ln(i) =
Ln(ϕ(i)) to all i ∈ Z+, by continuing the contour exploration as in Section 2.2. In
the construction of the quadrangulation Qn from (Tn, Ln) via Schaeffer’s bijection,
successive arches are drawn between ϕ(i), ϕ(s(i)), ϕ(s2(i)), . . . until they end at v∗,
and similarly for the arches drawn successively from the ϕ(j).

Let k ∈ Z+ ∪ {∞} be the first step after i, or equivalently after j, such that
Ln(k) = min[i,j] Ln−1. Then by construction, the vertex ϕ(k) is the Ln(i)−Ln(k)-
th successor of ϕ(i), and the Ln(j)−Ln(k)-th successor of ϕ(j). The arches between
ϕ(i), ϕ(j) and their respective successors, until they arrive at ϕ(k), form a path
in Qn of length Ln(i) + Ln(j) − 2Ln(k), which must be larger than the distance
dn(i, j). �

We extend the functions dn, d0
n to [0, 2n]2 by adapting the formula (3.3). It

is easy to check that dn thus extended defines a semi-metric on [0, 2n] (which is
not the case for d0

n as it does not satisfy the triangular inequality), and that it still
holds that dn ≤ d0

n. We let

Dn(s, t) =
(

9
8n

)1/4

dn(2ns, 2nt) , 0 ≤ s, t ≤ 1 ,

so that the subspace ({i/2n, 0 ≤ i ≤ 2n}, Dn), quotiented by points at zero Dn-
distance, is isometric to (V (Qn) \ {v∗}, (9/8n)1/4dQn). We define similarly the
functions D0

n on [0, 1]2. Then, as a consequence of (3.6), it holds that

(D0
n(s, t), 0 ≤ s, t ≤ 1)

(d)−→
n→∞

(D0(s, t), 0 ≤ s, t ≤ 1) , (4.2)

in which Ln is conditioned to be positive. The scaling limits of such random variables are still
tractable, and in fact, are simple functionals of (e, Z), as shown in [41, 37]. So there will be some
differences with our exposition, but these turn out to be non-important.
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for the uniform topology on C([0, 1]2), where by definition

D0(s, t) = Zs + Zt − 2 inf
[s∧t,s∨t]

Z .

We can now state

Proposition 4.3. The family of laws of (Dn(s, t), 0 ≤ s, t ≤ 1), as n varies, is
relatively compact for the weak topology on the probability measures on C([0, 1]2).

Proof. Let s, t, s′, t′ ∈ [0, 1]. Then by a simple use of the triangular inequality, and
Lemma 4.2,

|Dn(s, t)−Dn(s′, t′)| ≤ Dn(s, s′) + Dn(t, t′) ≤ D0
n(s, s′) + D0

n(t, t′) ,

which allows to estimate the modulus of continuity at a fixed δ > 0:

sup
|s−s′|≤δ
|t−t′|≤δ

|Dn(s, t)−Dn(s′, t′)| ≤ 2 sup
|s−s′|≤δ

D0
n(s, s′) . (4.3)

However, the convergence in distribution (4.2) entails that for every ε > 0,

lim sup
n→∞

P

(
sup

|s−s′|≤δ

D0
n(s, s′) ≥ ε

)
≤ P

(
sup

|s−s′|≤δ

D0(s, s′) ≥ ε

)
,

and the latter goes to 0 when δ → 0, with a fixed ε, by continuity of D0 and the
fact that D0(s, s) = 0. Hence, taking η > 0 and letting ε = εk = 2−k, we can
choose δ = δk (tacitly depending also on η) such that

sup
n≥1

P

(
sup

|s−s′|≤δk

D0
n(s, s′) ≥ 2−k

)
≤ η2−k , k ≥ 1,

entailing

P

⋂
k≥1

{
sup

|s−s′|≤δk

D0
n(s, s′) ≤ 2−k

} ≥ 1− η ,

for all n ≥ 1. Together with (4.3), this shows that with probability at least 1− η,
the function Dn is in the set of functions f : [0, 1]2 → R such that for every k ≥ 1,

sup
|s−s′|≤δk

|t−t′|≤δk

|f(s, t)− f(s′, t′)| ≤ 2−k ,

the latter set being compact by the Arzela-Ascoli Theorem. The conclusion follows
from Prokhorov’s tightness Theorem [11]. �

At this point, we are allowed to say that the random distance functions Dn

admit a limit in distribution, up to taking n →∞ along a subsequence:

(Dn(s, t), 0 ≤ s, t ≤ 1)
(d)−→ (D(s, t), 0 ≤ s, t ≤ 1) (4.4)

for the uniform topology on C([0, 1]2). In fact, we are going to need a little more
than the convergence of Dn. From the relative compactness of its components,
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we see that the family of laws of ((2n)−1CTn
(2n·), (9/8n)1/4Ln(2n·), Dn), n ≥ 1

is relatively compact in the set of probability measures on C([0, 1])2 × C([0, 1]2).
Therefore, it is possible to choose an extraction (nk, k ≥ 1) so that this triple
converges in distribution to a limit, which we call (e, Z,D) with a slight abuse of
notation. The joint convergence to the triple (e, Z, D) gives a coupling of D,D0

such that D ≤ D0, since Dn ≤ D0
n for every n.

Define a random equivalence relation on [0, 1] by letting s ≈ t if D(s, t) = 0.
We let M = [0, 1]/ ≈ be the quotient space, endowed with the quotient distance,
which we denote by dM . Let also s∗ ∈ [0, 1] be such that Zs∗ = inf Z (such a s∗
turns out to be unique [41]). The ≈-equivalence class of s∗ is denoted by ρ∗, it
is intuitively the point of M that corresponds to v∗. The following statement is a
relatively elementary corollary of (4.4).

Proposition 4.4. The isometry class of (M,dM ) is the limit in distribution of the
isometry class of (Qn, (9/8n)1/4dQn), for the Gromov-Hausdorff topology, along
the subsequence (nk, k ≥ 1). Moreover, it holds that a.s. for every x ∈ M and
s ∈ x a ≈-representative

dM (ρ∗, x) = D(s∗, s) = Zs − inf Z .

The last equation is of course the continuous analog of (2.2) and (4.1), and
is proved by combining this with the convergence of Ln. It is tempting to call
(M,dM ) the “Brownian map”, although the choice of the subsequence poses a
problem of uniqueness. As we see in the previous statement, only the distances to
ρ∗ are a priori defined as simple functionals of the process Z. Distances between
other points in M seem to be harder to handle, and it is not known whether they
are indeed uniquely defined. In the sequel, the words “Brownian map” will refer to
any limit in distribution of the form (M,dM ), along some subsequence. Of course,
it is natural make the following

Conjecture 4.5. The isometry class of (Qn, n−1/4dQn
) converges in distribution

for the Gromov-Hausdorff topology.

Marckert and Mokkadem [43] and Le Gall [38] give a natural candidate for the
limit (called the Brownian map in [43]) but at present, it has not been identified
as the correct limit. The rest of the section is devoted to some properties that are
nevertheless satisfied by any limit of the form (M,dM ) as appearing in Proposition
4.4, along some subsequence.

4.3. Hausdorff dimension of the limit space

The goal of this section is to prove the following result, due to Le Gall [38].

Theorem 4.6. Almost-surely, the Hausdorff dimension of the space (M,dM ) is
equal to 4.

This fact takes its historic roots in the Physics literature [4]. We are going to
present a proof that is slightly simpler than that of [38], in the sense that it does
not rely on the precise estimates on the behavior of the Brownian snake near its
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minimum that are developed in [41]. Rather, it relies on more classical properties
of the Brownian snake and its connection to PDEs. We are going to need the
following formula, of a Laplace transform kind, due to Delmas [23].

Proposition 4.7. It holds that∫ ∞

0

dr

2
√

2πr3

(
1− e−λrP (supZ ≤ r−1/4)

)
=

√
λ

2

(
3 coth2((2λ)1/4)− 2

)
.

Proving this formula would fall way beyond the scope of the present paper,
so we take this for granted. It is interesting to note that this formula for the
law of sup Z, which according to Theorem 4.1 (ii) measures the distance between
two uniformly chosen points in a large random quadrangulation, is intimately
connected to formulas appearing in the Physics literature back in the 1990’s, see
[5], or [4, Chapter 4.7], under the name of two-point function. These were derived
using direct counting arguments on maps, without mentioning labeled trees or the
random variable supZ itself. See also [12] for derivations of this formula using
the language of labeled trees, relying on discrete computations and scaling limit
arguments.

Corollary 4.8. There exists a finite constant K > 0 such that P (supZ ≤ r) ≤ Kr4

for every r ≥ 0.

Proof. In this proof, the numbers K1,K2 denote positive, finite, universal con-
stants. By differentiating twice the formula of Proposition 4.7, and by an elemen-
tary (but tedious) computation, we find, as λ → 0,∫ ∞

0

√
re−λrP (supZ ≤ r−1/4)dr = K1λ

−1/2 + o(λ−1/2) .

Note that the differentiation under the integral sign is licit in this situation. Chang-
ing variables s = r−1/4 yields∫ ∞

0

s−7e−λ/s4
P (supZ ≤ s)ds ≤ K2λ

−1/2 , (4.5)

for λ > 0. Introducing the function F (x) =
∫∞

x
u−7e−1/u4

du for x ≥ 0, note that
this function is positive, decreasing to 0 as x →∞, so that 1[0,1](x) ≤ F (1)−1F (x)
for every x ≥ 0. This yields, using (4.5) in the last step,

P (supZ ≤ r) ≤ F (1)−1E[F (supZ/r)]

= F (1)−1

∫ ∞

0

u−7e−1/u4
P (supZ ≤ ru)du

= F (1)−1r6

∫ ∞

0

s−7e−r4/s4
P (supZ ≤ s)ds

≤ F (1)−1K2r
6(r4)−1/2 = Kr4 ,

as wanted. �
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Lemma 4.9. Let U, V be independent uniform random variables on [0, 1], indepen-
dent of D. Then D(U, V ) has the same distribution as supZ.

Proof. This statement is of course reminiscent of (ii) in Theorem 4.1, and is in some
sense a continuum analog. It is similar to Lemma 3.5 as well, and is also proved
using a re-rooting argument. Let U, V be as in the statement. Define Un as follows:
with probability n/(n + 2), we let Un = 〈U〉Tn , as in the proof of Theorem 4.1,
and with equal probability 1/(n+2), we let Un = ∗ or Un = 0. Define Vn similarly.
By convention, let ϕ(∗) = v∗. Then the vertex ϕ(Un) of Qn, is uniformly chosen
in Qn. Obviously, dQn(ϕ(Un), ϕ(Vn)) has the same distribution as dQn(v∗, ϕ(Un)).
The first random variable equals Dn(〈U〉Tn/2n, 〈V 〉Tn/2n) with probability going
to 1 as n → ∞, and by (4.4) this converges to D(U, V ) in distribution. On the
other hand, dQn

(v∗, ϕ(Un)) converges in distribution to supZ by (ii) in Theorem
4.1. �

We are now able to prove Theorem 4.6. The scheme of the proof is very
similar to that of Proposition 3.4. First of all, the canonical projection π : [0, 1] →
M = [0, 1]/ ≈ is a.s. Hölder-continuous of index α ∈ (0, 1/4), since

dM (π(s), π(t)) ≤ D0(s, t) ≤ 2‖Z‖α|s− t|α ,

by definition of D0 and where ‖Z‖α < ∞ a.s. by Lemma 3.7. This implies that
(M,dM ) has Hausdorff dimension at most 4.

For the lower-bound, we introduce the image measure µ of Lebesgue measure
on [0, 1] by π, and note that if Br(a) denotes the ball of radius r centered at a in
the space (M,dM ), and with the same notation as in Lemma 4.9,

E

[∫
M

µ(da)µ(Br(a))
]

= P (D(U, V ) ≤ r) = P (supZ ≤ r) ≤ Kr4 ,

using Lemma 4.9 and Corollary 4.8, for any r ≥ 0. From there, the conclusion
follows by taking the exact same steps as in the proof of the lower-bound in
Proposition 3.4.

4.4. Topology of the limit space

In the previous section, we showed that, even though the scaling limit of uniform
random quadrangulations is not yet proved to be uniquely defined, forcing us to
consider appropriate extractions, any limit along such an extraction has Hausdorff
dimension 4, a.s. Several other features of the limiting map can be studied in a
similar way. In particular, Le Gall [38] identifies the topology of (M,dM ):

Theorem 4.10. The metric dM a.s. induces the quotient topology of [0, 1]/ ≈.

In a subsequent work, Le Gall and Paulin identify the topology of (M,dM )
by establishing the following result [39].

Theorem 4.11. The space (M,dM ) is a.s. homeomorphic to the 2-dimensional
sphere.
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This shows that the limiting space of uniform random quadrangulation is a
topological surface, as was expected by physicists. To prove this, one first uses a
description of M as a quotient of the CRT Te rather than [0, 1]. More precisely, it
is easy to see that the function D is a class function of Te, meaning that D(s, t) =
D(s′, t′) for every s ∼e s′, t ∼e t′. Hence, one can see D as a function on Te, and
take the alternative definition M = Te/ ≈ (instead of M = [0, 1]/ ≈) where, with
the obvious abuse of notations, we write a ≈ b if and only if D(a, b) = 0. The space
M is endowed with the image of the semi-metric D under the canonical projection.
Theorem 4.10 depends on a careful description of identified points of Te, in a way
that mimics, in a continuous framework, the addition of arches to the tree Tn in
the Schaeffer bijection. In turn, the tree Te and the identifications induced by the
relation ≈ are viewed as a pair of geodesic laminations of the hyperbolic disk.
The proof of Theorem 4.11 then rests on a theorem by Moore on quotients of the
sphere, and is developed in an entirely “continuum” framework.

In Miermont [48], an alternative proof of Theorem 4.11 is provided, relying on
a strengthening of the Gromov-Hausdorff convergence [9] that allows to conserve
topological properties of approximating spaces in the limit. It relies on proving the
non-existence of small bottlenecks, i.e. of cycles with diameter o(n1/4) separating
Qn into two parts that are of diameters Ω(n1/4).

5. Developments

5.1. Universal aspects of the scaling limit

It is a natural question to ask whether the results discussed above are robust, and
in particular, to see if similar results hold when quadrangulations are replaced by
more general maps. In fact, all the results of [38, 39] are stated and proved in the
more general setting of uniform planar 2κ-angulations, meaning that all faces have
the same degree equal to 2κ, where κ is an integer larger than or equal to 2.

It has been shown in a series of papers by Marckert, Miermont and Weill
[42, 46, 55, 49] with increasing generality, that results similar to Theorem 4.1 are
in fact true for much more general models of maps, namely, maps with a so-called
Boltzmann distribution. This study is allowed by the bijective encodings of general
planar maps, that were studied by Bouttier, Di Francesco and Guitter [13], which
generalizes the Schaeffer bijection of Sect. 2. This is at the cost of considering
labeled trees with a more complicated structure than elements of Tn, but whose
enumeration and probabilistic study is still tractable, using some technology on
spatial multitype branching processes, developed in [42, 47].

Let us focus on the simplest case [42] of bipartite planar maps, i.e. maps
whose faces all have even degrees. We let M be the set of rooted bipartite planar
maps. Let w = (w1, w2, . . .) be a non-negative sequence of weights, such that
wi > 0 for at least one index i ≥ 2. Then one can define a non-negative measure
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Ww on M by letting

Ww(m) =
∏

f∈F (m)

wdeg(f)/2 .

To motivate this definition, suppose that wi = w1{i=κ} for some κ ≥ 2 and
w > 0. In this case, Ww charges only 2κ-angulations, and assigns same weight wm

to all 2κ-angulations with m faces. By the Euler Formula (1.1), these have also
n = (κ− 1)m + 2 vertices. Therefore, the probability distribution

W (n)
w := Ww(·|Mn) =

Ww(· ∩Mn)
Ww(Mn)

,

where Mn ⊂M is constituted of those m that have n vertices (assuming the latter
set has positive Ww-mass), is the uniform distribution on planar 2κ-angulations
with n vertices.

We say that w is admissible if Ww(M) < ∞, in which case we an define
the Boltzmann probability distribution Pw = Ww/Ww(M). We have the following
simple criterion for admissibility. For x ≥ 0, let

fw(x) =
∑
k≥0

(
2k + 1

k

)
wk+1x

k ∈ [0,∞] ,

hence defining a completely positive power series. Let Rw denote its radius of
convergence.

Proposition 5.1. The sequence w is admissible if and only if the equation

fw(x) = 1− 1/x , x > 1 (5.1)

admits a solution. We say that w is critical if furthermore it holds that the solution
Zw is unique and

Z2
wf ′w(Zw) = 1 ,

i.e. if the graphs of the functions fw and x 7→ 1− 1/x are tangent at Zw. Finally,
we say that w is regular critical if Rw > Zw, in which case we define

Cw =
9

8 + 4Z3
wf ′′w(Zw)

. (5.2)

Now recall the definitions of the radius and the profile of a quadrangulation
seen from a particular vertex as in Section 4.1, and extend them verbatim to any
planar map. Of course, we let dm be the graph distance associated with a map m.

Theorem 5.2. Assume w is a regular critical sequence. Let Mn have distribution
W

(n)
w , where it is assumed that n varies in the set {k ≥ 1 : Ww(Mn) > 0}.

Conditionally on Mn, let v∗, v∗∗ be two vertices of Mn chosen uniformly at random.
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Then,

(Cwn)−1/4R(Mn, v∗)
(d)−→

n→∞
supZ − inf Z ,

(Cwn)−1/4dMn(v∗, v∗∗)
(d)−→

n→∞
supZ ,

IMn,v∗((Cwn)1/4·)
n

(d)−→
n→∞

I ,

where the constant Cw is defined in (5.2).

This result is implicit in [42], although it is not stated in the exact form
above. In the previous reference, the Boltzmann measures are defined on the set
M∗ of pointed, rooted maps, i.e. of pairs (m, v∗) with v∗ a distinguished vertex of
m. One then defines the measure

W ∗
w(m, v∗) =

∏
f∈F (m)

wdeg(f)/2 , (m, v∗) ∈M∗

instead of using Ww and choosing a vertex v∗ at random. However, it is immediate
that

W ∗
w({(m, v∗) : m ∈Mn}) = nWw(Mn) ,

so that a random variable with law W ∗
w conditioned on {(m, v∗) : m ∈Mn} is the

same as a random variable with law W
(n)
w , together with a distinguished vertex

chosen uniformly at random among the n possible choices. Another small difference
is that in [42], it is assumed that the root edge of m points from a vertex u to a
vertex v such that dm(u, v∗) = dm(v, v∗)−1. However, this restriction can be lifted
by considering the involution of M∗ that consists in inverting the orientation of
the root, since the latter has no fixed points.

The idea of the proof is as follows. Using the bijections of [13], and under the
hypothesis that w is critical, one can show that the tree encoding a random map
with Boltzmann distribution Pw is the genealogy of a two-type critical branch-
ing process with spatial labels. This allows to understand their limiting behavior
thanks to invariance principles for spatial multitype branching processes developed
in [42]. These results are generalized in Miermont [47] to allow to treat the case of
maps without restriction on the degree.

The condition of being regular critical is not easily read directly on the se-
quence of weights w, so it is not clear to see a priori which are the sequences that
are covered by Theorem 5.2. So let us discuss some examples.

5.1.1. Uniform 2κ-angulations. Fix κ ≥ 2. As discussed at the beginning of Section
5.1, in the case where wi = w1{i=κ}, for any w > 0, the measure W

(n)
w is the

uniform measure over uniform 2κ-angulations with n vertices. We have

fw(x) = w

(
2κ− 1
κ− 1

)
xκ−1 ,
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and it is easy to see that w is (regular) critical if and only if

w =
(κ− 1)κ−1

κκ
(
2κ−1
κ−1

) ,

in which case
Cw =

9
4κ

.

In particular, when κ = 2, we recover the case of quadrangulations of Theorem
4.1.

5.1.2. A more general example. Let us assume that
• the sequence w decreases fast enough so that the radius of convergence of fw

is infinite. This includes in particular the case where w has finite support.
• w1 = 0, so that Ww does not charge maps with faces of degree 2 (note that

such faces are non-important from the point of view of the graph distance).
• w2 < 1/12 and there exists i > 2 such that wi > 0, so that Ww is not

supported only by the set of quadrangulations, this last case having been
studied before.

We can freely change w into the sequence a•w := (ai−1wi, i ≥ 1), for some a > 0,
without changing the distribution W

(n)
w . Indeed, a simple use of the Euler Formula

shows that

Wa•w(m) = a
P

f∈F (m)(deg(f)/2−1)Ww(m) = a#V (m)−2Ww(m) ,

since
∑

f∈F (m) deg(f)/2 is the number of edges of m. This has the effect of chang-
ing the function fw to

fa•w(x) =
fw(ax)

a
= 3w2x + 10aw3x

2 + 35a2w4x
3 + . . . ,

and the latter converges to 3w2x < x/4 as a ↓ 0. Since the graphs of the functions
x 7→ x/4 and x 7→ 1− 1/x are tangent, it easily follows that there exists a unique
value ac > 0 such that ac • w is critical, and it is necessarily regular critical
since Rw = Ra•w = ∞ for every a > 0. Therefore, Theorem 5.2 applies to the
conditioned measure W

(n)
w = W

(n)
ac•w, with the scaling constant Cac•w.

5.2. Beyond the radius and the profile

It is of course tempting, using Theorem 5.2 as a basis, to try and generalize the
convergence theorems obtained from Section 4.2 onwards. This turns out to be
possible for most of them, without much more effort.

It is indeed an easy exercise to check, along the lines explained above, that
Propositions 4.3 and 4.4, and Theorem 4.6 remain true in the more general setting
of Theorem 5.2, i.e. that maps with distribution W

(n)
w with regular critical w,

and with graph distances rescaled by n1/4, admit scaling limits for the Gromov-
Hausdorff topology, the latter having Hausdorff dimension 4. It is also to be ex-
pected that the result identifying the topology (Theorem 4.10) holds in this setting
as well.
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On a more speculative basis, the natural conjecture is of course that the
limiting space is “always the same”, i.e. does not depend on w up to scaling
constants.

5.3. Geodesics

There has been also a recent interest in the study of the geodesic paths in dis-
crete maps and in the Brownian map, and the bijective methods are again good
enough to give a lot of information on these aspects. In Bouttier and Guitter [14],
the authors discuss the existence of “truly distinct” geodesics between two typical
vertices in a large random quadrangulation, by extending the Schaeffer bijection
to a family of quadrangulations with a distinguished geodesic path. In a different
direction, Miermont [45] shows the uniqueness of the geodesic between two typical
points chosen in the scaling limit of a critical Boltzmann-distributed quadrangula-
tion, i.e. with distribution Pw where wi = 12−1

1{i=2} with the notations of Sect.
5.1. The latter uses a new family of bijections inspired by the Schaeffer bijection,
called k-pointed bijections, in which an arbitrary number k of vertices of the quad-
rangulation are distinguished instead of only one (the vertex that we called v∗).
This bijection allows to study certain geometric loci of multi-pointed maps, which
are variants of the Voronoi tessellation with sources at the distinguished vertices.

A recent, deep result of Le Gall [40] shows that it is in fact possible to
identify all the geodesics from the point ρ∗ in the Brownian map2, as defined
around Proposition 4.4. Among other results, it shows that any point in M is
linked to ρ∗ by 1, 2 or 3 distinct geodesics, and identifies the cut-locus of ρ∗, i.e.
the set of points linked to ρ∗ by more than one geodesic. More precisely, recall that
the Brownian map is a quotient of the Brownian CRT, M = Te/ ≈ as mentioned in
Sect. 4.4. Let π : Te → Te/ ≈ be the canonical projection. We let Sk(Te) be the set
of points that disconnect Te. Then the cut-locus of ρ∗ is exactly the set π(Sk(Te)),
and moreover the restriction of π to Sk(Te) is a homeomorphic embedding. This
nicely identifies Te not only as a convenient tool to build the Brownian map, but
also as a natural geometric object associated with it. It also entails a confluence
property of the geodesics, namely, any two geodesic paths emanating from ρ∗ will
share a common initial segment. This shows that there is essentially a unique way
to leave the point ρ∗ along a geodesic, suggesting that the space (M,dM ) is very
rough from a metric point of view, and very far from being a smooth surface.

5.4. Multi-point functions

Theorems 4.1 and 5.2 identify the so-called two-point function in the Brownian
map, i.e. the distribution of the distance between two uniformly chosen points. It
is natural to wonder about the distribution of mutual distances

(D(Ui, Uj), 1 ≤ i, j ≤ k)

2Again, there is a difference with [40] as the latter reference considers rooted, non-pointed maps,
see however Remark (i) after Theorem 1.4 therein.
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between k independent uniformly chosen points U1, . . . , Uk in [0, 1], independent of
the distance function D of (4.4). It turns out that knowing these distributions (in
fact, just knowing that these distributions are uniquely defined and do not depend
on the choice of the subsequence of Section 4.2) would be sufficient in addressing
the uniqueness problem of the Brownian map, and getting rid of subsequences in
Proposition 4.4.

In a recent paper [15], Bouttier and Guitter made an important step in this
direction, by identifying the k = 3-point function. One of the ingredients is a
careful use of the 3-pointed bijection of [45]. Unfortunately, the method does not
seem to generalize to more points.

5.5. Higher genera

It is also natural to consider maps on an orientable, compact surface with genus g,
i.e. a cellular embedding of a graph in the torus with g handles. The (asymptotic)
enumeration of such maps has been studied, starting from work of Bender and
Canfield [10], along the lines of Tutte’s enumeration methods. It is also covered by
the matrix integral methods we alluded to in Section 1.

It turns out that the Schaeffer bijection generalizes nicely to this setting as
well, replacing labeled trees with labeled maps with one face (of same genus), as
shown by Chapuy, Marcus and Schaeffer [19]. This naturally paves the way to
the probabilistic exploration of these classes of maps. In particular, the essential
uniqueness of geodesics can be also obtained in this setting [45], while Chapuy [18]
provides a very nice closed representation for the 2-point function and the profile
of these more general maps.

Acknowledgment. Thanks to the referee for carefully pointing several typos and
inaccuracies in the first version of this work.
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