
FIRST-ORDER EXPANSION OF HOMOGENIZED

COEFFICIENTS UNDER BERNOULLI PERTURBATIONS

JEAN-CHRISTOPHE MOURRAT

Abstract. Divergence-form operators with stationary random coefficients
homogenize over large scales. We investigate the effect of certain perturbations

of the medium on the homogenized coefficients. The perturbations considered

are rare at the local level, but when occurring, have an effect of the same order
of magnitude as the initial medium itself. The main result of the paper is

a first-order expansion of the homogenized coefficients, as a function of the

perturbation parameter.
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1. Introduction

Consider a divergence-form operator whose coefficients are random. The ran-
domness of the coefficients model the small-scale irregularity of a medium. If the
distribution of the coefficients is stationary and ergodic (and if some ellipticity
condition holds), then this random operator can, over large scales, be replaced by
an effective operator with constant homogenized coefficients.

The aim of this paper is to study the effect of certain perturbations of the medium
on the homogenized coefficients. The perturbations considered are small only in
the sense that locally, the medium is perturbed with small probability; but where a
perturbation occurs, the change is of the same order of magnitude as the medium
itself. This type of perturbation may be called a Bernoulli perturbation. Our main
purpose is to prove a first-order expansion of the homogenized coefficients, as a
function of the perturbation parameter, under conditions of short-range correlations
and uniform ellipticity of the medium.

There are at least two important motivations behind this problem. The first
concerns the numerical approximation of the homogenized coefficients. Although
several techniques for doing so have been identified and analysed [EGMN12], it
remains a computationally expensive task, even in low dimensions. It has thus
been proposed in [AL10a] to study more efficient techniques that would apply to
weakly random media, that is, random perturbations of a periodic environment.
First-order expansions (as a function of the perturbation parameter) have been
proved in [AL10b], but only for specific types of perturbations that do not include
Bernoulli perturbations. Yet, Bernoulli perturbations are arguably the most natural
modelling assumption for typical disordered media like composite materials (as
an example, see [AL11] for a cross-section of a composite material used in the
aeronautics industry). In [AL11, AL10b], conjectures are formulated concerning the
expansion of the homogenized coefficients for such perturbations, which are backed
by a formal derivation and numerical evidence.

A second motivation is related to percolation. For this model, each edge of Zd
is independently removed with probability p, and kept otherwise. There exists a
critical probability pc ∈ (0, 1) such that the remaining graph has a unique infinite
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connected component if p < pc, and has only finite connected components if p > pc.
Over the last years, the understanding of two-dimensional percolation close to
criticality progressed tremendously, in particular through the rigorous derivation of
the values of several critical exponents (see for instance [SW01]). Yet, to the best of
my knowledge, it is not known (for any d > 2) how the homogenized conductivity
of the percolation cluster behaves as p approaches pc from below (see [Hu09] for a
nice review of the problem). Understanding the effect of small perturbations of the
medium on the homogenized conductivity seems to be a first necessary step towards
the resolution of this problem.

Of the two motivations above, the first is formulated for differential operators,
while the second is inherently discrete. In what follows, we focus on a discrete model.
Apart from this difference, the results presented here give a proof of the first-order
expansion of the homogenized coefficients conjectured in [AL10a, AL11, AL10b]. It
extends it in the sense that the non-perturbed environment considered here need
not be periodic, and that the expansion is obtained around every value of the
perturbation parameter. We work under a condition of uniform ellipticity, which is
obviously not satisfied in the case of percolation. The present paper will hopefully
lay the basis for an extension to the case of percolation, as well as to higher-order
expansions.

On a heuristic level, the first-order expansion of the homogenized coefficients can
be guessed as follows. The homogenized coefficients can be expressed in terms of
the corrector, whose defining equation is posed on the whole space. It is well-known
that finite-volume approximations of the corrector yield consistent approximations
as the volume tends to infinity. One can easily derive a first-order expansion of the
corrector defined over a given finite volume element (or any reasonable function of
it) as the perturbation parameter tends to 0. Indeed, in this limit, one can assume
at first order that there is at most one location that is perturbed. One then gets a
formula for the first-order expansion of the homogenized coefficients by formally
interchanging the “infinite-volume” and the “small perturbation parameter” limits.

We will see here that this informal reasoning can be made rigorous, and thus
provide us with a first-order expansion of the homogenized coefficients. The main
point is to quantify errors when localizing the problem over a finite volume, say of
side length N , and then choose N as a function of the perturbation parameter p. It
is clear that, for this strategy to make sense at all, we need the box to contain some
perturbed locations, so we should have Nd � p−1. A more refined heuristic consists
in observing that a random walk evolving in a box of size N sees only of order N2

sites, so that we should in fact need N2 � p−1. Using parabolic/elliptic regularity
theory, the averaged estimates on the gradients of the Green function of [DD05],
and the localization error estimates on the corrector due to [GO11, GO12], we will
see that the argument can be made rigorous if we choose N2 = p−(1+ε) for some
small ε > 0. (One should think of N as being µ−1/2 in the notation introduced
below.)

Of these three main ingredients, only the estimates of [GO11, GO12] require the
assumption on the short range of correlations. At bottom, what is required for
these estimates to hold is a spectral gap inequality for the Glauber dynamics, which
makes so-called “vertical derivatives” come in (see [GNO13] and Remark 2.1 below
for more on this).

In order to extend the present results to the case of continuous operators, the
only missing main ingredient is an analogue of the results of [GO11, GO12]. Results
in this direction have been announced by the authors. Concerning the extension to
percolation, it is noteworthy that a probabilistic version of the Harnack inequality



EXPANSION OF HOMOGENIZED COEFFICIENTS 3

was proved in [Ba04], while part of the estimates of [DD05] have been extended to
percolation clusters in [BDKY11].

In our discrete, uniformly elliptic setting, stronger results on the Green function
and its gradients have been obtained very recently in [MO13]. We will see in the last
section how to use them to get a sharp control of the error term in the expansion.

Let us now give a brief survey of related works, outside of the previously mentioned
[AL10a, AL11, AL10b].

In some cases, asymptotic formulas for the homogenized coefficients in the regime
of high dilution of the perturbations have been known and used by physicists
since the 19th century, and are variously known as the Clausius-Mossotti, Lorentz-
Lorenz, Maxwell, or Rayleigh formulas. The setting is that of a continuous and
homogeneous medium with highly diluted spherical inclusions. In this context,
the general expression for the first-order correction that will be obtained here in
terms of correctors becomes an explicit formula [Ma, Pa95]. Vanishingly small
spherical inclusions arranged periodically along a fixed square or cubic lattice within
a homogeneous medium have been investigated with precision in [St], where a high-
order expansion is obtained. Surprisingly, in dimension 3, the expansion involves
fractional powers of the volume fraction p of the small spherical inclusions, the
smallest fractional power with a non-zero coefficient being p4+1/3 (see [St, (60) and
(64)]). In particular, the homogenized coefficients can be differentiated four times
with respect to p, but no more. Note that in [St], every periodic cell is perturbed
by the insertion of a small inclusion, while our present approach would cover the
different situation where each periodic cell is perturbed by some fixed inclusion,
with small probability. This difference should be irrelevant as far as the first order
of the expansion is concerned, but not so for higher orders. In our context of
random perturbations, it is an open question whether the homogenized coefficients
are infinitely differentiable functions of the perturbation parameter.

Clausius-Mossotti formulas have been the subject of an impressive amount of
work in the physics literature, of which we simply quote [ZB77], where results of [St]
are extended to higher-order corrections. In the mathematics literature, the most
important result to date on this problem (that I know of) is certainly [Al13]. Under
some conditions, the Clausius-Mossotti formula is proved (although the results
obtained there do not directly relate to the homogenized coefficients), with an error
bound of order p3/2, where p is the volume fraction of the perturbation. In our
context, we will see that the first-order expansion of the homogenized coefficients
holds with an error term of order o(p2−η), for every η > 0. Earlier investigations
include [Ko89, BM01].

The problematic considered in [BLL07] is similar in spirit to the present one. In
this work, a different type of perturbation, based on random deformations of the
geometry of the medium, has been investigated, and a first-order expansion has
been obtained, see [BLL07, Theorem 3.2].

The problem of showing the regularity of diffusion coefficients has also been
explored for others models, and in particular for that of a tagged particle in the
simple symmetric exclusion process. It is proved in [LOV01] that the effective
diffusivity for this model is an infinitely differentiable function of the density of
particles (see also [Be02, LOV04, Be05, Su05, Na05, Na06, Na07] for generalizations).
The approach followed there relies on a particular duality structure of the process.
In our present context, this duality has been investigated in [KO05, CK08] under
the additional assumption that the random coefficients take only two possible values
(although no regularity result on the diffusion coefficients was given there). In
contrast, the approach of the present paper does not involve any duality structure,
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and (as a consequence) is not restricted to random coefficients taking only a finite
number of possible values.

In the next section, we introduce some definitions and notations, and then explain
in more detail the approach taken up and the organization of the rest of the paper.

2. Definitions and notations

2.1. A reminder on homogenization. We view Zd (d > 2) as a graph, with its
usual nearest-neighbour structure, and write B for the set of (non-oriented) edges.
We write x ∼ y if x and y ∈ Zd are neighbours. Let (ωe)e∈B be i.i.d. random
variables such that almost surely,

c− 6 ωe 6 c+,

where 0 < c− < c+ < +∞ are constants, henceforth called the ellipticity constants.
We call ω = (ωe)e∈B an environment, and write Ω = [c−, c+]B for the set of
environments. We call ωe the conductance of the edge e. We write P for the law of ω,
and E for the associated expectation. Note that Zd acts on Ω by the translations
(θz)z∈Zd defined by (θz ω)x,y = ωx+z,y+z.

Let (e1, . . . , ed) be the canonical basis of Rd. For every x ∈ Zd, let A(x, ω) =
Aω(x) be the d-dimensional diagonal matrix diag(ωx,x+e1 , . . . , ωx,x+ed). We may
keep the variable ω implicit in the notation. The operator whose homogenization
properties are investigated here is −∇∗ ·A∇, which acts on functions f : Zd → R by

−∇∗ ·A∇f(x) =
∑
y∼x

ωx,y(f(y)− f(x)) (x ∈ Zd).

Here and below, we write ∇f to denote the forward gradient,

∇f(x) =

 f(x+ e1)− f(x)
...

f(x+ ed)− f(x)

 ,
and for F = (F1, . . . , Fd) : Zd → Rd, we write ∇∗ · F for the backward divergence,

∇∗ · F (x) =

d∑
i=1

(Fi(x)− Fi(x− ei)) .

Homogenization refers to the fact that there exists a constant symmetric matrix
Ahom such that the solution operator of −∇∗ · A(·/ε)∇ converges, as ε → 0, to
the solution operator of the differential operator −∇ · Ahom∇. Moreover, the
homogenized matrix Ahom can be characterized in terms of a function called the
corrector, which we now proceed to define.

We say that a function ψ : Zd ×Ω→ R is stationary if ψ(x, ω) = ψ(0, θx ω). Let
ξ ∈ Rd be a vector which will be kept fixed throughout this paper. The corrector φ
in the direction ξ is the unique function: Zd ×Ω→ R such that ∇φ is stationary,
E[∇φ] = 0, φ(0) = 0 and

(2.1) −∇∗ ·A(ξ +∇φ)(x, ω) = 0 (x ∈ Zd, P-a.e. ω).

There are several ways to define the homogenized matrix in terms of the corrector,
but the most useful one for our present purpose is the property that

(2.2) ξ ·Ahomξ = E[ξ ·A(ξ +∇φ)].

In the right-hand side above, we keep implicit the fact that the quantity under the
expectation is evaluated at (0, ω). Proofs of existence and uniqueness of φ as stated
above, and of the formula (2.2), can be found for instance in [Kü83, Theorem 3 and
(3.17)], or in the continuous setting, in [PV81, Theorem 2].



EXPANSION OF HOMOGENIZED COEFFICIENTS 5

2.2. Bernoulli perturbations. We now introduce Bernoulli perturbations. We

give ourselves a second family (ω
(1)
e )e∈B of i.i.d. random variables such that almost

surely,

c− 6 ω
(1)
e 6 c+.

For every p ∈ [0, 1], we also give ourselves a family (b
(p)
e )e∈B of independent Bernoulli

random variables of parameter p, independent of (ωe, ω
(1)
e )e∈B. We now understand

that P denotes the joint law of ω := (ωe, ω
(1)
e , (b

(p)
e )p∈[0,1])e∈B, so that for instance,

we have p = P[b
(p)
e = 1]. We write Ω for the set of possible values taken by ω. The

group Zd acts on Ω by translations, and we keep writing (θx)x∈Zd to denote this
action.

We let ω
(p)
e = (1− b(p)e ) ωe + b

(p)
e ω

(1)
e . Note that the notation is consistent when

p = 1, and that if we denote the law of ω
(p)
e by ν(p), then ν(p) = (1− p)ν(0) + pν(1).

With each p ∈ [0, 1] is thus associated the perturbed environment ω(p) = (ω
(p)
e )e∈B.

The environment ω(p) shares the same properties as the environment ω, and thus we

can define A(p), A
(p)
hom and φ(p) in the same way as A,Ahom, and φ respectively, but

with ω replaced by ω(p). Throughout this article, for notational convenience, we will

replace the exponent (0) by simply ◦, so that for instance, A◦ = A(0), A◦hom = A
(0)
hom,

φ◦ = φ(0), and so on (we think of A◦, φ◦, etc. as functions of ω, which makes them
formally different from A, φ, etc. introduced before).

Our main goal is to show that the homogenized matrix A
(p)
hom, as a function of p,

is differentiable, and to find an explicit formula for the derivative. Heuristically,
one may expect that a linear approximation in (2.2) gives the correct first-order
approximation, that is, as p tends to 0,

(2.3) ξ ·A(p)
homξ = ξ ·A◦homξ + p

∑
e∈B

E[ξ ·Ae(ξ +∇φe)− ξ ·A◦(ξ +∇φ◦)] + o(p),

where Ae and φe are for the environment perturbed at the edge e what A and φ are
for the unperturbed environment. In the expectation above and throughout this
paper, it is kept implicit that the functions are evaluated at (0, ω). Our aim is to
justify this heuristic. Note that the meaning of the sum in (2.3) is not clear, since it
is not absolutely summable.

Organization of the paper. In section 3, we recall classical results on the
decay at infinity of the Green function and its gradients. A difficulty with the
formula (2.2) is that the corrector is a very non-local function. It is convenient
to introduce a localized version of the corrector, obtained by adding a zero-order
term in equation (2.1). In section 4, we give a simple criterion for the existence and
uniqueness of solutions of elliptic equations with a zero-order term. In section 5,
we recall results quantifying the accuracy of the approximation by this localized
corrector. Although the (localized) corrector depends non-linearly on the values
taken by the environment ω(p), we will show in section 6 that it is, at first order,
close to its linear approximation in the limit of small p. After having derived several
useful convergence results related to stationary elliptic equations in section 7, we
state and prove Theorem 8.1 in section 8, which is a rigorous version of (2.3). We
show in section 9 that localization by a zero-order term in (2.1) can be replaced
by periodization of the medium, thus providing us with alternative descriptions of

the derivative of A
(p)
hom at p = 0. The goal of the last two sections is to generalize

Theorem 8.1 in two directions. In section 10, we give the asymptotic expansion

of A
(p+p)
hom as p tends to 0, for every p ∈ [0, 1]. Finally, using the recent results of

[MO13], we prove in section 11 that the error term in the expansion is o(p2−η) for
every η > 0.
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Remark 2.1. Although we work throughout under the assumption that the medium
is made of i.i.d. random variables, the method can be generalized to some (stationary)
weakly correlated environments. For this reason, we will not use some properties

specific to the i.i.d. case (as e.g. the fact that the homogenized matrices A
(p)
hom are

multiples of the identity). The bottleneck in generalizing the present approach to
more general distributions lies with the results of [GO11, GO12] recalled in section 5.
In [GNO13], these results were shown to hold as soon as the law of the medium
satisfies a spectral gap inequality with respect to the Glauber dynamics. This last
condition is more general than the i.i.d. assumption, although very far from covering
arbitrary ergodic media. The estimates of [GO11, GO12] are not expected to hold
for arbitrary ergodic media however. This can be checked directly in dimension 1, or
can be derived from the precise quantitative results of [BFMP08] on homogenization
in very correlated environments. (Outside of this remark, recall that we always
assume d > 2 here.)

Notation. We define a ∨ b = max(a, b). We write | · | for the L2 norm on Rd. This
norm induces an operator norm on d× d matrices, which we also denote by | · |. For
a function of several variables, e.g. f : R× Zd × Zd → R, we write ∇2f and ∇3f to
denote the (forward) gradient with respect to the second and to the third variable
respectively. For i, j ∈ {2, 3}, we write ∇i∇jf to denote the d × d matrix whose
columns are ∇iF1, . . . ,∇iFd, where [F1, . . . , Fd]

T = ∇jf . Note that if v ∈ Rd is a
fixed vector, and h = ∇jf · v, then ∇ih = (∇i∇jf)v.

The value of a constant denoted by c or c̃ may change from one occurrence to
another, but depends only on the dimension and the ellipticity constants.

3. Parabolic and elliptic regularity

The aim of this section is to gather known results on the regularity of the heat
kernel and Green function associated with divergence-form operators. We begin by
defining the heat kernel. For every fixed ω ∈ Ω and x ∈ Zd, let (qω(t, x, y))(t,y)∈R+×Zd
be the unique bounded function satisfying{

∂tq
ω(t, x, y) = −∇∗ ·Aω(y)∇qω(t, x, y) ((t, y) ∈ R+ × Zd),

qω(0, x, y) = 1y=x (y ∈ Zd),

where we understand ∇∗ and ∇ as acting on the y variable. Note that qω(t, x, y) =
qω(t, y, x). Let q∗(t, x) = qω

∗
(t, 0, x), where ω∗ is the constant environment such

that ω∗e = 1 for every e ∈ B.

Proposition 3.1 (pointwise control of the heat kernel [SZ97, De99]). There exist
constants c, k > 0, α > 0 such that for every ω ∈ Ω, t > 0, x ∈ Zd and i ∈ {2, 3},

(3.1) qω(t, 0, x) 6 c q∗(kt, x),

(3.2) |∇iqω(t, 0, x)| 6 c q
∗(kt, x)

(1 ∨ t)α
.

Proof. The first part appears in this form in [DD05, Section 4], and the proof given
there relies on the closely related [De99, Proposition 3.4] (a similar statement was
also obtained in [SZ97, Lemma 1.9]). It also appears that as soon as (3.1) holds for
some value of k, it holds for every larger value as well (with a different c). This will
also be clear from the proof of (3.2), to which we now turn.

Inequality (3.2) roughly corresponds to [SZ97, Theorem 1.31]. In order to provide
the reader with a precise proof, we begin by recalling the following consequence of
the parabolic Harnack inequality. For r > 0 and x ∈ Zd, let

Q(x, r) = [0, 4r2]× {z ∈ Zd : |z − x| 6 2r},
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Q′(x, r) = [3r2, 4r2]× {z ∈ Zd : |z − x| 6 r}.
For a real function u defined on a set A, we write

Osc
A
u = sup

A
u− inf

A
u.

Proposition 3.2 (increase of oscillations [SZ97]). There exists λ > 1 such that for
every ω ∈ Ω, r > 0 and x ∈ Zd, if u : R+ × Zd → R satisfies

∂tu = −∇∗ ·A(·, ω)∇u in Q(x, r),

then

Osc
Q(x,r)

u > λ Osc
Q′(x,r)

u.

The proof of Proposition 3.2 can be found in [SZ97, Lemma 1.30], or can be
derived from the parabolic Harnack inequality given in [De99, Theorem 2.1] as in the
proof of [DD05, Proposition 3.4] (see also [De99, p. 188] on the fact that numerical
constants appearing in the definitions of Q and Q′ are irrelevant, and can thus be
chosen as convenient).

We will also need the following result, which we borrow from [DD05, Section 4].
The expressions involved are less simple than what one might imagine a priori, due
to lattice effects.

Proposition 3.3 (explicit estimates on q∗). Let

Dt(x) = |x| arsinh

(
|x|
t

)
+ t

(√
1 +
|x|2
t2
− 1

)
.

There exist constants c1, c2, k1, k2 such that for every t > 0 and x ∈ Zd,
c1

(1 ∨ t)d/2
exp (−Dk1t(x)) 6 q∗(t, x) 6

c2
(1 ∨ t)d/2

exp (−Dk2t(x)) .

Remark 3.4. The following alternative expression for Dt(x) is also given in [DD05]:

Dt(x) = max
s

(s|x| − t(cosh(s)− 1)) ,

which makes it transparent that t 7→ Dt(x) is decreasing (in the wide sense).

Let us see how to use these results to prove that (3.2) holds. We fix k such that
(3.1) holds, and k1, k2 as given by Proposition 3.3. We let k3 > 0 be some parameter
yet to be fixed, and begin by proving that (3.2) holds provided |x| 6 k3t. (This is
the most relevant case, but lattice effects prevent us from giving a unified proof.)

It follows from Proposition 3.3 that there exists constants c1, c2 such that if
|x| 6 2k3kt, then

(3.3)
c1

(1 ∨ t)d/2
e−|x|

2/c1t 6 q∗(t, x) 6
c2

(1 ∨ t)d/2
e−|x|

2/c2t.

Let x, t satisfy |x| 6 k3t, and let L = blog2(t/2)/2c. For L < 0 (i.e. t < 2), there is
nothing to prove since (3.1) holds. Otherwise, for every l ∈ {0, . . . , L}, we consider
the cylinders

Ql = [t− 22l, t]× {z ∈ Zd : |z − x| 6 2l}.
Let y be a neighbour of x. Noting that (t, x) and (t, y) both belong to Q0 and
applying Proposition 3.2 iteratively, we obtain that

|qω(t, 0, x)− qω(t, 0, y)| 6 λ−L Osc
QL

qω(·, 0, ·) 6 λ−L sup
QL

qω(·, 0, ·).

By the definition of L, the cylinder QL is included in the cylinder

Q = [t/2, t]× {z ∈ Zd : |z − x| 6
√
t}.
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In view of (3.1) and (3.3), we thus get that

|qω(t, 0, x)− qω(t, 0, y)| 6 cλ−L q∗(k0t, x),

for every k0 > 0 large enough, uniformly over x and t satisfying |x| 6 k3t. This is
indeed the inequality (3.2) by the definition of L and the fact that λ > 1.

There remains to justify (3.2) for |x| > k3t. Recall that we still have the freedom
to choose k3 as convenient. By (3.1) and Proposition 3.3, we have

(3.4) qω(t, 0, x) 6 q∗(kt, x) 6
c

(1 ∨ t)d/2
exp (−Dk2kt(x)) .

We now claim that choosing k3 sufficiently large, we can ensure that for every
k̃ > 2kk2,

(3.5) |x| > k3t ⇒ Dk2kt(x) > t+Dk̃t(x).

Let us first see why (3.5) enables to conclude. It follows from (3.4) and (3.5) that

qω(t, 0, x) 6 e−t
c

(1 ∨ t)d/2
exp

(
−Dk̃t(x)

)
.

By Proposition 3.3, this is smaller than

ce−tq∗(k̃t/k1, x),

for every k̃ > 2kk2 and every x, t satisfying |x| > k3t. This clearly implies (3.2) for
|x| > k3t. The proof is thus complete, provided we show (3.5).

In order to do so, we first note that

t

(√
1 +
|x|2
t2
− 1

)
=
√
t2 + |x|2 − t =

∫ |x|
0

u√
t2 + u2

du 6 |x|.

The right-hand side of (3.5) thus holds as soon as

(3.6) |x| arsinh

(
|x|
k2kt

)
> t+ |x|+ |x| arsinh

(
|x|

2k2kt

)
.

If k3 is sufficiently large (and in particular > 1), then it is clear that |x| > k3t
implies

arsinh

(
|x|
k2kt

)
> 2 + arsinh

(
|x|

2k2kt

)
,

which in turn implies (3.6). �

The bound (3.2) on the gradient of the heat kernel cannot be improved in general
(see for instance [DD05, p. 364]). However, upper bounds matching the homogeneous
case can be recovered if one takes averages over the randomness of the stationary

field of conductances. For simplicity, we write q(p)(t, x, y) instead of qω
(p)

(t, x, y).
The following result is due to [CN00a, Theorem 1.4] and [DD05, Theorem 1.1].

Proposition 3.5 (averaged control of the heat kernel [CN00a, DD05]). There exist
constants c, k > 0 such that for every p ∈ [0, 1], t > 0, x ∈ Zd and i 6= j ∈ {2, 3},

(3.7)
(
E[|∇iq(p)(t, 0, x)|2]

)1/2

6 c
q∗(kt, x)√

1 ∨ t
,

(3.8) E[|∇i∇jq(p)(t, 0, x)|] 6 c q
∗(kt, x)

1 ∨ t
.
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For every ω ∈ Ω, µ > 0 and x, y ∈ Zd, we define the Green function

Gωµ(x, y) =

∫ +∞

0

e−µtqω(t, x, y) dt.

Note that the function (Gωµ(x, y))y∈Zd satisfies

µGωµ(x, y)−∇∗ ·A(y, ω)∇Gωµ(x, y) = 1x=y (y ∈ Zd),

where ∇∗ and ∇ are understood as acting on the y variable. Note also that the
Green function is symmetric, that is, Gωµ(x, y) = Gωµ(y, x). The estimates obtained
on the heat kernel transfer into estimates on the Green function by integration.

Proposition 3.6 (pointwise control of the Green function). There exist c, c̃ >
0, α > 0 such that for every µ ∈ (0, 1/2], ω ∈ Ω, x ∈ Zd and i ∈ {1, 2},

(3.9) |Gωµ(0, x)| 6 c

∣∣∣∣∣∣
log(µ−1) e−c̃

√
µ|x| if d = 2,

1

(1 ∨ |x|)d−2
e−c̃
√
µ|x| if d > 3,

(3.10) |∇iGωµ(0, x)| 6 c

(1 ∨ |x|)d−2+α
e−c̃
√
µ|x|.

Proof. We begin by justifying (3.9) for d > 3. In view of (3.1), it suffices to bound

(3.11)

∫ +∞

0

e−µtp∗(t, x) dt =

∫ |x|
0

e−µtp∗(t, x) dt+

∫ +∞

|x|
e−µtp∗(t, x) dt.

Using (3.3), we can bound the second integral in the right-hand side above, up to a
constant, by

(3.12)

∫ +∞

0

e−µt

(1 ∨ t)d/2
e−|x|

2/c2t dt,

which, by a change of variables, can be bounded by

|x|−(d−2)

∫ +∞

0

e−µ|x|
2u

ud/2
e−1/c2u du.

Moreover, ∫ +∞

0

e−µ|x|
2u

ud/2
e−1/c2u du

6 e−
√
µ|x|/2c2

∫ (
√
µ|x|)−1

0

e−1/2c2u

ud/2
du+ e−

√
µ|x|

∫ +∞

(
√
µ|x|)−1

e−1/c2u

ud/2
du

6 C(e−
√
µ|x|/2c2 + e−

√
µ|x|).

We have thus obtained that for d > 3, there exists c, c̃ > 0 such that∫ +∞

|x|
e−µtp∗(t, x) dt 6

c

|x|d−2
e−c̃
√
µ|x|.

The first integral in the right-hand side of (3.11) can be bounded more easily. Indeed,
it follows from Proposition 3.3 that for t < |x|, we have p∗(t, x) 6 e−c̃|x| for some
c̃ > 0, and thus ∫ |x|

0

e−µtp∗(t, x) dt 6 |x|e−c̃|x|.

To summarize, we have thus shown that∫ +∞

0

e−µtp∗(t, x) dt 6
c

|x|d−2
e−c̃
√
µ|x|.
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In order to conclude, it then suffices to see that the Green function is bounded
uniformly over µ. But this is clear since

∫
p∗(t, 0)dt is finite.

When d = 2, one needs to be more careful when considering the integral appearing
in (3.12). It is straightforward to check that this integral is bounded by a constant
times log(µ−1), uniformly over x. If

√
µ|x| 6 1, then there is nothing more to prove.

Else, we split the integral along(∫ 1

0

+

∫ |x|/√µ
1

+

∫ +∞

|x|/√µ

)
e−µt

1 ∨ t
e−|x|

2/c2t dt.

The first integral is bounded by e−|x|
2/c2 , and can thus be discarded. For the second

one, we obtain the bound

e−
√
µ|x|/c2

∫ +∞

1

e−µt

t
dt 6 2 log(µ−1)e−

√
µ|x|/c2 ,

while the third integral can be bounded by

e−
√
µ|x|/2

∫ +∞

|x|/√µ

e−µt/2

t
dt 6

e−
√
µ|x|

√
µ|x|

,

and the claim is thus proved.
Inequality (3.10) is obtained from (3.2), following the same reasoning as for the

case d > 3 of the proof of (3.9). �

We write G(p) for Gω
(p)

.

Proposition 3.7 (averaged control of the Green function). There exists c, c̃ > 0
such that for every p ∈ [0, 1], µ > 0, x ∈ Zd and i 6= j ∈ {1, 2},

(3.13)
(
E[|∇iG(p)

µ (0, x)|2]
)1/2

6
c

(1 ∨ |x|)d−1
e−c̃
√
µ|x|,

(3.14) E[|∇i∇jG(p)
µ (0, x)|] 6 c

(1 ∨ |x|)d
e−c̃
√
µ|x|,

Proof. Recall that Minkowski’s integral inequality ensures that for any positive
measurable function f ,

E

[(∫
f(s) ds

)2
]
6

(∫
E[f(s)2]1/2 ds

)2

.

Applying this observation to

E[|∇iG(p)
µ (0, x)|2] 6 E

[(∫
e−µt|∇iq(p)(t, 0, x)| dt

)2
]
,

we get that(
E[|∇iG(p)

µ (0, x)|2]
)1/2

6
∫ +∞

0

e−µt E
[
|∇iq(p)(t, 0, x)|2

]1/2
dt.

The rest of the proof of (3.13) is the same as that of (3.9), proceeding by integration
of the estimate obtained in (3.7). The proof of (3.14) is identical, integrating
estimate (3.8). �
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4. Solving regularized elliptic equations

We say that a function f : Zd → R is of sub-exponential growth if for every δ > 0,
we have |f(x)| = O(eδ|x|) as |x| tends to infinity.

Theorem 4.1 (Existence and uniqueness of solutions). Let µ > 0, and f : Zd → R
be of sub-exponential growth. For every ω ∈ Ω, there exists a unique function
χ : Zd → R of sub-exponential growth satisfying

(4.1) µχ−∇∗ ·Aω∇χ = f (in Zd).

Moreover, χ is given by

(4.2) χ(x) =
∑
y∈Zd

Gωµ(x, y) f(y) (x ∈ Zd).

Proof. Since (3.9) ensures exponential decay of the Green function, it is easy to see
that the function χ written in (4.2) is well-defined, of sub-exponential growth, and
satisfies equation (4.1). There remains to show uniqueness, and for this, it suffices
to consider the case f = 0. Let Bn = {−n, . . . , n}d be the box of size n. We have

(4.3)
∑
x∈Bn

χ(x) (µχ(x)−∇∗ ·Aω(x)∇χ(x)) = 0.

We want to perform an integration by parts. The difference between

−
∑
x∈Bn

χ(x)∇∗ ·Aω(x)∇χ(x)

and

(4.4)
∑
x∈Bn

∇χ(x) ·Aω(x)∇χ(x)

is bounded by ∑
x∈Bn,y∈Bn+1

x∼y

|χ(x)| |Aω(y)∇χ(y)|+ |χ(y)| |Aω(x)∇χ(x)|,

which, up to a constant, is bounded by∑
x∈Bn+2\Bn−2

χ(x)2.

Hence, combining this estimate with (4.3) and the fact that the term in (4.4) is
positive, we obtain

µ
∑
x∈Bn

χ(x)2 6 c
∑

x∈Bn+2\Bn−2

χ(x)2,

for some constant c > 0. In a more condensed form, if we write

un =
∑
x∈Bn

χ(x)2,

we have thus obtained that µ un 6 c(un+2 − un−2). Since un is increasing, we have
shown that

un+2 >
(

1 +
µ

c

)
un−2.

If un is not identically zero, then it must grow exponentially fast. But this would
contradict the assumption that χ is of sub-exponential growth. Hence un is identically
zero, and so is χ. �
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5. Approximating the homogenized matrix

Let µ > 0. For every p ∈ [0, 1] and ω ∈ Ω, we let φ
(p)
µ (·, ω) : Zd → R be the

unique function of sub-exponential growth satisfying

(5.1) µφ(p)
µ −∇∗ ·A(p)(ξ +∇φ(p)

µ ) = 0.

We write φ◦µ for φ
(0)
µ . The introduction of the function φ

(p)
µ is interesting for our

purpose as an approximation of φ(p). The former is more localized than φ(p), in the

sense that, roughly speaking, the value of φ
(p)
µ at a point depends only on the values

of the conductances in a box of size µ−1/2.

A standard energy estimate shows that E[|∇φ(p)
µ |2] is bounded uniformly over µ

and p (we recall that whenever we write an expression like E[|∇φ(p)
µ |2], we understand

that the function under the expectation is evaluated at (0, ω)). We will need the
following much more precise information on the corrector, which is borrowed from
[GO11, Proposition 2.1].

Theorem 5.1 (finite moments of the corrector, [GO11]). For every k ∈ N, there
exist constants c and r > 0 such that for every µ ∈ (0, 1/2] and p ∈ [0, 1],

E
[
|φ(p)
µ |k

]
6 c

∣∣∣∣ logr(µ−1) if d = 2,
1 if d > 3.

It is crucial for our subsequent arguments to have a good quantitative estimate
on the difference between the homogenized matrix and the approximation obtained

through φ
(p)
µ . The following result is what we need, and follows from [GO12,

Theorem 1] (or also from [GO11] and [Mo11, Proposition 9.1 with k = 1]).

Theorem 5.2 (approximation of Ahom based on φµ, [GO11, Mo11, GO12]). There
exist constants c and r > 0 such that for every µ ∈ (0, 1/2] and p ∈ [0, 1],∣∣∣ξ ·A(p)

homξ − E[ξ ·A(p)(ξ +∇φ(p)
µ )]

∣∣∣ 6 c ∣∣∣∣ µ logr(µ−1) if d = 2,
µ if d > 3.

6. Linear approximation of the corrector

Each edge e can be written uniquely as (z, z + ei) for some z ∈ Zd and 1 6 i 6 d.
We write e = z. We define Ce : Zd × Ω → Md (the set of d × d matrices) by
Ce(x, ω) = 0 (the matrix whose elements are all 0) if x 6= e, and Ce(e, ω) to be the
diagonal matrix whose diagonal elements are all 0 except the ith one, which is equal

to ω
(1)
e −ωe. As usual, we may keep the variable ω implicit if clear from the context.

We let Ae = A◦ + Ce. In words, the environment corresponding to Ae is perturbed
only at the edge e. More generally, for every E ⊆ B, we define

(6.1) CE =
∑
e∈E

Ce and AE = A◦ + CE ,

GEµ for the Green function corresponding to the environment given by AE , and

E(p) = {e ∈ B : b
(p)
e = 1}. Note that by definition, A(p) = AE

(p)

and G
(p)
µ = GE

(p)

µ .

For every E ⊆ B, we let φEµ : Zd×Ω→ R be the unique function of sub-exponential
growth such that

(6.2) µφEµ −∇∗ ·AE(ξ +∇φEµ ) = 0,

as given by Theorem 4.1, so that

(6.3) φEµ (x) =
∑
y∈Zd

GEµ (x, y) ∇∗ ·AE(y)ξ = −
∑
y∈Zd

∇2G
E
µ (x, y) ·AE(y)ξ,



EXPANSION OF HOMOGENIZED COEFFICIENTS 13

where the integration by part in the last equality is justified since G decays expo-

nentially fast, see (3.9). We have φ(p) = φE
(p)

. We write φeµ as a shorthand for φ
{e}
µ .

We also define

(6.4) φ̃Eµ = φ◦µ +
∑
e∈E

(φeµ − φ◦µ),

(we will see shortly that this definition makes sense), and write φ̃
(p)
µ for φ̃E

(p)

µ . The
purpose of this section is to prove the following result, which roughly speaking,
states that in the limit of diluted perturbations, the perturbed corrector is close to
its linear approximation.

Theorem 6.1 (linear approximation of the corrector). There exist constants c,
β > 0, γ > 0 such that for every µ ∈ (0, 1/2] and p ∈ [0, 1],

E
[∣∣∣∇φ(p)

µ −∇φ̃(p)
µ

∣∣∣] 6 cp2µ−1+β + e−µ
−γ
.

Remark 6.2. We will see in section 11 that the upper bound can be improved using
the recent results of [MO13], see Theorem 11.4.

We start with several lemmas concerning the effect of perturbations on the
corrector or the Green function.

Lemma 6.3 (perturbation at one edge). Let

(6.5) φ
e

µ = φeµ − φ◦µ.

For every µ > 0 and x ∈ Zd, we have

φ
e

µ(x) = −∇2G
e
µ(x, e) · Ce(e)(ξ +∇φ◦µ(e)).

Proof. In view of equation (5.1) satisfied by φ◦µ and of the identity Ae = A◦ + Ce,
we infer that

µφ◦µ −∇∗ ·Ae(ξ +∇φ◦µ) = −∇∗ · Ce(ξ +∇φ◦µ).

This and equation (6.2) satisfied by φeµ lead to

(6.6) µφ
e

µ −∇∗ ·Ae∇φ
e

µ = ∇∗ · Ce(ξ +∇φ◦µ).

The function on the right-hand side above is non-zero only at a finite number
of points, so it is clearly of sub-exponential growth. The function φ

e

µ is also of
sub-exponential growth by (6.3) and (3.9). By Theorem 4.1,

φ
e

µ(x) =
∑
y

Geµ(x, y) ∇∗ · Ce(ξ +∇φ◦µ)(y)

= −
∑
y

∇2G
e
µ(x, y) · Ce(y)(ξ +∇φ◦µ(y))

= −∇2G
e
µ(x, e) · Ce(e)(ξ +∇φ◦µ(e)),

where in the second equality, the integration by parts is justified since only a finite
number of terms in the sum are non-zero. �

Remark 6.4. As was recalled in the beginning of section 5, the gradient of φ◦µ is

square-integrable: E[|∇φ◦µ|2] <∞. hence, by the ergodic theorem,

(6.7)
1

|Bn|
∑
x∈Bn

|∇φ◦µ(x)| a.s.−−−−→
n→∞

E[|∇φ◦µ|] < +∞.

It thus follows from Lemma 6.3 and the decay of the Green function (3.9) that for

every x, φ
e

µ(x) decays exponentially fast with the distance from x to the edge e. In

particular, for every E ⊆ B, the function φ̃Eµ defined in (6.4) is always well-defined
and of sub-exponential growth.



14 JEAN-CHRISTOPHE MOURRAT

Lemma 6.5 (Perturbation at several edges). Let E ⊆ B, and let

(6.8) φ
E

µ = φEµ − φ̃Eµ .

For every µ > 0 and x ∈ Zd, we have

φ
E

µ (x) = −
∑

e 6=e′∈E

∇2G
E
µ (x, e′) · CE\{e}(e′)∇φeµ(e′).

Proof. If e ∈ E, then using (6.6) and the fact that AE = Ae + CE\{e}, we have

µφ
e

µ −∇∗ ·AE∇φ
e

µ = ∇∗ · Ce(ξ +∇φ◦µ)−∇∗ · CE\{e}∇φeµ.

Similarly, we have

µφ◦µ −∇∗ ·AE(ξ +∇φ◦µ) = −∇∗ · CE(ξ +∇φ◦µ).

Recalling that

φ
E

µ = φEµ − φ◦µ −
∑
e∈E

φ
e

µ,

that CE =
∑
e∈E C

e, and equation (6.2) satisfied by φEµ , we obtain

µφ
E

µ −∇∗ ·AE∇φ
E

µ =
∑
e∈E
∇∗ · CE\{e}∇φeµ.

By Remark 6.4, the function φ
E

µ is of sub-exponential growth. Moreover, arguing
as in this remark, we see that the function in the right-hand side above is also of
sub-exponential growth. By Theorem 4.1, we thus have

φ
E

µ (x) =
∑
e∈E

∑
y∈Zd

GEµ (x, y) ∇∗ · CE\{e}∇φeµ(y)

= −
∑
e∈E

∑
y∈Zd

∇2G
E
µ (x, y) · CE\{e}(y)∇φeµ(y)

= −
∑

e 6=e′∈E

∇2G
E
µ (x, e′) · CE\{e}(e′)∇φeµ(e′),

where the integration by parts in the second equality is justified using the exponential
decay of the Green function and the fact that y 7→ |φeµ(y)| is of sub-exponential
growth, see Lemma 6.3 and (6.7). �

Lemma 6.6 (averaged control of the perturbed Green function). For every ζ ∈ (0, 1],
there exists c > 0 such that for every µ ∈ (0, 1/2] and e, e′ ∈ B,

E
[
|∇1∇2G

e
µ(e′, e)|1/ζ

]
6

c

(1 ∨ |e− e′|)d
.

Proof. As a first step, we show that the lemma is true if the perturbed Green
function Geµ is replaced by the non-perturbed one G◦µ.

We know from (3.14) that

E
[
|∇1∇2G

◦
µ(e′, e)|

]
6

c

(1 ∨ |e− e′|)d
.

Moreover, by (3.10), the quantity ∇2G
ω
µ(x, y) is bounded uniformly over ω ∈ Ω,

x, y ∈ Zd and µ > 0. In particular, the random variable

|∇1∇2G
◦
µ(e′, e)|

is bounded. Hence, the lemma is true if Geµ is replaced by G◦µ.



EXPANSION OF HOMOGENIZED COEFFICIENTS 15

Let us write G
e

µ = Geµ − G◦µ. In order to prove the lemma, it now suffices to
argue that

E
[
|∇1∇2G

e

µ(e′, e)|1/ζ
]
6

c

(1 ∨ |e− e′|)d
.

Let x ∈ Zd. The Green function G◦µ(x, ·) satisfies

µG◦µ(x, ·)−∇∗ ·A◦∇G◦µ(x, ·) = 1x.

The same equation holds for Geµ(x, ·) provided A◦ is replaced by Ae = A◦ + Ce,
hence

µGeµ(x, ·)−∇∗ ·A◦∇Geµ(x, ·) = 1x +∇∗ · Ce∇Geµ(x, ·).
Combining the two previous identities, we obtain that

µG
e

µ(x, ·)−∇∗ ·A◦∇Geµ(x, ·) = ∇∗ · Ce∇Geµ(x, ·).
By Theorem 4.1, we are led to

G
e

µ(x, y) =
∑
z∈Zd

G◦µ(y, z) ∇∗ · Ce∇Geµ(x, ·)(z)

= −
∑
z∈Zd

∇2G
◦
µ(y, z) · Ce∇Geµ(x, ·)(z)

= ∇2G
◦
µ(y, e) · Ce(e)∇2G

e
µ(x, e),

and by symmetry of the Green functions, we also have

(6.9) G
e

µ(x, y) = ∇2G
◦
µ(x, e) · Ce(e)∇2G

e
µ(y, e).

It thus follows that

(6.10) ∇1∇2G
e

µ(x, y) = Ce(e)
(
∇1∇2G

e
µ(y, e)

) (
∇1∇2G

◦
µ(x, e)

)
,

which we need to evaluate for x = e′ and y = e. Since, by (3.10),∣∣Ce(e)∇1∇2G
e
µ(e, e)

∣∣
is bounded uniformly over µ and ω, it suffices to see that

E
[
|∇1∇2G

◦
µ(e′, e)|1/ζ

]
6

c

(1 ∨ |e− e′|)d
,

but this was obtained during the first step of this proof, so we are done. �

Proof of Theorem 6.1. Note first that

E
[∣∣∣∇φ(p)

µ −∇φ̃(p)
µ

∣∣∣] = E
[∣∣∣∇φ(p)

µ

∣∣∣] ,
where as usual, we write φ

(p)

µ = φ
E(p)

µ . By Lemma 6.5, we have

∇φ(p)

µ (0) = −
∑

e 6=e′∈E(p)

(
∇1∇2G

(p)
µ (0, e′)

)
CE

(p)\{e}(e′)∇φeµ(e′),

so we have the bound

|∇φ(p)

µ (0)| 6 c+
∑

e 6=e′∈E(p)

|∇1∇2G
(p)
µ (0, e′)| |∇φeµ(e′)|.

By Lemma 6.3, the right-hand side above is bounded, up to a constant, by

(6.11)
∑

e 6=e′∈E(p)

|∇1∇2G
(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)| |ξ +∇φ◦µ(e)|.

Let γ > 1/2, and write E
(p)
µ = E(p) ∩ Bµ−γ , where we recall that Bn =

{−n, . . . , n}d. We will argue that in the above sum, the only terms which truly

contribute to the sum are those for which e, e′ ∈ E
(p)
µ . In order to do so, it is

convenient to introduce γ̃ such that 1/2 < γ̃ < γ, and to define Ẽ
(p)
µ = E(p) ∩Bµ−γ̃ .
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Recall that E[|∇φ◦µ(e)|] 6 E[|∇φ◦µ(e)|2]1/2 does not depend on e and is bounded
uniformly over µ > 0. We also have from (3.10) that for every E ⊆ B,

(6.12) |∇2G
E
µ (x, y)| 6 c e−c̃

√
µ|y−x|,

with c̃ > 0. Hence, up to a constant, the expectation
(6.13)

E

 ∑
e′∈E(p)\Ẽ(p)

µ

∑
e∈E(p),e6=e′

|∇1∇2G
(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)| |ξ +∇φ◦µ(e)|


is bounded by ∑

z′∈Zd\Bµ−γ̃

∑
z∈Zd

e−c̃
√
µ|z′| e−c̃

√
µ|z−z′|.

Summation over z gives a contribution of order µ−d/2, while the remaining summa-

tion over z′ decays as e−µ
−γ′

for every γ′ < γ̃ − 1/2. We have thus justified that

the difference between the expectation of (6.11) and (6.13) is O(e−µ
−γ′

) for every
γ′ < γ̃ − 1/2. We can thus focus on studying

E

 ∑
e′∈Ẽ(p)

µ ,e∈E(p),e6=e′

|∇1∇2G
(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)| |ξ +∇φ◦µ(e)|

 .
A similar reasoning enables to show that in the above sum, the terms for which

e /∈ E(p)
µ can be discarded. Indeed, the contribution of those terms can be bounded,

up to a constant, by

(6.14)
∑

z′∈Bµ−γ̃

∑
z∈Zd\Bµ−γ

e−c̃
√
µ|z′| e−c̃

√
µ|z−z′|.

Since γ̃ < γ, the distance between z and z′ in any term of this double sum is always
greater than µ−γ/2. Hence, we obtain an upper bound for the inner sum in (6.14) if

we sum over all z such that |z − z′| > µ−γ/2. This gives a sum of order O(e−µ
−γ′

)
for some γ′ > 0, and hence a similar bound holds for the total sum in (6.14). We
have thus argued that it suffices to study

E

 ∑
e′∈Ẽ(p)

µ ,e∈E(p)
µ ,e6=e′

|∇1∇2G
(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)| |ξ +∇φ◦µ(e)|

 .
Finally (in order to keep light notations), arguing as in the first step, we see that

we can as well consider the sum as ranging over all e, e′ ∈ E(p)
µ , e 6= e′.

We now decompose the expectation into

(6.15) E

 ∑
e 6=e′∈E(p)

µ

|∇1∇2G
(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)| |ξ +∇φ◦µ(e)|


=
∑
E

∑
e 6=e′∈E

E(e, e′, E) P[E(p)
µ = E],

where in the first sum, E ranges over all possible subsets of Bµ−γ , and where we
write

E(e, e′, E) = E
[
|∇1∇2G

(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)| |ξ +∇φ◦µ(e)|

∣∣∣ E(p)
µ = E

]
.
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For any ζ ∈ (0, 1), we have by Hölder’s inequality

(6.16) E(e, e′, E) 6 E
[(
|∇1∇2G

(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)|

)1/ζ ∣∣∣ E(p)
µ = E

]ζ
E
[
|ξ +∇φ◦µ(e)|1/(1−ζ)

∣∣∣ E(p)
µ = E

]1−ζ
.

Since |ξ +∇φ◦µ(e)| does not depend on E(p), the last expectation is simply

E
[
|ξ +∇φ◦µ(e)|1/(1−ζ)

]1−ζ
,

which is bounded by a power of log(µ−1) by Theorem 5.1.
For the first expectation in the right-hand side of (6.16), we use the pointwise

bound (3.10) on the gradient of the Green function to get

E
[(
|∇1∇2G

(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)|

)1/ζ ∣∣∣ E(p)
µ = E

]ζ
6

c

(1 ∨ |e′|)d−2+α
E
[
|∇1∇2G

e
µ(e′, e)|1/ζ

∣∣∣ E(p)
µ = E

]ζ
=

c

(1 ∨ |e′|)d−2+α
E
[
|∇1∇2G

e
µ(e′, e)|1/ζ

]ζ
,

and Lemma 6.6 ensures that the latter is bounded by

c

(1 ∨ |e′|)d−2+α (1 ∨ |e− e′|)ζd
.

It thus follows that the right-hand side of (6.15) is bounded by some power of
log(µ−1) times

E

 ∑
e 6=e′∈E(p)

µ

1

(1 ∨ |e′|)d−2+α (1 ∨ |e− e′|)ζd


= p2

∑
e 6=e′∈Bµ−γ

1

(1 ∨ |e′|)d−2+α (1 ∨ |e− e′|)ζd
.

To sum up, we have shown that there exists γ′ > 0 such that for every ζ < 1,

E
[∣∣∣∇φ(p)

µ

∣∣∣] 6 cp2 logr(µ−1)
∑

e 6=e′∈Bµ−γ

1

(1 ∨ |e′|)d−2+α (1 ∨ |e− e′|)ζd
+ ce−µ

−γ′

,

for some exponent r > 0. Up to a multiplicative constant, the sum over e, e′ above
can be bounded by the integral∫

|x|,|y|6µ−γ

dx dy

|x|d−2+α|y − x|ζd
6

∫
|x|6µ−γ ,|y−x|62µ−γ

dx dy

|x|d−2+α|y − x|ζd

6 cµ−γ(d−ζd+2−α).

Until now, the parameters γ > 1/2 and ζ < 1 were arbitrary. We can choose them
in such a way that

γ(d− ζd+ 2− α) < 1,

and this finishes the proof of Theorem 6.1. �
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7. Solving stationary elliptic equations

Recall that we say that a function ψ : Zd × Ω → R is stationary if ψ(x, ω) =
ψ(0, θx ω), where (θx)x∈Zd denotes the action of Zd on Ω. The stationary function
ψ is thus fully characterized by the knowledge of the function ω → ψ(0, ω), with
which it can be identified.

The first purpose of this section is to recall existence and uniqueness results for
elliptic equations. Contrary to what was done in section 4, the equations considered
here do not contain a zero-order regularizing parameter. On the other hand, we
will work with the extra assumption of stationarity. Because of the identification
mentioned above, we will focus on functions defined on Ω (instead of Zd × Ω). We
may keep this identification implicit, writing for instance A◦ instead of A◦(0, ·).

For f : Ω→ R, we define the forward gradient Df : Ω→ Rd as

Df(ω) =

 f(θe1
ω)− f(ω)

...
f(θed ω)− f(ω)

 ,
and for F = (F1, . . . , Fd) : Ω→ Rd, we write D∗ · F for the backward divergence,

D∗ · F (ω) =

d∑
i=1

(Fi(ω)− Fi(θ−ei ω)) .

We write ‖F‖2 for the L2 norm of F , that is, ‖F‖22 =
∑d
i=1 E[F 2

i ]. We let L2(Ω) be
the space of functions F : Ω→ Rd such that ‖F‖2 is finite, and L2

∇ be the closure
in L2(Ω) of {Df, f : Ω→ R s.t. E[f2] <∞}.

Theorem 7.1 (Existence and uniqueness of solutions). For every F ∈ L2(Ω), there
exists a unique χ ∈ L2

∇ such that

(7.1) −D∗ ·A◦χ = D∗ · F.

Proof. We begin by showing the existence of solutions, following roughly the ar-
guments of [KV86]. (Although the proof is by now standard, it is useful to recall
its workings since we will need to extend it slightly later on.) The operator
L := −D∗ · A◦D is self-adjoint and positive on {f : Ω → R : E[f2] < ∞}. The
positivity comes from the observation that, for every square-integrable f ,

(7.2) E[f Lf ] = E[Df ·A◦Df ].

Hence, for every µ > 0, there exists a square-integrable Ψµ : Ω→ R such that

(7.3) (µ+ L)Ψµ = D∗ · F.
Let f = D∗ · F . Since f is square-integrable, by the spectral theorem, there exists a
measure ef on R+ such that for every bounded continuous function G : R+ → R,
one has

(7.4) E [f G(L)(f)] =

∫
G(λ) def (λ).

Note that for every square-integrable function g, one has

E [f g] = −E[F ·Dg] 6 ‖F‖2 ‖Dg‖2,
by the Cauchy-Schwarz inequality. Furthermore, by (7.2),

‖Dg‖22 6
1

c−
E[g Lg],

so that

E [f g] 6
‖F‖2√
c−

E[g Lg]1/2.
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For every n ∈ N, let Gn(λ) = λ−1∧n. Taking g = Gn(L)(f) in the inequality above,
and using (7.4), we get∫

(λ−1 ∧ n) def (λ) 6
‖F‖2√
c−

(∫
λ(λ−1 ∧ n)2 def (λ)

)1/2

.

By the monotone convergence theorem, this turns into

(7.5)

∫
1

λ
def (λ) 6

‖F‖22
c−

.

Equipped with this inequality, we can show that (DΨµ)µ>0 is a Cauchy sequence in
L2(Ω). Indeed, note that by (7.2), we have

(7.6) ‖DΨµ −DΨν‖22 6
1

c−
E[(Ψµ −Ψν) L(Ψµ −Ψν)].

Since Ψµ = (µ + L)−1f , and using (7.4), we can rewrite the expectation in the
right-hand side above as∫

λ
(
(µ+ λ)−1 − (ν + λ)−1

)2
def (λ) =

∫
λ(ν − µ)2

(µ+ λ)2(ν + λ)2
def (λ).

Without loss of generality, we may assume that µ < ν. In this case, the integrand
above is bounded by

λν2

λ2ν2
=

1

λ
,

which is integrable by (7.5). Now, for every fixed λ, we have

λ(ν − µ)2

(µ+ λ)2(ν + λ)2
6
λν2

λ4
,

which tends to 0 as µ, ν → 0. By the dominated convergence theorem, we thus obtain
that the left-hand side of (7.6) tends to 0 as µ, ν → 0, and thus that (DΨµ)µ>0 is
a Cauchy sequence in L2(Ω). Let us write χ for the limit. By definition, we have
χ ∈ L2

∇.
We now show that χ satisfies (7.1). One can check that, as a consequence of the

estimate (7.5) (and using (7.4)),

(7.7)
√
µΨµ

L2(Ω)−−−−→
µ→0

0.

For every square-integrable g : Ω→ R, we can write the weak formulation of (7.3):

µE[g Ψµ] + E[Dg ·A◦DΨµ] = E[g D∗ · F ].

Using (7.7) and the Cauchy-Schwarz inequality, we get that µE[g Ψµ] tends to 0 as
µ tends to 0, and thus

(7.8) E[Dg ·A◦χ] = E[g D∗ · F ].

The left-hand side above is equal to −E[g D∗ ·A◦χ]. Hence, the function D∗ ·A◦χ+
D∗ · F is orthogonal to every function in L2(Ω). It is thus equal to zero, and that is
to say that χ satisfies (7.1).

We now turn to uniqueness. By linearity, it suffices to show uniqueness for F = 0.
Let χ ∈ L2

∇ satisfy

(7.9) −D∗ ·A◦χ = 0.

There exists a sequence of square-integrable fn : Ω→ R such that Dfn converges
to χ in L2(Ω). By the weak formulation of (7.9), we have

E[Dfn ·A◦χ] = 0.
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Passing to the limit, we get E[χ · A◦χ] = 0, which implies that χ = 0, and thus
finishes the proof. �

We now proceed to derive several convergence results that will be useful for our
subsequent reasoning.

Proposition 7.2 (convergence of correctors). The function ∇φ◦µ(0, ·) converges in

L2(Ω), as µ tends to 0, to the function ∇φ◦(0, ·), while for every e ∈ B, the function
∇φeµ(0, ·) converges in L2(Ω), as µ tends to 0, to a function that we write ∇φe(0, ·).

Proof. The first part is classical (and is a minor adaptation of the proof of Theo-
rem 7.1, choosing F = A◦ξ). For the second part, in view of Lemma 6.3, it suffices
to study the convergence of ∇2G

ω
µ(x, y), for any fixed x, y ∈ Zd and ω ∈ Ω. We

define

∇2G
ω(x, y) =

∫ +∞

0

∇3q
ω(t, x, y) dt.

Note that this definition makes sense even in dimension 2 by (3.2), although Gω(x, y)
itself does not. For the same reason, ∇2G

ω(x, y) is bounded uniformly over ω ∈ Ω.
We get that

∇2G
ω(x, y)−∇2G

ω
µ(x, y) =

∫ +∞

0

(1− e−µt)∇3q
ω(t, x, y) dt.

This and (3.2) ensure that ∇2G
ω
µ(x, y) converges to ∇2G

ω(x, y) as µ tends to 0,
uniformly over ω ∈ Ω. Using Lemma 6.3, we thus obtain the convergence of ∇φeµ in

L2(Ω), as desired. �

Remark 7.3. The proof shows that

(7.10) ∇φe(0, ω) = ∇φ◦(0, ω)− (∇1∇2G
e(0, e))Ce(e)(ξ +∇φ◦(e)).

Proposition 7.4 (convergence of full correction). Let ψµ : Ω→ R be defined by

ψµ =
∑
e∈B

(φeµ − φ◦µ)(0, ·).

The gradient Dψµ converges in L2(Ω), as µ tends to 0, to χ ∈ L2
∇ the unique

solution of

(7.11) −D∗ ·A◦χ = D∗ · F,

where F ∈ L2(Ω) is defined by

(7.12) F =
∑
e∈B

Ce(ξ +∇φe)(0, ·).

Remark 7.5. Note that ψµ is well-defined, since φ̃Bµ introduced in (6.4) is. Also,
in the definition of F , note that the presence of the term Ce ensures that every
summand indexed by an edge e such that e 6= 0 is actually equal to 0.

Proof. Recall that, by definition, φeµ satisfies

µφeµ −∇∗ ·Ae(ξ +∇φeµ) = 0 (in Zd),

and that Ae = A◦ + Ce. As a consequence, we get

µφeµ −∇∗ ·A◦(ξ +∇φeµ) = ∇∗ · Ce(ξ +∇φeµ) (in Zd).

Using also the definition of φ◦µ, see (5.1), and recalling that we write φ
e

µ = φeµ − φ◦µ,
we obtain that

µφ
e

µ −∇∗ ·A◦∇φ
e

µ = ∇∗ · Ce(ξ +∇φeµ) (in Zd),
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and thus

(7.13) µψµ −∇∗ ·A◦∇ψµ =
∑
e∈B
∇∗ · Ce(ξ +∇φeµ) (in Zd).

We let

(7.14) Fµ(x, ω) =
∑
e∈B

Ce(ξ +∇φeµ)(x, ω).

Note that Fµ is a stationary function, so we can identify it with the function{
Ω → Rd
ω 7→ Fµ(0, ω).

With this identification in mind, we can rewrite (7.13) as

(7.15) (µ−D∗ ·A◦D)ψµ = D∗ · Fµ.

By Proposition 7.2, the function Fµ converges in L2(Ω) to F defined in (7.12). We
would like to argue as in the “existence” part of the proof of Theorem 7.1 to show
that Dψµ converges to χ satisfying (7.11), but a difficulty arises since the right-hand

side of (7.15) now depends on µ. Let ψ̃µ ∈ L2(Ω) be the unique solution to

(µ−D∗ ·A◦D) ψ̃µ = D∗ · F.

By Theorem 7.1, we know that Dψ̃µ converges in L2(Ω) to χ ∈ L2
∇ the unique

solution of (7.11). We now let ψµ = ψµ − ψ̃µ, so that

(µ−D∗ ·A◦D)ψµ = D∗ · (Fµ − F ).

In order to conclude, we need to show that Dψµ tends to 0 in L2(Ω). Let us write
fµ = D∗ · (Fµ − F ). In view of (7.2) and (7.4), we have

‖Dψµ‖22 6
1

c−
E[ψµ Lψµ] =

1

c−

∫
λ

(µ+ λ)2
defµ(λ) 6

1

c−

∫
1

λ
defµ(λ).

By (7.5), the last integral is bounded by

‖Fµ − F‖22
c−

,

and since Fµ tends to F in L2(Ω), this finishes the proof. �

8. First-order expansion around p = 0

We are now ready to state and prove the first-order expansion around p = 0 of

the homogenized matrix A
(p)
hom.

Theorem 8.1 (first-order expansion around p = 0). There exists a◦1 ∈ R such that,
as p tends to 0,

(8.1) ξ ·A(p)
homξ = ξ ·A◦homξ + p a◦1 + o(p).

Moreover, the coefficient a◦1 can be defined as the limit of a◦1(µ) as µ tends to 0,
where a◦1(µ) is given by

(8.2) a◦1(µ) =
∑
e∈B

(
E[ξ ·Ae(ξ +∇φeµ)]− E[ξ ·A◦(ξ +∇φ◦µ)]

)
,

and where we recall that φeµ satisfies (6.2) with E = {e}, that φ◦µ satisfies (5.1) with
p = 0, and that the functions under the expectations in (8.2) are understood to be
evaluated at (0, ω). Alternative characterizations of a◦1 are given in Propositions 9.1
and 9.2 below.
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Remark 8.2. The proof actually reveals that there exists an exponent η > 0
depending on the ellipticity constants such that (8.1) holds with o(p) replaced by
o(p1+η). We show in Theorem 11.3 that the error term is actually o(p2−η) for every
η > 0.

Proof. For this proof, we fix

(8.3) µ = p1+ε,

for some ε > 0. Note that in order to avoid heavy notations, this dependence
between µ and p is kept implicit. For instance, and in view of Theorem 5.2, we may
write without further comment that

(8.4)
∣∣∣ξ ·A(p)

homξ − E[ξ ·A(p)(ξ +∇φ(p)
µ )]

∣∣∣ = o (p) (p→ 0).

For β > 0 given by Theorem 6.1, we have

(8.5)
∣∣∣E[ξ ·A(p)(ξ +∇φ(p)

µ )]− E[ξ ·A(p)(ξ +∇φ̃(p)
µ )]

∣∣∣ = O
(
p2−(1+ε)(1−β)

)
.

We fix the value of ε > 0 in such a way that

(8.6) 2− (1 + ε)(1− β) > 1.

Using the definition of φ̃µ introduced in (6.4) (with E = E(p)), we can write

(8.7) E[ξ ·A(p)(ξ+∇φ̃(p)
µ )] = E[ξ ·A(p)(ξ+∇φ◦µ)]+E

 ∑
e∈E(p)

ξ ·A(p)(∇φeµ −∇φ◦µ)

 .
We analyse the two terms on the right-hand side separately, beginning with the
first. Note that A(p) (evaluated at the origin) is equal to A◦ unless one of the edges
attached to the origin belongs to E(p). Moreover, the event that two or more of
these edges belong to E(p) has probability O(p2). As a consequence, and since
E[|∇φ◦µ|2] is bounded uniformly over µ, we have

(8.8) E[ξ ·A(p)(ξ +∇φ◦µ)]

= E[ξ ·A◦(ξ+∇φ◦µ)]+p
∑
e:e=0

(
E[ξ ·Ae(ξ +∇φ◦µ)]− E[ξ ·A◦(ξ +∇φ◦µ)]

)
+O(p2).

We now turn to the second term in the right-hand side of (8.7), which we decompose
into

(8.9) E

 ∑
e∈E(p),e=0

ξ ·A(p)(∇φeµ −∇φ◦µ)

+ E

 ∑
e∈E(p),e 6=0

ξ ·A(p)(∇φeµ −∇φ◦µ)

 .
By Lemma 6.3 and (3.10), it is clear that E[|∇φeµ|2] is bounded uniformly over µ.
Hence, reasoning as above, we get
(8.10)

E

 ∑
e∈E(p),e=0

ξ ·A(p)(∇φeµ −∇φ◦µ)

 = p
∑
e:e=0

E
[
ξ ·Ae(∇φeµ −∇φ◦µ)

]
+O(p2).

We now consider the second term in (8.9). For an edge e such that e 6= 0, the event
e ∈ E(p) is independent of the value of A(p) (at the origin). Hence, we can rewrite
the second term in (8.9) as

p
∑
e:e 6=0

E[ξ ·A(p)(∇φeµ −∇φ◦µ)],
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which itself can be rewritten as

pE[ξ ·A(p)Dψµ]− p
∑
e:e=0

E[ξ ·A(p)(∇φeµ −∇φ◦µ)],

where ψµ was introduced in Proposition 7.4. Arguing as above, we see that, on the
one hand,∑

e:e=0

E[ξ ·A(p)(∇φeµ −∇φ◦µ)] =
∑
e:e=0

E[ξ ·A◦(∇φeµ −∇φ◦µ)] +O(p),

while on the other hand, since Dψµ remains bounded in L2(Ω) by Proposition 7.4,

E[ξ ·A(p)Dψµ] = E[ξ ·A◦Dψµ] +O(p).

We have thus shown that

E

 ∑
e∈E(p),e6=0

ξ ·A(p)(∇φeµ −∇φ◦µ)


= pE[ξ ·A◦Dψµ]− p

∑
e:e=0

E[ξ ·A◦(∇φeµ −∇φ◦µ)] +O(p2).

Combining this with (8.4), (8.5), (8.7), (8.8), (8.9) and (8.10), we thus obtain

(8.11) ξ ·A(p)
homξ = E[ξ ·A◦(ξ +∇φ◦µ)] + p a◦1(µ) + o(p),

where we introduced

(8.12) a◦1(µ) =
∑
e:e=0

(
E[ξ ·Ae(ξ +∇φeµ)]− E[ξ ·A◦(ξ +∇φ◦µ)]

)
+

E[ξ ·A◦Dψµ]−
∑
e:e=0

E[ξ ·A◦(∇φeµ −∇φ◦µ)].

Using the definition of ψµ, one can observe that this definition coincides with
that given in (8.2). Using Theorem 5.2 again, and recalling (8.3), we see that
E[ξ ·A◦(ξ+∇φ◦µ)] = ξ ·A◦homξ+ o(p). In order to conclude the proof, it thus suffices
to show that a◦1(µ) converges to a constant as µ tends to 0. But this is a consequence
of Propositions 7.2 and 7.4. �

9. Approximation by periodization

The aim of this section is to give alternative characterizations of a◦1, based on
computing correctors on periodizations of the medium. We recall that we write
Bn = {−n, . . . , n}d, and we let Bn = {e ∈ B : e ∈ Bn}. We define the periodized
environment [ω]n ∈ Ω by letting, for every e ∈ B, ([ω]n)e = ωe+x, where x is the
unique element of (2n+ 1)Zd such that e+ x ∈ Bn. By the Lax-Milgram lemma
and the Poincaré inequality (or by basic linear-algebra considerations), for every
ω ∈ Ω, there exists a unique Bn-periodic function φ◦n(·, [ω]n) with zero average over
Bn such that for every x ∈ Zd,

−∇∗ ·A◦(ξ +∇φ◦n)(x, [ω]n) = 0.

For the same reason, for every e ∈ Bn, there exists a unique Bn-periodic function
φen(·, [ω]n) with zero average over Bn such that for every x ∈ Zd,

−∇∗ ·Ae(ξ +∇φen)(x, [ω]n) = 0.

We write En[f ] as a shorthand for E[f([ω]n)], whenever this is well-defined. As
usual, if the function is of the form f(x, [ω]n), x ∈ Zd, we interpret En[f ] to mean
E[f(0, [ω]n)].
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Proposition 9.1 (approximation of a◦1 by periodization). The coefficient a◦1 ap-
pearing in Theorem 8.1 is the limit of a◦1(n) as n tends to infinity, where

(9.1) a◦1(n) =
∑
e∈Bn

(En[ξ ·Ae(ξ +∇φen)]− En[ξ ·A◦(ξ +∇φ◦n)]) .

Proof. Defining

ψn([ω]n) =
∑
e∈Bn

(φen − φ◦n)(0, [ω]n),

we note that, in close resemblance with (8.12),

(9.2) a◦1(n) =
∑
e:e=0

(En[ξ ·Ae(ξ +∇φen)]− En[ξ ·A◦(ξ +∇φ◦n)]) +

En[ξ ·A◦Dψn]−
∑
e:e=0

En[ξ ·A◦(∇φen −∇φ◦n)].

It thus suffices to prove the following three statements.

(1) The function ω 7→ ∇φ◦n(0, [ω]n) converges in L2(Ω) to ∇φ◦(0, ·) as n tends
to infinity.

(2) The function ω 7→ ∇φen(0, [ω]n) converges in L2(Ω) to ∇φe(0, ·) as n tends
to infinity.

(3) The function ω 7→ Dψn([ω]n) converges in L2(Ω), as n tends to infinity, to
the function χ defined in Proposition 7.4.

Part (1) is classical (see for instance [CI03, BP04]), but it will be useful to recall
a proof. We begin by observing that the function φ◦n is stationary, in the sense
that for every ω ∈ Ω and every x ∈ Zd, we have φ◦n(x, [ω]n) = φ◦n(0, θx [ω]n). As a
consequence, we may identify φ◦n with the function φ◦n(0, ·). We then observe that

(9.3) En [Dφ◦n ·A◦Dφ◦n] = −En [Dφ◦n ·A◦ξ] ,

and thus, by the Cauchy-Schwarz inequality,

c−En
[
|Dφ◦n|2

]
6 En [Dφ◦n ·A◦Dφ◦n] 6 c+|ξ| En

[
|Dφ◦n|2

]1/2
.

It follows from this inequality that En
[
|Dφ◦n|2

]
is bounded uniformly over n, and

thus that ω 7→ Dφ◦n(0, [ω]n) converges weakly in L2(Ω) along a subsequence, to
some χ̃ ∈ L2(Ω). For notational simplicity, we keep implicit the fact that we now
consider (Dφ◦n) only along this subsequence. In order to prove part (1), it suffices
to show that the weak convergence is actually strong convergence in L2(Ω), and
that χ̃ = ∇φ◦.

Note first that (9.3) implies that (along the subsequence)

(9.4) lim
n→∞

En [Dφ◦n ·A◦Dφ◦n] = −E [χ̃ ·A◦ξ] .

Now, take any bounded function f : Ω → R that depends on the value of the
environment only at a finite number of edges. We have

En [Df ·A◦Dφ◦n] = −En [Df ·A◦ξ] .

Passing to the limit (along the subsequence), we get that

(9.5) E [Df ·A◦χ̃] = −E [Df ·A◦ξ] .

The identity above can then be extended to arbitrary f ∈ L2(Ω). Replacing f by
φ◦n in the above identity, and letting n tend to infinity, we thus learn that

(9.6) E [χ̃ ·A◦χ̃] = −E [χ̃ ·A◦ξ] .
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To see strong convegence of Dφn to χ̃ in L2(Ω), it now suffices to write

En [(Dφn − χ̃) ·A◦(Dφn − χ̃)]

= En [Dφn ·A◦Dφn] + En [χ̃ ·A◦χ̃]− 2En [Dφn ·A◦χ̃] ,

and observe that the right-hand side tends to zero by (9.4) and (9.6). This ensures
that χ̃ ∈ L2

∇, and by (9.5), χ̃ satisfies

−D∗ ·A◦χ̃ = D∗ ·A◦ξ.
By Theorem 7.1, there is a unique such χ̃, and it is ∇φ◦ (see Proposition 7.2).

Part (3) can be obtained in a similar way, noting that the function ψn is stationary,
in the sense that ψn(x, [ω]n) = ψn(0, θx [ω]n).

For part (2), we cannot argue in the very same way, since Ae is not stationary.

We note instead that, letting φ
e

n = φen − φ◦n, we have

−∇∗ ·Ae∇φen = ∇∗ · Ce(ξ +∇φ◦n)

at every point (x, [ω]n), with x ∈ Zd and ω ∈ Ω. We can then simply quote [AL11,
Lemma A.2], or argue as in part (1), with the difference that the arguments need to
be carried out over the physical space Zd instead of the space of environments. We
get that (x, ω) 7→ 1Bn∇φ

e

n(x, [ω]n) converges in L2(Zd × Ω) to ∇φe∞ ∈ L2(Zd × Ω)

as n tends to infinity, where ∇φe∞ satisfies

(9.7) −∇∗ ·Ae∇φe∞ = ∇∗ · Ce(ξ +∇φ◦) (in Zd × Ω)

(and the space L2(Zd × Ω) is defined with respect to the measure obtained as the

product of the counting measure over Zd and P). This identifies ∇φe∞ as

∇φe∞(x) = − (∇1∇2G
e(x, e))Ce(e)(ξ +∇φ◦(e)).

Comparing this with the formula for ∇φe given in (7.10), we see that we are
done. �

The question arises as to whether the sum involving all (φen)e∈Bn in the formula
defining a◦1(n) can be replaced by a spatial average involving only (φen)e:e=0. This
question is important since in practice, one would like to compute as few φen’s as
possible. We define

(9.8) an([ω]n) =
∑
x∈Bn

∑
e:e=0

(
ξ ·Ae(ξ +∇φen)− ξ ·A◦(ξ +∇φ◦n)

)
(x, [ω]n).

Proposition 9.2 (approximation of a◦1 by periodization and spatial average). The
random variable ω 7→ an([ω]n) converges in L1(Ω) to the random variable∑

e:e=0

(ξ +∇φ◦) · Ce(ξ +∇φe) (0, ·).

Moreover, the coefficient a◦1 given by Theorem 8.1 satisfies

a◦1 =
∑
e:e=0

E [(ξ +∇φ◦) · Ce(ξ +∇φe)] =
∑
e:e=0

lim
n→∞

En [(ξ +∇φ◦n) · Ce(ξ +∇φen)] .

Proof. Let e be such that e = 0. By the definition of φen and Bn-periodicity,∑
x∈Bn

ξ ·Ae(ξ +∇φen)(x, [ω]n) =
∑
x∈Bn

(ξ +∇φ◦n) ·Ae(ξ +∇φen)(x, [ω]n).

We can decompose Ae into A◦ + Ce, and then observe that the definition of φ◦n
implies that∑

x∈Bn

(ξ +∇φ◦n) ·A◦(ξ +∇φen)(x, [ω]n) =
∑
x∈Bn

(ξ +∇φ◦n) ·A◦ξ(x, [ω]n).
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Since A◦ is a symmetric matrix, we have obtained that

(9.9) an([ω]n) =
∑
e:e=0

(ξ +∇φ◦n) · Ce(ξ +∇φen)(0, [ω]n).

The convergence announced in the proposition then follows from the fact that
ω 7→ ∇φ◦n(0, [ω]n) and ω 7→ ∇φen(0, [ω]n) converge in L2(Ω) to∇φ◦(0, ·) and∇φe(0, ·)
respectively. The second part of the proposition follows noting that En[an] = a◦1(n),
see (9.1). �

10. First-order expansion around every point

The aim of this section is to generalize Theorem 8.1 by giving a first-order

expansion of A
(p+p)
hom as p tends to 0, for every p ∈ [0, 1].

In order to state the result, it is convenient to introduce some new notation. For

every p ∈ [0, 1] and every e ∈ B, we let A(p,e+) = AE
(p)∪{e} (recall that AE was

defined in (6.1)), φ
(p,e+)
µ = φ

E(p)∪{e}
µ (defined in (6.2)), and so on. Similarly, we

define A(p,e−) = AE
(p)\{e}, φ

(p,e−)
µ = φ

E(p)\{e}
µ , and so on.

Theorem 10.1 (first-order expansion around every point). Let p ∈ [0, 1]. There

exists a
(p)
1 ∈ R such that, as p tends to 0,

(10.1) ξ ·A(p+p)
hom ξ = ξ ·A(p)

homξ + p a
(p)
1 + o(p).

Moreover, the coefficient a
(p)
1 can be defined as the limit of a

(p)
1 (µ) as µ tends to 0,

where a
(p)
1 (µ) is given by

(10.2) a
(p)
1 (µ) =

∑
e∈B

(
E[ξ ·A(p,e+)(ξ +∇φ(p,e+)

µ )]− E[ξ ·A(p,e−)(ξ +∇φ(p,e−)
µ )]

)
.

Alternative characterizations of a
(p)
1 are given in Remark 10.2 below.

One may attempt to prove this result by defining a coupling of the Bernoulli
random variables such that if p1 6 p2, then E(p1) ⊆ E(p2), and then try to adapt
the proof of Theorem 8.1. This approach leads to a serious difficulty when trying to
estimate the left-hand side of (6.15). Indeed, this estimate crucially relies on the fact

that the non-perturbed environment is independent of the events e ∈ E(p)
µ . A naive

adaptation of this proof to cover the expansion of A
(p+p)
hom as p tends to 0 would thus

require that the environment ω(p) be independent of the events e ∈ E(p+p)
µ \ E(p)

µ ,
and of course, this independence does not hold.

This problem can be overcome with a control of higher moments of the gradients
of the Green functions than that given by Proposition 3.7. Such results have been
obtained very recently in [MO13]. We will describe and use these results in the next
section, but for the problem at hand, a more direct proof can be obtained.

Proof of Theorem 10.1. It comes out of the above discussion that the decision as to
which edges are to be perturbed should be taken independently of the environment.

We thus introduce new independent Bernoulli random variables (b̃
(p)
e )e∈B of parame-

ter p ∈ [0, 1], independent of everything else, defined on the same probability space
(possibly enlarging it). For p < 1 and p ∈ [0, 1− p], we further define

p̃ =
p

1− p
and ω̃(p,p)

e = (1− b̃(p̃)e ) ω(p)
e + b̃(p̃)e ω(1).
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Recalling that we write ν(p) for the law of ω
(p)
e , we see that the law of ω̃

(p,p)
e is

(1− p̃)ν(p) + p̃ν(1) = (1− p̃)
[
(1− p)ν(0) + pν1

]
+ p̃ν(1)

= (1− p− p)ν(0) + (p+ p)ν(1) = ν(p+p).

In other words, the law of ω̃
(p,p)
e is that of ω

(p+p)
e , and as a consequence, the law of

ω̃(p,p) := (ω̃
(p,p)
e )e∈B is that of ω(p+p).

We can apply Theorem 8.1 for the environment ω̃(p,p), seen as a Bernoulli
perturbation of ω(p), with the perturbed environment taken from ω(1) and the
perturbation parameter being p̃. Since the homogenized matrix of ω̃(p,p) is that of
ω(p+p), we get that as p̃ > 0 tends to 0,

ξ ·A(p+p)
hom ξ = ξ ·A(p)

homξ + p̃ ã
(p)
1 + o(p̃),

where ã
(p)
1 is the limit as µ tends to 0 of ã

(p)
1 (µ) given by

ã
(p)
1 (µ) =

∑
e∈B

(
E[ξ ·A(p,e+)(ξ +∇φ(p,e+)

µ )]− E[ξ ·A(p)(ξ +∇φ(p)
µ )]

)
.

We now see that the quantity

ξ ·A(p,e+)(ξ +∇φ(p,e+)
µ )− ξ ·A(p)(ξ +∇φ(p)

µ )

is equal to 0 if e ∈ E(p), and otherwise is equal to

ξ ·A(p,e+)(ξ +∇φ(p,e+)
µ )− ξ ·A(p,e−)(ξ +∇φ(p,e−)

µ ).

Since this last quantity is independent of the event e ∈ E(p), we obtain that

(10.3) E
[
ξ ·A(p,e+)(ξ +∇φ(p,e+)

µ )− ξ ·A(p)(ξ +∇φ(p)
µ )
]

= P
[
e /∈ E(p)

]
E
[
ξ ·A(p,e+)(ξ +∇φ(p,e+)

µ )− ξ ·A(p,e−)(ξ +∇φ(p,e−)
µ )

]
.

Since P
[
e /∈ E(p)

]
= 1− p, we obtain the desired result for p > 0 (i.e. for the right

derivative of ξ ·A(·)
homξ).

A similar reasoning can be followed if p ∈ (0, 1] and p ∈ [−p, 0], by letting

p̃ =
−p
p

and ω̃(p,p)
e = (1− b̃(p̃)e ) ω(p)

e + b̃(p̃)e ω(0).

The reasoning leads to the same formula for the left derivative, so the proof is
complete. �

Remark 10.2. From the construction in the proof of Theorem 10.1 and Proposi-

tion 9.1, one can give an alternative characterization of the coefficient a
(p)
1 appearing

in Theorem 10.1. Indeed, it is the limit of a1(n) as n tends to infinity, for

a1(n) =
∑
e∈Bn

(
En
[
ξ ·A(p,e+)(ξ +∇φ(p,e+)

n )
]
− En

[
ξ ·A(p,e−)(ξ +∇φ(p,e−)

n )
])
,

where φ
(p,e+)
n and φ

(p,e−)
n are defined as φ◦n, but with respect to A(p,e+) and A(p,e−)

respectively instead of A◦.
Similarly, using Proposition 9.2, we can obtain yet another characterization of

a
(p)
1 , namely

(10.4) a
(p)
1 =

∑
e:e=0

E
[
(ξ +∇φ(p,e−)) · Ce(ξ +∇φ(p,e+))

]
,
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where ∇φ(p,e−)(0, ·) and ∇φ(p,e+)(0, ·) are the L2(Ω)-limits of ∇φ(p,e−)
n (0, ·) and

∇φ(p,e+)
n (0, ·) respectively, as n tends to infinity. Moreover,

(10.5) a
(p)
1 =

∑
e:e=0

lim
n→∞

En
[
(ξ +∇φ(p,e−)

n ) · Ce(ξ +∇φ(p,e+)
n )

]
.

11. Refined control of the error term

The aim of this section is to obtain a sharper control of the error term o(p)
appearing in (10.1) of Theorem 10.1. As is clear from the proof of Theorem 10.1, in
order to achieve this, it is in fact sufficient to control the error term in Theorem 8.1.
The fact that Theorem 8.1 gives only a weak control of the error term lies in
Theorem 6.1. The weak point in the argument leading to Theorem 6.1 is in the
estimation of the left-hand side of (6.15), where we crudely estimated the second

mixed derivatives of G
(p)
µ using the pointwise inequality (3.10) on the gradient

of G
(p)
µ . Although Proposition 3.7 shows that the L1 norm of the second mixed

derivative of G
(p)
µ has the same spatial decay as the homogeneous case, this is of no

use when estimating the left-hand side of (6.15) because we have no control on the

dependence between the second derivatives of G
(p)
µ and the events e ∈ E(p)

µ .
This problem can however be overcome with a control of higher moments of the

second derivatives of the Green function. Such results have been obtained very
recently in the remarkable work [MO13].

Theorem 11.1 ([MO13]). For every q > 1, there exists a finite Cq depending only
on q, d and the ellipticity constants c−, c+ (but otherwise not on the law of ω, as
long as it is a product measure as assumed throughout) such that for every x ∈ Zd
and µ > 0,

(11.1) E [|∇1∇2Gµ(0, x)|q]1/q 6 Cq
(1 ∨ |x|)d

.

Remark 11.2. Striclty speaking, [MO13, Theorem 1] corresponds to this result
for µ = 0. The proof can however be adapted with minor modifications to yield
Theorem 11.1. Let us describe briefly how. [MO13, Lemma 4] needs no change.
[MO13, Lemma 6] consists of two parts. The proof of the first part can be easily
adapted to yield the result with G replaced by Gµ (actually, it provides an alternative
route to the periodization argument used there), while the second part was proved
for Gµ in the first place (that is, in [GO11]). The first part of [MO13, Lemma 5]
is all what is needed for our purpose, and it remains true with G replaced by Gµ
(uniformly over µ). Indeed, the formulas for the derivatives of the Green function
with respect to ωe appearing in steps 1 and 2 of the proof, as e.g. [MO13, (48)-(50)],
remain valid provided G is replaced by Gµ everywhere. Step 3 is a consequence
of [MO13, Lemma 6], while step 4 follows from previous steps, and concludes the
proof of the part of the lemma we are interested in. Finally, the proof of [MO13,
Theorem 1] follows from the results we just reviewed (again providing an alternative
route to the periodization argument proposed there). The fact that the constant Cq
in (11.1) can be chosen as a function of q, d and the ellipticity constants only boils
down to the fact that the constant ρ in the weak logarithmic Sobolev inequality
defined in [MO13, (2)] can be chosen as a function of c− and c+ only.

Theorem 11.3 (sharp control of the error). Let p ∈ [0, 1] and a
(p)
1 ∈ R be given by

Theorem 10.1. For every η > 0 and as p tends to 0,

(11.2) ξ ·A(p+p)
hom ξ = ξ ·A(p)

homξ + p a
(p)
1 + o(p2−η).
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As was said before, it suffices to prove Theorem 11.3 for p = 0, and the key step
for doing so is to prove the following result.

Theorem 11.4 (sharp linear approximation of the corrector). For every η > 0,
there exist constants c, γ > 0 such that for every µ ∈ (0, 1/2] and p ∈ [0, 1],

E
[∣∣∣∇φ(p)

µ −∇φ̃(p)
µ

∣∣∣] 6 cp2−ηµ−η + e−µ
−γ
.

We start with a result whose purpose is to replace Lemma 6.6.

Lemma 11.5 (sharp averaged control of the perturbed Green function). There
exists a finite constant c (depending only on the ellipticity constants and on the
dimension) such that for every q > 1, µ ∈ (0, 1/2] and e, e′ ∈ B,

E
[
|∇1∇2G

e
µ(e′, e)|q

]1/q
6 c

Cq
(1 ∨ |e− e′|)d

,

where Cq is the constant of Theorem 11.1.

Proof. Recall from the proof of Lemma 6.6 that G
e

µ = Geµ − G◦µ. Since by Theo-
rem 11.1,

(11.3) E
[
|∇1∇2G

◦
µ(e′, e)|q

]1/q
6

Cq
(1 ∨ |e− e′|)d

,

it suffices to prove that

E
[
|∇1∇2G

e

µ(e′, e)|q
]1/q
6 c

Cq
(1 ∨ |e− e′|)d

.

Recall from (6.10) that

∇1∇2G
e

µ(e′, e) = Ce(e)
(
∇1∇2G

e
µ(e, e)

) (
∇1∇2G

◦
µ(e′, e)

)
.

Since, by (3.10), ∣∣Ce(e)∇1∇2G
e
µ(e, e)

∣∣
is bounded uniformly over µ and ω, the result follows from (11.3). �

Proof of Theorem 11.4. For the beginning of the proof, we can follow the same
reasoning as in the proof of Theorem 6.1, up to the point when we arrive at the
estimation of the left-hand side of (6.15), that is,

E

 ∑
e 6=e′∈E(p)

µ

|∇1∇2G
(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)| |ξ +∇φ◦µ(e)|

 ,
where we recall that E

(p)
µ = E(p) ∩ Bµ−γ , and γ > 1/2. We rewrite slightly this

expectation as

(11.4)
∑

e 6=e′∈Bµ−γ

E
[
1e,e′∈E(p) |∇1∇2G

(p)
µ (0, e′)| |∇1∇2G

e
µ(e′, e)| |ξ +∇φ◦µ(e)|

]
.

Let q > 3 and ζ = 1−3/q. We apply Hölder’s inequality with exponents (ζ−1, q, q, q)
to bound each summand in (11.4) by

(11.5) P[e, e′ ∈ E(p)]ζ E
[
|∇1∇2G

(p)
µ (0, e′)|q

]1/q
E
[
|∇1∇2G

e
µ(e′, e)|q

]1/q E
[
|ξ +∇φ◦µ(e)|q

]1/q
.

Since we only consider summands for which e 6= e′, we have

P[e, e′ ∈ E(p)]ζ = p2ζ .
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By Theorem 11.1 and Lemma 11.5, the product of the second and third terms in
(11.5) is bounded by

c
(Cq)

2

(1 ∨ |e′|)d (1 ∨ |e− e′|)d
,

while, by Theorem 5.2, the last term in (11.5) is bounded by some power of log(µ−1),
say logr(µ−1). We thus obtain that the sum in (11.4) is bounded by

c p2ζ logr(µ−1)
∑

e 6=e′∈Bµ−γ

(Cq)
2

(1 ∨ |e′|)d (1 ∨ |e− e′|)d
.

By comparing this sum to an integral, we get that the whole expression above is
bounded, up to a constant, by p2ζµ−γη, for any η > 0. Recalling that ζ = 1− 3/q
and that q can be chosen arbitrarily large, this concludes the proof. �

Proof of Theorem 11.3. As noted before, it suffices to prove the theorem for p = 0.
The proof follows closely that of Theorem 8.1. Let η > 0. Instead of (8.3), we fix
µ = p2. With this choice, Theorem 5.2 implies that the left-hand side of (8.4) is
O(p2−η), while by Theorem 11.4, the left-hand side of (8.5) is O(p2−3η). We can
then follow the proof of Theorem 8.1 without any change until (8.11), whose error
term is now O(p2−3η) instead of o(p). The proof is then concluded in the same way,
noting that Theorem 5.2 ensures that E[ξ ·A◦(ξ+∇φ◦µ)] = ξ ·A◦homξ+O(p2−η). �

Acknowledgements. I would like to warmly thank Vincent Beffara, Noam Berger,
Antoine Gloria, Claude Le Bris and Frédéric Legoll for stimulating discussions about
this problem.

References

[Al13] Y. Almog. Averaging of dilute random media: a rigorous proof of the Clausius–Mossotti
formula. Arch. Ration. Mech. Anal. 207 (3), 785–812 (2013).

[AL10a] A. Anantharaman, C. Le Bris. Homogénéisation d’un matériau périodique faiblement
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