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Abstract. We construct, for the first time to our knowledge, a one-
dimensional stochastic field {u(z)}zecr which satisfies the following ax-
ioms which are at the core of the phenomenology of turbulence mainly

due to Kolmogorov:
law

(i) Homogeneity and isotropy: u(x) law —u(z) = u(0)
(ii) Negative skewness (i.e., the 4/5th-law):
E [(u(z 4 €) — u(z))?] ~i—o4 C5€, for some constant C3 < 0
(iii) Intermittency:
E[Ju(z + £) — u(x)]|9] ~r—o Cq4lf|%¢, for some nonlinear spectrum
q +— &g and constants Cyq > 0
Since then, it has been a challenging problem to combine axiom (ii) with
axiom (iii) (especially for Hurst indexes of interest in turbulence, namely
H < 1/2). In order to achieve simultaneously both axioms, we disturb
with two ingredients a underlying fractional Gaussian field of parameter
H =~ % The first ingredient is an independent Gaussian multiplicative
chaos (GMC) of parameter « that mimics the intermittent, i.e., multifrac-
tal, nature of the fluctuations. The second one is a field that correlates in
an intricate way the fractional component and the GMC without addi-
tional parameters. This necessary inter-dependence is added in order to
reproduce the asymmetrical, i.e., skewed, nature of the probability laws
at small scales.
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1. Introduction

1.1. General Words Concerning the Present Approach

The quest for a rigorous probabilistic model of the velocity field in a 3d tur-
bulent flow is a long-standing problem which goes back to the seminal work of
Kolmogorov [1]. The purpose of this work is to propose a new and tractable
model in this direction. For the sake of simplicity, we will restrict to the sim-
plified framework of 1d random fields. However, we believe our model can be
generalized to the realistic 3d case: this generalization will be considered in a
sequel paper.

More specifically, we will construct a one-dimensional random field
(u(x))zer with remarkable multifractal and asymmetric (or skewed) prop-
erties: see Egs. (1.10) and (1.14). Though it is rather easy and classical to
construct a field u which satisfies the multifractal property (1.10) or the skew-
ness property (1.14), it is nontrivial to construct a field u which satisfies both
properties. As explained in Sect. 2.1, both properties are essential in view of
applications to turbulence.

On the mathematical side, the rigorous analysis of the field u is also
quite challenging and relies on a refined analysis of Gaussian multiplicative
chaos measures (GMC, hereafter) and on the study of quite tedious integrals
depending on real parameters. The theory of GMC measures has grown into
an essential field of probability theory since the pioneering work of Kahane
[2]: apart from turbulence, GMC measures are also widespread in the general
field of conformal field theory (with applications to Liouville quantum gravity)
and in the field of finance (let us mention that modeling asset prices in a
realistic way bears striking similarities with the topic of this paper, i.e., the
modeling of the velocity field of a turbulent flow). See, for instance, the review
[3] concerning this topic.

The organization of the paper is as follows: Next, we introduce the main
notations of the paper and state the main results, i.e., Theorem 1.2 and Propo-
sition 1.6, which state the important properties of the field u. In the next sec-
tion, we present in detail the main motivations from turbulence that justify
the construction of the field w. Then, in the following sections we proceed with
the proofs.

1.2. Notations and Statement of the Main Results

We consider a log-correlated stationary centered Gaussian field X with covari-
ance
PN L

E[X (2)X(0)] = Iny ]

for some fixed length scale L > 0 where In} = max(Inz,0) for > 0. In the

sequel, we will set ﬁ — M BT = max(ﬁ, 1). We also consider a smooth
regularization of X , call it )?E, with covariance structure satisfying
~ = N L
Ve #£0, Cdz)=E[X()X:(0)] — Iny —, (1.1)

e—0 |I’|
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and set
ce = Ce(0) = E[X.(2)?]. (1.2)

One can, for instance, choose X, = %()? *0(z)) where 6 is a smooth mollifier.
We will focus in the rest of this paper on the following stochastic model
of 1d turbulent velocity field:

Definition 1.1 (The stochastic field under study). Recall that c. = E[X.(x)?]
(1.2) and consider an independent white noise, call it W. We consider then a
regularized field u.(z), € R, defined by

2)i= [ ol — )Xo 0 Wy, (13)
where we have set
X.(y) = / kely — 2)er X7 (dz), (1.4)

and the two following deterministic kernels:

1
o(x) = pr(r) —1— (1.5)
||z
with ¢ () a characteristic cutoff function over the (large) fixed length scale
L, that we assume without loss of generality to be even, and

ke(z) = (1.6)

\wle

where |z, is a regularized norm of the vector = over the (small) length scale e.
In the sequel, for the sake of clarity, we will only consider the case L = 1 and
will use ¢ = 1. This is no restriction as the general case can be dealt with
similarly.

It is obvious to check that the process wu. is statistically homogeneous.
The point is to determine whether the family of processes (u¢). converges to
a non trivial limit as € — 0. For this, we will assume throughout this section
that

272 < 1. (1.7)

The requirement (1.7) is the optimal condition [3] to ensure that almost surely
the random measures

Mg, (dy) = e X =27 qy (1.8)

converge weakly toward a random measure My, on R. We also introduce the
so-called Hurst index

H €]0,1]. (1.9)
Now we detail our main results.

Theorem 1.2. Assume (1.7)+(1.9). Then:
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1. Consider q such that 0 < ¢ < 27'172 A1+ %) We have for all x € R
sup E{|ue(x)|q} < 400.
€€]0,1]

2. The marginals of the family (uc)e converge in law as € — 0 toward the
marginals of some stationary centered stochastic process u, which is con-
tinuous and satisfies for 0 < g < # A1+ 2—52), and constants

0<Cy < Hoo,
Ellu(z) —u(@)?)  ~_ Colw~ y[*@ (1.10)
where
&(q) = (H +27%)q — 29°¢*. (1.11)

This is the most general statement that we can claim under rather weak
assumptions. The point that we want to improve is the continuity of sample
paths of our process and even Holder continuity. Thus, we claim

Corollary 1.3. Assume (1.7)+(1.9), and the further condition H + (v/2y —
1)2 > 1, then the process u given by Theorem 1.2 has almost surely, continuous
sample paths, which are even locally a-Hélder for any o < H 4 (v/2y—1)% — 1.

Remark 1.4. In fact, we could certainly prove the almost sure uniform con-
vergence over compact sets along subsequences of the family (u.)e, but we are
more interested in the existence of the limiting process than the way it can be
approximated. Furthermore, we do not expect that the Holder exponent we
give above is optimal.

Coming back to our original motivations in turbulence, we want to make
sure that the field, once the asymptotic limit ¢ — 0 has been taken, possesses
moments of increments u(x) — u(y) of order at least 3, without the absolute
value, and that they go to zero as a power-law of the distance = — y, re-
flecting the skewness of the field. The condition for existence of moments of
order 3 is different from the one of the moments of increments, with absolute
value, depicted in Theorem 1.2. Instead, we show the condition for existence
of E[(u(z) — u(y))?] is

1

2
< -, 1.12
<3 (1.12)

independently on H €]0, 1[. Our analysis of the moment of order 3, asymptot-
ically in the limit z —y — 0T (see Eq. (3.18) for a complete expression), leads
to

1
iz

E{(u() — u(y))?] o —(z — y)*H 127" / " Fa(n)

where is involved a special function fgz(h) defined by a integral formula (see
Eq. (3.19)). Whereas we can compute the behaviors of fy(h) for small and
large values of the argument h and determine the conditions of the existence
of this third- order moment, overall the function fy is tedious to study. In
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particular, it turns out to be difficult to show that the integral entering in the
former expression does not vanish. But a simple numerical estimation of the
function fp, presented in “Appendix C.1,” suggests that the following holds:

Assumption 1.5.

Wh >0, and H €]0,1]/{1/2}, G _ H> fu(h)>0.  (1.13)
Thus, at a given parameter H, the function fg(h) does not change its
sign that would show that indeed the integral entering in the expression of the
third-order moment does not vanish.
Our next proposition relies on Assumption (1.13) which seems challenging
to prove rigorously (in spite of overwhelming numerical evidence that it is
true):

Proposition 1.6. Assume (1.12) and (1.13). Then
Bl(u(s) —u)]_~ | Cila =) (114)

for some nonvanishing constant C%.

Remark 1.7. As far as the modeling of turbulence is concerned, analysis of
experimental measurements and numerical simulations of the Navier—Stokes
equations gives the universal value 4v2 = 0.025 [4,5]. Given this value for 72,
we are led to choose H = % +4~?, according to Egs. (1.11) and (1.14), in order
to fulfill the requirement of the 4/5th-law of turbulence (see Sect. 2.1) that
states that £(3) = 1. For this set of parameters, the multiplicative constant C4
entering in Proposition 1.6, given Assumption 1.13, is strictly negative.

With these given values for the free parameters v and H, we represent
in Fig. 1 an instance of the process u., at a given resolution scale €. See
“Appendix C.2” for details on the numerical simulation. We see by eyes that
statistical laws are asymmetric at small scales. In particular, large negative
values of increments are more probable than large positive ones.

2. Axiomatics of Kolmogorov’s Theory of Turbulence and
Design of the Velocity Field

2.1. The Phenomenological Theory of Kolmogorov

The statistical theory of incompressible, homogeneous and isotropic hydrody-
namic turbulence is notoriously known to be a difficult matter. Making such a
statement, as it can be already found in many classical textbooks [5-9], would
not surprise anyone since the underlying dynamics of viscous fluids is given by
the Navier—Stokes equations, the study of which constitutes a difficult math-
ematical problem. The very link between the statistical approach and these
dynamical equations is discussed in [10] and is known in the physics literature
as the Hopf’s equation.
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FIGURE 1. An instance of the random process u. defined
in 1.3 over 3 cutoff length scale L. Here, we have normal-
ized the process by its standard deviation, and we have used
7% =0.025/4 and H = % +4~2, at a given resolution scale e.
See details in “Appendix C.2”

Based on natural and laboratory observations, the statistics of velocity
fluctuations of fully developed turbulence are mostly understood in a phe-
nomenological framework, given a limited set of free parameters, for which
Kolmogorov made a series of key contributions [1,11] (see the textbook of
[5] for a extended presentation of this and related numerous contributions of
several authors).

The approach of Kolmogorov recasts the observed fluctuations of a fully
developed turbulent velocity field, stirred at large scale by a stationary, say ran-
dom, external divergence-free forcing vector field, into a consistent axiomatic
framework [5]. To fix the ideas, call u}(z,%);c{1,2,3},2er3,ter such a velocity
field and v > 0 the kinematic viscosity of the fluid under interest. The time
evolution of the velocity field is given by the incompressible Navier—Stokes
equation (the density of the fluid is taken as unity) and reads

Opu; + uf0juy = —0;p” + vAu] + f; (2.1)

where p is the pressure field, determined by the additional incompressibility
condition d;u? = 0, and f a divergence forcing field, smooth and typically
correlated over a large spatial scale L, called the integral length scale in tur-
bulence literature. This large-scale L is schematically the scale at which energy
is injected into the flow, and is independent of the viscosity v.

The phenomenology of Kolmogorov can be decomposed in terms of 3
axioms that remain for the most part, as far as we know, unrelated to the
Navier—Stokes equations. For simplicity, we will present them in a unidimen-
sional context. Take, for instance, the velocity component along a given axis
in the laboratory reference frame, say x, and consider its spatial distribution
along that very same axis. This field can be measured experimentally in wind
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tunnels or in jets, once the so-called streamwise velocity component is inter-
preted in a spatial context using the Taylor’s frozen hypothesis [5]. Henceforth,
we work in the one-dimensional space, and we call the respective velocity field
u”(x,t)zer,ter. The axioms read

o (Concerning the velocity variance When forced by the divergence-free vec-
tor field f entering in the Navier—Stokes equations (Eq. 2.1), the velocity
field reaches a statistically stationary regime, in which the variance of any
velocity components remains finite and becomes independent on viscosity
v when v gets smaller. In particular, as far as the velocity component we
are interested in is concerned, we write

0? = lim lim E {(u”(x,t))z} < 0. (2.2)
v—0t—o00

o Concerning the asymptotics of the mean dissipation To ensure the finite-
ness and v-independence of the variance, the flow will self-organize to
dissipate all the injected energy at a v-independent rate. This axiom
reads more precisely

0< lirr%) tlim VE [|0,u” (z,t)|?] < oc. (2.3)

In other words, as v gets smaller, this average viscous dissipation becomes
independent on v itself. It is known in the literature as the dissipative
anomaly [12]. Tts actual value can then only be given by the statistical
properties of the flow at large-scale L. From a dimensional point of view,
there is no other choice than o3/L.

e Concerning the asymptotical nondifferential nature of the velocity field As
depicted by the second axiom (Eq. 2.3), as viscosity vanishes, the variance
of the spatial gradients diverges (as 1/v). In other words, as v — 0, the
velocity field remains bounded but is rough (i.e., non differentiable). In
particular, for ¢ € N, the respective structure functions behave as

v—0t—o0 r—y—0t L

where D, and &, are universal functions of the order g, universal in the
sense that they are independent on both characteristic scale and ampli-
tude of the forcing term, and on viscosity v. Here, the constants D, up
to nondimensionalization using ¢ and L, are related to the constants C,
(when ¢ is even) and C% (when ¢ = 3) entering, respectively, in Theo-
rem 1.2 and Proposition 1.6. When looking at experimental data, we can
estimate that, in good approximation, & ~ 2/3. This is called the 2/3th-
law of turbulence, which is not based on a rigorous derivation assuming
axioms 1 (Eq. 2.2) and 2 (Eq. 2.3). It corresponds in a equivalent for-
mulation in Fourier space to the power-law decay of the velocity power
spectrum with an exponent 5/3 and says that the Holder exponent of
velocity is close to 1/3 in a statistically averaged sense. Furthermore,
assuming the first two axioms (Egs. 2.2 and 2.3), using the stationary
solution of the so-called Karmén and Howarth equation [1,5], it can be
shown rigorously that £&3 = 1 and that Ds is a universal constant, strictly

o\ o
lim lim E[(u”(z,t) — u”(y,£))Y] ~ DQUQ( y) L (24)
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negative and related to the ratio of the average viscous dissipation by
its naive dimensional estimation ¢®/L (multiplied by the factor —4/5).
This is called the 4/5th-law of turbulence [5]. Processing experimental
data beyond the second- and third-order moments suggests strongly that
&q is a nonlinear and concave function of the order ¢. This is known as
the intermittency, i.e., multifractal, phenomenon. We note, as a defini-
tion, 7% = —1(9%¢,/9¢%) g0 (consistently with (1.10)) the intermittency
coeflicient. It is observed universal, i.e., for any Reynolds numbers and
forcing conditions, and it has been measured that 442 = 0.025 (see, for
instance, [4,5] and references therein).

2.2. The Underlying Fractional Gaussian Field

To go further in this statistical picture of turbulence, we could wonder whether
it is possible to give a rigorous meaning of this ensemble of three axioms. We are
thus asking whether we can build up a 1d-velocity field that mimics the fluctu-
ations of fully developed turbulence, using, as it is classically done in a Wiener
chaos expansion, Wiener integrals [13]. A proposition of such a stochastic rep-
resentation of turbulence was firstly made by Kolmogorov and formalized by
Mandelbrot and van Ness [14] in the more general class of Gaussian fractional
Brownian motions. Call u8(x),er such a Gaussian process, defined by

() = / bolz — y) W (dy), (2.5)

where ¢, is a deterministic kernel given by

bel(2) = p1(8)—— (2.6)
|z[e

and |z|. a regularized norm of the vector x over the (small) length scale ¢
and @r(x) a characteristic cutoff function over the (large) length scale L.
Adapting the arguments of Ref. [14], as it is done in Refs. [15] and recalled in
[16], it can be shown that the Gaussian process uf(x) (Eq. 2.5) converges when
e — 0, whatever the regularizing mechanism (entering in the very definition
of the regularized norm |z|.) and for H €]0,1[/{1/2}, toward a finite variance
Gaussian process u#(x), which is nondifferentiable. Its structure functions are
given by

g g q eq (T Y o
Blee) - )]~ Do (TF2) (2.7
where Df are universal constants, in the sense we have defined before. More-
over, ng 41 = 0. Going back to the physics of turbulence, considering the par-
ticular case H = 1/3, we see that this Gaussian field fulfills axiom 1 (Eq. 2.2),
the regularizing scale € can be eventually chosen with the appropriate depen-
dence on v in order to fulfill axiom 2 (Eq. 2.3), but it fails at reproducing
both the 4/5th-law of turbulence (i.e., C§ = 0) and the nonlinear behavior
of the spectrum of exponents &, related to its nonvanishing curvature at the
origin (v # 0). Nonetheless, a Gaussian process as a underlying random field
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is an appealing starting point since it allows to reproduce the first two ax-
ioms and the 2/3th-law of turbulence. The purpose of this article is to show
how to properly disturb this Gaussian field in order to reproduce the missing
key behaviors of turbulence, which are the 4/5th-law and the intermittency
phenomenon.

2.3. Introduction of the Gaussian Multiplicative Chaos

To do so, let us first focus on the intermittency phenomenon. One of the
simplest ways to understand and model this intrinsically non Gaussian nature
of turbulence and its related nonvanishing intermittency parameter v # 0 is to
consider the exponential of a logarithmically correlated Gaussian field X (x), as
it was proposed by Mandelbrot [17]. In this spirit, the theory of multiplicative
chaos [2,3] gives a rigorous meaning to the random measure “e?X” applying a
proper regularizing procedure and taking the limit.

Remark that the Gaussian process X is assumed to be logarithmically
correlated; in particular, the variance has to diverge. One could then wonder
what meaning can be given to the exponential of it. This is properly under-
stood in the framework of multiplicative chaos [2,3]. Disturbing the underlying
Gaussian field u2(z) previously described would be naturally done while mul-
tiplying the Gaussian white measure W entering in its definition (c.f. 2.5) by
this singular measure “e¥X.” Thus, we are asking for a proper meaning of
not only the exponential of the logarithmically correlated Gaussian process
X, but also the meaning of this multiplicative chaos multiplied by a distribu-
tional white noise W. Preliminary mathematical study of this was done in Ref.
[15], also in the context of fully developed turbulence. It turns out that giving
a meaning to the random distribution “e?X @)W (dx)” is not obvious, besides
the trivial case of taking X and W independent. It is easy to see that if indeed
the multiplicative chaos and the white measure are taken independent, this
will lead to a vanishing third- order moment of velocity increment and thus to
the impossibility of reproducing the 4/5th-law of turbulence. The difficulty in
defining “e?X @)W (dz)” as a well-defined random measure lies in the necessity,
in particular for turbulence modeling purposes, to consider the two fields X
and W being correlated. Let us also keep in mind that at the end we would
like furthermore to apply a linear operation on this measure with a kernel ¢
(Eq. 2.6) that becomes singular in the range of interesting values H < 1/2.

In this context, considering, instead of the product of the two random
distributions X and W (dx), the product of the distribution e X(@) by a
finite-covariance field, say w(x)dz, appears to be a natural way to properly
define such a measure. This has been studied in Ref. [18] for financial applica-
tions. It turns out that their proposition that is to take for the Gaussian field
w(x) a fractional Gaussian noise as considered in [14] (see Ref. [18] for details)
and a given cross-covariance structure of the fields w(z) and X (z) allows to re-
produce a nonvanishing third-order structure function when H > 1/2, making
such a process skewed. Unfortunately for applications in turbulence theory, the
interesting case H < 1/2 is not included in their results. Further theoretical
works in this direction [19,20], taking as a simplified framework the case of
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independent fields w(z) and X (z), indeed show that the predicted spectrum
of exponents &, becomes independent on H when H < 1/2. This is related to
the pathological behavior of the fractional Gaussian noise at a high level of
roughness H < 1/2.

We see that constructing a unidimensional random field that fulfills the
three axioms of Kolmogorov, including intermittency v # 0, the skewness phe-
nomenon (i.e., C% # 0) and & close to 2/3, is far from being easy. We thus need
to rethink the building block of the Wiener integrals that we want to make
use of. Elaborating on the propositions made in Ref. [15], it was proposed in
Ref. [21], to include in this picture some aspects of the Euler equations, and
more precisely some aspects of the vorticity stretching mechanism. The main
output of this work is the proposition of a homogeneous, isotropic, incompress-
ible (i.e., divergence-free) random vector field, based on a underlying fractional
Gaussian field structure and a matrix multiplicative chaos (developed in Ref.
[22]) that is shown, numerically, to be realistic of a fully developed turbulent
flow. In other words, as far as we could go in a numerical simulation, the pro-
posed velocity field of Ref. [22] is consistent with the axiomatic approach of
Kolmogorov. Unfortunately, at this stage, an exact derivation of its statistical
properties, and their asymptotical behavior when the resolution scale ¢ goes
to zero, seems to be out of range. The difficulty in obtaining exact proper-
ties is linked to the existence of correlations between the matrix multiplicative
chaos and the underlying vector white noise entering in the construction. A
further theoretical analysis of simplified versions of this random vector field,
assuming for instance independence of the matrix multiplicative chaos and the
underlying Gaussian white vector, or performing a perturbative expansion in
the small parameter v, was proposed in Ref. [16]. This study confirmed the
realism of the random vector field using massive numerical simulations and
illustrated some of the mechanisms at the root of a nonvanishing third-order
structure function.

2.4. An Intermediate Noncanonical Unidimensional Field

Given the observed (numerically) realism of the vector field proposed in Refs.
[16,21], and in front of the difficulty of defining rigorously the product of a
(matrix) multiplicative chaos by a (vector) white noise with a given inter-
dependence, we make hereafter the choice to work with a unidimensional er-
satz. This allows us to push forward our understanding of such singular mea-
sures and to obtain exact expressions of their statistical properties. A natural
choice of this ersatz, in the spirit of the stochastic structure of the formerly
described vector field, is to consider the following intermediate field

mt /¢ e'yX (y)— 'yE(X )W(dy) (28)

where enters, compared to the Gaussian version of the field (2.5) (¢ being the
pointwise limit of the deterministic kernel ¢, defined in (2.6) when ¢ — 0), an
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additional multiplicative chaos obtained while exponentiating a Gaussian field
X.. It is defined as the following stochastic integral

X = [ hly -2 W) (29)
where it enters a deterministic kernel given by

xr
ké(x) = §1|x|§La (2.10)
||

that ensures to )?6 a logarithmic correlation structure in the limit ¢ — 0. It
is a standard construction in the framework of the GMC [3] that is made
to give intermittent, i.e., multifractal, corrections to the underlying Gaussian
structure (2.5). Similar types of fields, such as (2.8), were considered in Ref.
[15], but here, it is original at this stage, the kernel entering the construction
(2.10) is odd, as suggested by the tensorial kernels entering in the definition
of the vector fields of Refs. [16,21]. Notice here it is crucial to allow for a
possible nonvanishing third-order moment of velocity increments that the very
same instance of the white noise W enters in both the first layer of u!™* (2.8)
and the field X, (2.9), imposing a complex internal correlated structure. In
particular, we have E[X,(z)W (dy)] = ke(z — y)dy. Here, in presence of such
correlations, it becomes clear that the very shape of the kernel k. is crucial,
in particular its parity. It turns out that an even kernel k. with k.(0) > 0
would generate additional contributions that eventually dominate the overall
statistical properties of induced fields as € — 0, including their local continuity
properties and intermittent corrections (see Ref. [15]). To this regard, taking
ke odd, and in particular k.(0) = 0, as we do here, emphasize the correlated
structure of W and )Z'e over the large-scale L.

As it is shown in Refs. [23,24], it becomes necessary here to specify the
regularization procedure. For instance, take |.|c = 2(|.| % 6(+)) where 6 is a
smooth mollifier, and remark that |e.|c = (].] *0(.)) = |.|1. Consider then the
rescaled (by €) quantities

h h
Te(h) = \/Eke(Eh) = 71\h|§L/e — T(h) = 3 for h € R7

3 3
||} e ||t

and

R.(h) =E [)Z’E(O)X'e(eh)] _E(X2) — R(h)

e—0
= /r(:r) [r(x +h) —r(z)] for heR.
Using the Gaussian integration by parts [13], it is easy to show that the field
ul™ (2.8) is centered, and we can then obtain [23,24]

E [(ui;‘tf] — E [(ui“t)2] =E {(ug)ﬂ [1 — 2 /r2(h)672R(h)dh} .

e—0

This former expression shows that asymptotically, in the limit e — 0, the vari-
ance of the field u'™ depends on how its approximation at the scale ¢ has been
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made, and in particular on the precise choice of the mollifier 8. From the physi-
cal point of view, although the variance of this field is finite and not vanishing,
it contradicts somehow the first axiom of the phenomenology of Kolmogorov
(2.2) since it is not expected that the mechanisms at play in the viscous dissi-
pation would contribute: only the forcing field and boundary conditions should
determine the variance. In this sense, we will say that the convergence of the
field (as € — 0) toward its asymptotical form is not canonical: it keeps track
of the choice that has been made to regularize the field at a given scale € > 0.
Furthermore, even if the field has a nonvanishing third-order moment of
increments at a finite € > 0, it can be demonstrated [23,24] that it looses this

property when € — 0, i.e., for any x # y, we have asymptotically
E[(u(2) - u(y)"] = 0, (2.11)

e—0

showing in a definitive way that the field u™ is unable to reproduce in a
realistic manner the set of axioms presented in Sect. 2.1.

2.5. Present Approach

Although the intermediate field u!®* (2.8) that we considered in the former
section exhibits a noncanonical way of convergence when € — 0 (with a loss of
the third-order moment of increments (2.11)), it shows that giving a meaning
to “e’X (x)W(dx)” is nontrivial. In particular, if is assumed a odd-correlation
structure between the logarithmically correlated field X and the white noise
W as it is done in (2.8), the statistical laws of the asymptotical field u™" keep
track of the regularization procedure that what used to define it. Let us then
keep in mind that a simple and canonical way to define the random measure
“YX @ (dx)” is to consider the fields X and W as being independent. We
now need to propose another way to introduce a correlated internal structure
to the field in order to model asymmetric probability laws for the velocity
increments.

To do so, let us elaborate on the former field v (2.8) and remark, at a
given € > 0, that it can be developed in powers of the intermittency parameter
~ such as to obtain

™ (z) = ub(z) + 7 / o(z — ) Xo(y) W (dy) + 0c(7),

where o.(7) stand for a random field made up of the higher-order terms of the
development of u™ in powers of 7. We see that the second field entering in
the former development (proportional to ) coincides exactly with our present
field e (1.3) when its parameter v is set to 0. Call it (u)y=o. It turns out that
this field is a well-defined random object in the limit € — 0, with in particular
a finite variance (see devoted theoretical material leading to (3.9)) that does
not depend on the regularization procedure, and, furthermore, exhibits a non
vanishing third-order moment of velocity increments (take v = 0 in (3.17)
and see (3.20) for the behavior at small scales). Thus, the naive development
in powers of v that we performed exhibits a field that appears a to be good
candidate to obtain a nonvanishing third-order moment of increments.
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It remains to introduce in (ue)y=0, as a final layer, the intermittency cor-
rections. This is done while considering an independent multiplicative chaos,
and thus an independent logarithmically correlated process X <, and replacing
the white noise W entering in its expression by eX<W. As it is shown in [25],
the multiplicative chaos has to be also introduced in a similar fashion in the
field )?6 that enters the construction, and thus replacing )?6 by the field X,
defined in (1.4). This final step is necessary to guaranty the power-law behav-
iors announced in Theorem 1.2 and Proposition 1.6. Doing so, we end up with
the field u, (1.3) that we propose to study.

3. Proof of the Main Results
3.1. Forewords and Setup

Now, we address the main results of the introduction by studying the statistical
properties of u. (1.3). For the sake of clarity, let first us recall the various
ingredients that enter in its definition, and introduce several technical steps
we will use to derive its statistical properties.

Let us begin with the definition of the random field we consider in this
article, namely

wle)i= [ 6o = )X, ) 0 W(ay) (3.1)
where we have set
X (y) = /ke(y - z)e'y)?s(z)_'y%E W(dz), (3.2)
and the two following deterministic kernels:
1
o(z) = pr(®) —1— (3.3)
|z[2=H

with ¢, (z) a characteristic cutoff function over the (large) fixed length scale
L, that we assume without loss of generality to be even, and

x
ke(r) = —5 Lig<1, (3.4)

]

where |z|. is a regularized norm of the vector x over the (small) length scale
€. In the sequel, for the sake of clarity, we will only consider the case L = 1,
which is only a matter of normalizing space coordinates and length scales
by L, and will take L = 1 and define ¢ = ¢, accordingly, without loss of
generality. Remark that the kernel ¢, which is typical of a kernel that enters
in the construction of fractional Gaussian fields as stated in Sect. 2.2, depends
intrinsically on the parameter H that can be seen itself as an approximative
Hurst exponent in a statistically averaged sense. To simplify notations, we omit
its dependence in the curse of the calculations and note ¢ = ¢ . Similarly,
the kernel k. is typical of a kernel that would enter in the definition of a
fractional Gaussian field of vanishing Hurst exponent H = 0 (see Refs. [15,26]).
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Nonetheless, in this case, the variance of such fields is infinite, and actually
their regularized version over e diverges as log(1/e).

In this regard, an important additional step in the construction of the
random field u. (Eq. 3.1) is the introduction of the log-correlated Gaussian
field X ¢- It is independent of the underlying Gaussian white measure W. Then,
in order to model intermittent corrections in the spirit of the multiplicative
chaos theory [3], we eventually take its exponential. This nonlinear operation
requires a renormalizing procedure to warrant a proper behavior in the limit
e — 0. As we will show in this section, this procedure consists in subtracting
to X, its variance ¢, = ]E[)?e(m)Q], as it is stated in Eq. 1.2.

In the present section, we are mostly interested in the convergence of
the moments, and increments moments of the field u., as it is stated in Theo-
rem 1.2. As a warm-up, we first compute in paragraph 3.2 the average of the
random field. Then, in paragraphs 3.3 and 3.4, we derive its variance and the
variance of its increments at a scale £ that can be expressed in a symmetric way
with the help of a double integral (see Egs. 3.7 and 3.10) in the limit ¢ — 0.
We include there the asymptotic behavior of the increment variance as ¢ — 0
(see Eq. 3.11). The very proof of the first part of Theorem 1.2 concerning the
finiteness of the gth-order moment of the absolute value of the field is provided
in paragraph 3.6. To do so, we use a hypercontractivity argument applied on

the conditional variance E [ue(())2 ‘)?E} which is derived in paragraph 3.3, and

then rely on the multiplicative chaos technology to conclude on the existence
of the moments. We invite the reader to “Appendix B” for a precise definition
of hypercontractivity and related theorems. Similar arguments are developed
in paragraph 3.7 to show the finiteness of the gth-order structure function,
namely the gth-order moment of the absolute value of increments of the field.
This only shows the finiteness of these moments and their bounds. At this
stage, nonetheless, it is enough to prove the continuity of the field proposed in
Corollary 1.3, and this is done in paragraph 3.8. In order to prove the second
part of Theorem 1.2 regarding the precise equivalent of the structure functions
at small scales, i.e., Eq. 1.10, where enters constants C, and the spectrum of
exponents &, (Eq. 1.11), more work is indeed to give a meaning to the obtained
quantities in the double limit ¢ — 0 and then ¢ — 0 that eventually leads to
the proof of the equivalent proposed in this theorem. A detailed proof of the
equivalent is provided in Sect. 4.

The computation of the equivalent of the signed third-order structure
function (so without the absolute value) is actually a different story. Indeed,
to prove Proposition 1.6, based on Assumption 1.13, we have to compute in
a exact fashion the third-order moment of increments at given finite ¢ and
scale ¢ and then take appropriately the limit ¢ — 0 and only then ¢ — 0.
To prepare this calculation, we first compute in an exact manner the variance
and increment variance in paragraphs 3.3 and 3.4. Doing so, we push forward
the understanding of the underlying cancelation mechanisms that take place
and that lead to finite variance and increment variance. As we will see in the
devoted paragraphs, the asymptotic limits can be written with principal value
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integrals (P.V) to which we give a proper meaning. Only then in paragraph 3.5
we prove Proposition 1.6 and explain why conditions on H and 42 (see Eq. 1.12)
are different from the ones obtained while considering convergence of moments
of absolute value increments.

3.2. Study of the Average

Because the field is statistically homogeneous, consider only the average of the
field at the position x = 0. Recall that ¢ is a even function of its argument,
since we assumed ¢ to be even itself. Notice that

E [Xe(y)W(dz)')?E] — ke(y _ 2)675(\5(y)*ﬂ/205d2. (35)
We then have
Elue(0)
=E {/¢ (/ - z)e”X «(2)=7ec W(dz)) 1 Xe (W) =ce W (dy) ‘X}
//¢ ewX (2)=72ce ¥ Xe(y) =7 e E[W (dy) W (dz)]
= ke(0) / Bly)e W e dy
=0,

since k.(0) = 0. Thus, the random field is centered, i.e., E[u(0)] = 0.

3.3. Study of the Variance

Consider first the case v # 0. We use the conditional expectation given Eq. 3.5,
and recall that k. is a odd function of its argument, in particular k.(0) = 0.
Therefore, we have by Isserlis’ (or Wick’s) theorem, recall that ¢ is even,

E [ue(o)ﬂfg]
= [[ o002 [X.) X, () W)W (@) %] %007 0%y
— [ e [X | %] T2y
- [[ows@pi - 2 el T el gy,
where a computation on the white noise leads to
E [Xe(y)zl)?e] = /kf(y — z)e275{\f(z)*27256dz.
Using this former expression of the conditional variance, we arrive at

2 [u02|%] = [[ [#0) - s)o@] K2l - 2 R0l gz,
(3.6)
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Averaging on the field )/(\'E, and symmetrizing the expression, we get

// W2 k2 (y — 2) 472E[)?f(y)5<\e(2)]dydz

that eventually converges toward a finite limit

1
E [u } = hmE 'LLE // W].'y_z‘ < 1dydz
(3.7)

As stated in Sect. 3.1, we indeed show in Sect. 3.6 that the double integral
entering in (3.7) exists and is finite, for a certain range of values of H and ~
(ie., v% < %H ). Thus, by dominated convergence, it shows that the variance of
the process u, (1.3) converges toward a finite, non vanishing and positive value
which is independent of the regularization mechanism that we have chosen.

In order to see more clearly the underlying phenomena (and their can-
cellations) that take place behind this convergence, we propose to present a
more straightforward way to show the convergence of the variance. This will
also allow us to define key quantities that will be entering in the computation
of the skewness (Sect. 3.5).

Going back to (3.6), by taking the expectation with respect to )A(E, making
the change of variable h = y — 2z and integrating over h and y, this yields

B0 (07] = (65 004 —2 [ (6 )2 500l ap,
0
where
AE :/ ( ) 4~2 IE[X (u <(0)] du
and where we use the following notation

@xa)(h) = [ oo

Note that ¢ x ¢ differs from the standard convolution.

Define K(h) = — [, k2 (2) et EX @ Xe0)] g such that K'(h) = k2(h)
e EX (X)) and 2K, (0) = —A.. Remark that pointwise
. 1 _
fim () = 5 (1= 1B ) 1y <1

An integration by parts gives

Eu(0)2 = (6% 6)(0)Ac — 2 [—@s*@(om(m _/0°°<¢,*¢>( VK. (h) dh
=2 [T (6w oV K. an
0

Thus, the variance converges by dominated convergence toward a finite value
with

€e—

2 = lim Fu 2 L 1 * ) ENTAEES
Bu(0)? = lim B0 = 75 [ @xoY (-~ )an (39
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which is equivalent to Eq. 3.7, but written in a different way.

In order to make sense of the asymptotical form of the variance (3.8),
one has to check the integrability in the neighborhood of the origin. This
is the subject of Lemma A.1. We indeed show that the function (¢ * ¢)(h)
is continuously differentiable over R when H €]1/2,1[. For H €]0,1/2][, the
function (¢px¢)(h) is not differentiable at the origin. Consistently, for H €]0, 1],
the derivative (¢ * ¢)'(h) behaves at the origin as |h|*# =1, a behavior which
is integrable at the origin. This gives a meaning to the asymptotical variance
(3.8) as long as 1 — 2H + 472 < 1. (i.e., 72 < 3H).

Remark 3.1. In the case v = 0, one gets the following formula by similar
computations

Eu(0)? = lim Euf(o)2 = 2/01(¢>* #)' (h)In hdh. (3.9)

Notice that (3.9) can also be obtained by taking the limit v — 0 in (3.8).

3.4. Study of the Variance of Increments

Once again, consider first the case v # 0, we will treat the case v = 0 as a
remark at the end of this section. Define the increments as

Spuc(r) = ue(w +£/2) —uc(x —£/2) = /R@z(fv — Y Xe(y)er X e W (dy),

_ plz+t/2) oz —1)2)
2l = R e

Similar to the computation of the variance, conditionally on the field )?5, we
can use Wick’s formula with respect to the white noise to get

E [5gue(x)2|)?€]
— [ @ie - pPEX) M, ()
+ [[ @it = 200w = )bty 2z — )15, (005, ()
- / / (@e(x — )? — Bz — 2)@y(x — 1)) k2 (y — 2) M, (A=) M, (dy).

This latter integral can be symmetrized to obtain

E(5u)? = hmE (Seue)? = // Dy(y )) Wl‘y,ﬂ < 1dzdy.
(3.10)
This leads to
E(6ru)* ~ Co2H 47" (3.11)

—
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with Cy a strictly positive constant, independent of the regularization proce-
dure, and given by

o, 20 // L
E ly+ 122y 172

1 1 2
|z 1/2]1 /2 H * |z — 1/21/2H>

dzdy. (3.12)

Ty = e

We invite the reader to Sect. 4 devoted to the proofs of existence of the limiting
value of the increment variance (3.10) and of its equivalent at small scales
(3.11). Similar to the variance, the equivalent of the increment variance (3.11)
will eventually make sense for 42 < %H . As we did for the variance, we would
like to present now a more straightforward way to derive the equivalent at
small scales. This will also prepare for the computations of Sect. 3.5.

We have in a similar fashion the following limit of the increment variance
fore — 0

1t 2
E(6¢u)? = gigg)lE(dzue)z = W/o (@ x ©0)'(h) (1 — [h]=*") dh, (3.13)

where, for H €]0,1[/{1/2}, the derivative of the bounded function (®,x®,)(h)
is given by the following principal value integral

((bg * @[),(h) =P.V. / @g(l’)@%(ﬂ? + h)de

As encountered in the calculation of the variance, one has to check the inte-
grability in the neighboorhood of zero. To do so, remark that

(Pex@g)(h) =2(¢px@)(h) — (dx @) (h+£) — (¢ % P)(h —0),
which leads to

(Rex @) (h) = 2(¢ x @) (h) — (¢ x @) (h +£) = (¢ % ) (h = £).

As we have seen (Lemma A.1), the function (¢ * ¢)'(h) diverges at the origin
as fast as W%QH when H < 1/2 (it remains bounded when H > 1/2), which
is itself integrable in the neighboorhood of the origin. Thus, the asymptotical
variance of increments (3.13) makes sense as soon as 1 — 2H + 492 < 1.

Let us now compute the asymptotical behavior of the variance of incre-
ments (3.13) at vanishing scale £ — 0. We can always write for v # 0

]E((Sgu)Q = L

1/¢ ,
= —2/ (P + <I>g)’(€h)(1 — |£h\_47 )édh.
29 Jo

Remark that
(B % ) (Lh) = 2 * $)(£h) — (&% B)(E(h + 1)) — (&% B)(E(h — 1),
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so that, using Lemma A.1, we have the following equivalent,

(®g * Dy) (Lh) O (H — 1/2)p?(0)¢2H~1

x [2sign(h)[R|* 1 —sign(h + 1)|[h + 121 —sign(h — 1)|h — 1]2771]

1 1
xP.V./ - Tl g
ol 7 o+ 127

Thus, at small scales (¢ — 0%), for H €]0,1[/{1/2}, the variance of the incre-
ments behaves as

E(Su)® ~ —Zlo2(0)02H 47 (H —1/2)

=0 2y
1 z+ 1
xP.V./ ——duz, 3.14
lz|2=H |z + 12 H (3.14)
where
> 1
g = /0 i [2R*71 — (h 4+ 1)*" 7! —sign(h — 1)|h — 1] 1] dh.

Remark that

1 z+1 <1 1 1
P.V./ dx:/ [ - dz
oz~ |z + 1371 o @ H [jg—1FH |z 1pH

is negative for H > 1/2 and positive for H < 1/2, which makes the former
equivalent of E(d,u)? (Eq. (3.14)) of the same sign as a, g.

This approach bears a difficulty though, i.e., it is nonobvious to show
that a,, g > 0. Fortunately, the derivation of the equivalent than we obtained
with the first method (3.11) ensures that the multiplicative constant entering
in the equivalent at small scales (3.12) is indeed positive.

Remark 3.2. In the case v = 0, by similar computations we get the analogue
of (3.13)

1
E(6,u)? = 2/0 (®y* ) (h) In hdh. (3.15)

One can also obtain (3.15) as limit of (3.13) when « goes to 0. This leads to
the following equivalent

1 r+1

E(0pu)? ~ H —1/2)*(0)0*" In¢ P.V./

(deu) o am( /2)¢°(0) nex W%*H \m+1|3*H T

(3.16)
where the remaining constant can be made explicit, i.e.,
e 1
apg = / 22771 — (b4 1)~ —sign(h — 1)|h — 1271 dh = T
0

Remark that contrary to the v # 0 case, in which the second-order structure
function E(§,u)? (3.14) behaves at small scales as a power-law (2H=47" ap
additional logarithmic correction appears in front of the power-law ¢27 in the
~v =0 case (3.16).
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3.5. Skewness of Increments

For the case v > 0, using the fact that ®, is a odd function of its argument,
we have by statistical homogeneity

E[(deuc)®
///q)e )P ()@ (2)E[Xe () X () Xe(2)W (dz) W (dy) W (d2) | X.]
V(X (@) +Xc(y)+Xc(2)) =37 . dzdydz.

By standard integration by parts and explomng symmetry T < y <> z, we get
(recall that E[X,(z)W (dz)|X.] = e?X-@ ¢ (2 — 2)dw)

[(55115 ]
— 6 // B (2) Do (y)*E[X. (2) X, ()| X ke (y — @)

2’Y(Xe(ﬂ¢)+Xe(y))—4’Y ¢ dzdy

—z///cm JBu(y) (ke (& — y)kely — 2)ke(z — )

(@) + X () +Xc(2))—672c. dzdydz

_ 6 // B (2) Do (y)*E[X. (2) X, ()| X ke (y — @)

(@) +Xc(y)—4v2ce dady
_ —6///‘1’13 )00 (y)2ke (z — Dke(y — Bke(y — 2)
27 e (2)+Xe (1) +Xe (£) —672ce dadydt,

where we have used the fact that the triple integral [ ---dzdydz in the above
computation is equal to 0 by symmetry. Recall that we have noted the even
function C,(z) = E[)?g(a:)f(e(O)] (see (1.1)). Now, by averaging with respect
to )?6, we get

[((5gu€

- _6///@ )Pe(y)ke(z — t)ke(y — t)ke(y — )

(z—t)+Cc(y—1)+Ce (y—a)| dzdydt
~ 6 / [ Bu@)@aluhly - 2)eH OO (- ) dady
=6 / / Oy (2)®o(x + h) 2k (h)e O« M, (h) dadh

= —6/(@ * ®2) (h)ke (h)e® "G, _ (h) dh,
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where we defined analogously the even function C. - (h) explicitly given by
Cory(h) = /ke(x)ke(x—i- h)64'y?’[ée(m)+ée(r+h)]dz'

We have pointwise for i # 0

20y (k) +g0(h), ify =0

WSWQ +g4(h), if 2 €]0,1/8]

with g, a bounded function of its argument for any v > 0, and we have set for
7* €]0,1/8|

2/°° 1 x+1 n z—1 d
T, = €
gl o VElz|P? \|z+ 1347 | — 157

Hence, we get the identity

Oy (k) := lim Cry () =

1

Bl(6m)") 1= lim B{(61u)") = =12 [ (@04 83)(01) o C, (1) b

(3.17)

To make sense of the of the asymptotical form of the third moment of
increments (3.17), we have to check the integrability of the integrand in the
neighborhood of the origin. To do so, we have to study the behavior of the
function (@, ®2): this is the subject of Lemma A.2. We show there that the
function is singular at h = ¢ only in the case H €]0,1/6], a singular behavior
that is itself integrable. For H €]1/6,1[/{1/2}, (®; x %) is a continuous and
bounded function of its argument. At the origin, VH, (®,* ®?)(h) goes to zero
as fast as h. Thus, the equivalent (3.17) makes sense for H €]0,1[/{1/2} and
2 < 1/8.

This shows that the asymptotical form (3.17) makes sense for H €
10,1[/{1/2} and v < 1/8. Let us now compute its behavior in the limit of
vanishing scales ¢ — 0. We can always write

3 _ 2
E(dpu)® = —12 /0 (@, + B2)(£h) (| i gv(fh)) Tl
so if the following integral makes sense, we obtain the equivalent at small scales
3. 3oy 3H—1292 [ 1
E(0pu) ot 12r,¢°(0)¢ /0 fu(h) PRESTRE dh, (3.18)

where

T (k) :/ Lxﬂ;ﬁ—ff Cz— 1;2—”}

1 1 2
— — dz. (3.19)
lz+h+1/22"H |z4+h—1/2z2H

To make sense of the equivalent we wrote in (3.18), in a similar manner as we
did for the asymptotical form of the third moment of increments (3.17), we
have to check the integrability of the proposed integrand. This is the subject of
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Lemma A.3. We show there that similarly the function is singular at h = 1 only
in the case H €]0,1/6]. For H €]1/6,1[/{1/2}, fu is a continuous and bounded
function of its argument. As far as integrability at large h is concerned (we lost
in this limit the cutoff function ¢), we show that for H €]0,1[/{1/2}, fu(h)
decreases as fast as 1/ h3/2=H which is integrable when weighted by the factor
1/RY/24127° for any v > 0. At the origin, once again, VH, f(h) goes to zero
as fast as h. Thus, the equivalent (3.18) makes sense also for H €]0,1[/{1/2}
and 72 < 1/8.

Remark 3.3. It remains to show that indeed the integral entering in the equiva-
lent (3.18) does not vanish: this is a direct consequence of Assumption (1.13).
Indeed, as illustrated by a numerical estimation (see “Appendix C.17), the
function fg(h) seems to be, Vh > 0, strictly positive for H < 1/2 and strictly
negative for H > 1/2, which makes the equivalent (3.18) nonvanishing.

Remark 3.4. Concerning the modeling of fluid turbulence, let us take a look
at the predictions of the present stochastic model. We recall that empirical
estimations give 492 = 0.025 [4,5] and that a statistical property of stationary
solutions of forced Navier—Stokes equations, namely the 4/5th-law of turbu-
lence [5] (see also Sect. 2.1), gives

—

4
E(eu)® ~ —gaﬁ,

where ¢ is the average viscous dissipation per unit of mass (see [5] for a pre-
cise definition). Taking H = 1/3 + 442, we see here that the present model
indeed predicts that € becomes independent of the viscosity, as required by
the second axiom of Kolmogorov’ phenomenology depicted in Sect. 2.1. To
see this analogy, assume that the scale € entering in the regularization of the
field wu, plays the role of the dissipative length scale that is expected to go to
zero as viscosity goes to 0. Furthermore, the model, as it is defined, gives the
correct sign for the third-order structure function (3.18), if we assume that
for this H, fiy(h) > 0 for h > 0, as it is assumed in (1.13), and confirmed in
“Appendix C.1.”

Remark 3.5. In the case v = 0, the identity (3.17) is valid by simply setting
v = 0. This leads to the following equivalent by similar computations to the
v > 0 case

1 e 1
E(6puc)® o —24¢3(0)3H In (4) /O fH(h)ﬁdh. (3.20)

—

3.6. Higher-Order Moments

Our estimates for higher-order moments rely on hypercontractivity estimates,
which are summarized in “Appendix B.” The isonormal Gaussian process that
we consider is the white noise W over the Hilbert space L?(R). As a conse-
quence of the last remark in this appendix, for ¢ > 0 and conditionally on
the field X , the field wu, is in the second Wiener chaos generated by the white
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noise W. Hence, we get the existence of some constant Cy, > 0 such that, for
q = 0,

C;lE[ue(x)Q\)?e}q/Q < E[\ue(x)mf(e] < CqE{uE(x)2|)A(Er/2

Therefore,
cq—l]E[E[ue(x)2|)?€]q”} < Efluc(2)|9] < ch{E[W(x)ﬂ)?e]W]

These estimates allow us to control gth moments of the field u. in terms of
¢/2th moments of the conditional variance of this field, this latter quantity
being computationally more tractable. Recall that we have

Blu (18] =5 [ (610 )~ 0w — ) K20y — w) M5, (@5, ().

Now use the Gaussian multiplicative chaos technology to check the integrabil-
ity of this expression.
Our first task consists in determining for which ¢ the expectation
E[|uc(z)|?] is finite. As announced in Theorem 1 2, we want to show that
this quantity is finite for ¢ such that 0 < ¢ < 3 2 A1+ 5y S By statistical
homogeneity, it suffices to consider the case x = O and, as a rebult of the above
discussion, it is enough to show that

(/ / ) k2~ U)MSW(dU)MSW(dyO "

From now on we assume ¢ > 2 and we will not treat the case ¢ < 2 as it is
quite similar: we will only mention below how to adapt the proof. The latter
quantity is finite provided that we can show that sup.¢g 1] Ac([0,1]%) < 400
with

sup E < +o00.

€€]0,1]

/2] %/4

A J(/“ Ly L g (duyMg, (dy)

2 gzt le—vlve

By Kahane’s convexity inequality [2] (see also [3]), we may and will assume that
X is the exact scale invariant kernel studied in [27]. Hence, for all A, e €0, 1],
it satisfies the following equality in law

(XneOM)uer-1,1) = (Xe(u) + Q\)ue-11] (3.21)

where €2, is a centered Gaussian random variable with variance —In A inde-
pendent of the process X.. We have

Aca([0,1?) < Aja([0,1/2]%)
+ Aey2(10,1/2] x [1/2,1]) + Acj2([1/2,1] % [0,1/2]) + Ao 2([1/2,17).

Here we mention that we have used the triangular inequality for LP norms with
p=g¢q/2 > 1 (inthe case ¢ < 2, just use the sub-additivity of the mapping x
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x4/ 2). Thanks to Corollary 3.7, we deduce that, for some irrelevant constant
C > 0 and all € €0, 1],

A ([0,17) < Aa([0,1/2]) + C. (3.22)
Let us make the changes of variables v/ = 2u and 3’ = 2y, we get
2/
Acpp((0,1/2)%) =272 E [122) T,

where
2

1 1
le= BT
[0,1]2 || 2 Y

Y |2
eQ’YXe/z(U /2)+27X5/2(y’/2)—472E[)?f/2]du/dy/.

Now we can use the relation in law (3.21) to get

Acs2(0,1/2]?) = 272 HE[2V9%2]H 1m0 2

2 q/2 2/q
1 1 1
- M5, (du')YMS, (dy’)
(//ID’W(W u/|5*’> =y e

— 2 2H -4+ 4 ([0, 1]2).

Under the assumption g < 1+ 5 S the exponent of 2 in the above expression
is strictly negative. From (3.22), we deduce

Acp2((0,1]%) < rA([0,1%) +C

for some constant r €]0, 1], ensuring finiteness of the supremum of the family
(Ac([0,1])), as claimed. O

Before proving Corollary 3.7, we recall the following lemma which is a
1d version of Lemma A.1 in [28] (the proof follows the same argument as
Lemma A.1 in [28]):

Lemma 3.6. For a € [0,1+ 2v%[ and q € [0, % A #[, we have

20,5, i) ] < v

With this lemma, we can now prove the following corollary:

Corollary 3.7. For H €]0,1/2[ and q € [0, (1 + %) A le[’ we have

[ 2 q/272/4
m s || [[ : : o M, ()M, (du)
sup — y u
€€10,1] [0,1/2]%[1/2,1] |y|%*H |u|%*H ly —ulve 27 >

< +oo,

i 2 a/2
@ sw z|([[ . . S M5 (ay) M, (du)
sup - Y u
€€]0,1] JJy2)z i-m |u‘%*H ly —ul Ve > *

ly|2

2/q

< +o00.
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Proof (fix ¢ > 2 otherwise use sub-additivity). We can divide the square
[0,1/2] x [1/2,1] into two pieces: [0,1/4] x [1/2,1] and [1/4,1/2] x [1/2,1].

The above supremum when integrating over [0,1/4] x [1/2, 1] is obviously
less than

1
¢ sup E // (1+> M, (dy) MS, (du
€€]0,1] < [0,1/4)%[1/2,1] u[T—2H 2, (dy) M3, (du)

for some irrelevant constant C' > 0. This quantity is again less than (up to

irrelevant multiplicative constant)
1 q
</[0 1/4] (1 - “|12H> M§7(du)> ]

Indeed, this can be shown for ¢ > 2 by making use of the elementary in-
equality ab < a?/2 + b?/2 and then Minkowski inequality and for ¢ < 2, by
sub-additivity of the mapping = € R, +— 29/ and then convexity of the map-
ping = € R, + x?/9. The first supremum is finite if ¢ < 1/(27?) by standard
results on GMC theory. The second one is finite provided that ¢ € [0,1 + ,%[
On the area [1/4,1/2] x [1/2,1], we have the inequality
2
1 1 1

1 o 1
2~z ) Wulve

q/272/4

2/q

2/q
sup E[M;W([I/Z,l])q} + sup E
€€]0,1] €€]0,1]

S Cly—uf < C

so that the corresponding supremum can be shown to be finite for ¢ < 1/(27?)
by standard results on GMC theory again. The latter argument also holds for
our second claim. g

3.7. Multifractal Spectrum

Recall that we have set
Srte(0) = o+ £/2) = ucla—t/2)= [ e~ ) X, ) O w(ay),
R

with

_ ple+t/2) oz —1)2)
2l = R i

For H €]0,1/2[and 0 < ¢ < # A1+ %), one has
E[|dpu(x)]?] := lin% E[|0suc(x)]?] < 400.

Furthermore,

E[|0¢u(z)["]

o l(/ / (Pelw =) = Pelz —w) K>y - u)MMdu)Mm(dy))qﬂ]

(3.23)
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where A =<, B means here that there exists ¢, > 0 (constant only depending
on q) such that cq’lA < B < ¢4A. This estimate will allow us to determine
the multifractal spectrum of the increments of the field u by analyzing the
quantity in the right-hand side above. We will obtain the following nontrivial

behavior, whose proof is carried out in Sect. 4.

Proposition 3.8. For H €]0,1/2[ and 0 < ¢ < 2—#2 A1+ %), we have for
¢ €]0,1]

E[|5€U(x) |q] Xq é(H—‘rQ’yz)q_Q,Yqu '

3.8. Continuity of the Limiting Process u

Proof of continuity of u in Theorem 1.2. Before proceeding to the proof of
Proposition 3.8, let us first explain how this proposition entails continuity of
the velocity field u. Indeed, the estimate of Proposition 3.8 gives the following
estimate for H €]0,1[ and v < 1/2 and 0 < ¢ < # A1+ %)

Va,y €R, Ef(u(e) — u(y))?] < Cola —y|(TT)

Such a type of estimate usually provides almost sure continuity via Kol-
mogorov’s continuity: this is what we are going to argue. Furthermore, be-

cause 2 < 1/2, setting qo := f%v’ we have gy < # A1+ %) Notice that

(H + 272) qo — 2723 > 1 because H + (v/2y — 1) > 1. Hence, Kolmogorov’s
continuity criterion ensures that u admits a continuous modification such that,
almost surely, its sample paths on any compact interval are a-Holder for any

2\ 5 2 2
(427 )qqoo DT H 4 (V2y -1 -1 0

4. Analysis of the gth Moments of Increments

This section is devoted to the rigorous derivation of the equivalents of the
increments at small scales ¢ — 0. In Sect. 3.7 (see (3.23)), we have been able
to show that the gth-order structure function, namely E[|dyu(x)]4], is bounded
from above and below by a power-law. We would like here to go further and
compute the precise equivalent as stated in Proposition 3.8.

For the sake of generality, we will perform all the calculations with an
additional parameter, say H , that will enter in the deterministic kernel k. that
we will call k:e, 77~ The present model u. (1.3) would eventually be obtained while

taking H = 0, and more generally, we will take it to be small, i.e., H < qy?,
where the g is the order of the increments moment, to ensure the intermittent
corrections that are proposed in Theorem 1.2.

Let us then recall the model that we will be studying here: we consider
the 1d velocity field

e () = /¢(w — Y X (y)e X W e (dy)

where
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X.(x) = [k gz —y)erX W W (dy)
Cew) = EX@)Xo(0)] ~ Ins

. = E[X(z)?]

beom(u) = e el

ow) =)

with ¢ a C* cutoff function of characteristic size 1, compactly supported, for
instance, we choose is to be even ¢(x) = p(—x) and typically one can choose,

for example, ¢(z) = e /(1=

1jz/<1- We have introduced a new parameter
H > 0, which has to be thought of as being small (see assumptions on H
below). Hereafter, for positive sequences a,, and b,, a, < b, means that there

exists a constant ¢ € (0,00) such that VYn > 1, a,, /b, € (¢,1/c).

Summary of results with H This section is divided into two subsections:
e The first one, Sect. 4.1, which as to be seen as a warm-up, handles the case
q = 2. It has two motivations: a) introducing some spatial decomposition
useful for ¢ > 2 and b) it allows to double check the proof for ¢ > 2.
The conclusion of Sect. 4.1 is that under the following set of constraints:
1. Assumption 1: (¢ =)2 < % A 11;2H (= 2H 4 2H — 44*> > 0 and
292 < 1+ H)
2. Assumption 2: H < 242 (implies in particular 2H + 2H — 492 < 2)
we have as ¢ — 0

E [(0,u)2] = 2H+D—42",

e The second one, Sect. 4.2, deals with ¢ > 2. The results of this subsection
now read as follows. Under the following set of constraints:

1. Assumption 1: ¢ < (1 t%ﬂy‘;ﬁ) A ﬁ
2. Assumption 2: 2H + 2H — 47* < 2
3. Assumption 3: H < ¢v?

we have as £ — 0

B [|6pu|?] = (2H+H+27")=20°7

Recall now the expression for the velocity increments. As we have seen
in Sect. 3.4, we have

Spte () = uc(z + £/2) — uc(z — £/2) = /R By(z — y) X (y)e X7 W(dy),

with
_ ple+€/2) oz —1/2)
o) = lz+ /227 H |z —r/2)27H"

Following the same approach as in Sects. 3.4 and 3.6, we are lead to estimate:

E[(égug(x))ﬂf(e] :% // (Po(z —y) — Pz — u))2k62(y — u)Ms, (du)Mj, (dy).
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From the definition of ®,, it is straightforward to check that if ¢ > 2,
E[|6puc(z = 0)]9] = E [E [|5lu€|q | X”

< CF [E (6 | %" 2}

(because conditioned on X, we are still in the second Wiener chaos)

< GE |17,

where

1 1 1
J B £ a 4 lfH B 4 1 * 4 lfH
o \y+ 52 -4 212

H
ly lu+ 32 lu=73

|u B y|1 oH MQ'\/(du)MQ'y(dy)

4.1. Variance of Increments dpu,

As a warm-up, let us analyze the easier case of ¢ = 2: this gives
E [(Geue)?] < O(ELI]

2
1 1 1
Ol // - 1 - 1 + 1
-2 \y+2|2 ly— £z~ " L|g-H Li3—H

Y lu+ 5|2 lu— 3

udy .
|u o y|1—2H+4’y
€

We used here the fact that E[Ms, (du) M5, (dy)] = e4726€(u_y)dudy < O(1)|u—

y|;472dudy. Then we change of scales as follows:

E[(52U6)2] < 0(1)52(H+ﬁ)_4 2

X// 1 1 1 n 1
[—2/¢,2/€)2 i-H |*—H i-H !

ly+ 127" w u+1]2 ju—11271
1

1—2H+4~2
‘u - y|25/€ !

udy.

We are thus left with studying the above integral. We shall focus on [0,2//]?

and rely on the decomposition of that square into dyadic squares defined as
follows (see Fig. 2):

0,2/ = |J CruH, UV,
k>1

where

(] Cl = [0,4]2
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{y=1}
. Cs
. . Q| | & Hi
L
[ | | | | [
1D T il ailaa [ [ [ [ [
W Wy &3 {u=1}

FI1GURE 2. We shall use the above decomposition into dyadic
squares of [0, 2]?

More generally, for all & > 1, let
Cp = [2F — 2,28 — 2 4 2k+1)2,

For all £ > 1, let Hy be the “corridor” on the right of C as shown in
Fig. 2, i.e.,

2
Hy, = [2F _2+2k+1’2] x [2F — 2,28 — 2 4 2]
And let Vj, the “corridor” on the top of Ck, i.e.,
2
Vi i=[2F —2,2% — 2 4-2F] x [2F —2+2’f+1,z]

We shall also split each corridor Hy, (and equivalently Vi but by symmetry

we will never analyze this case) into dydic squares {Q,’?,L}mi1 log, 2%
=1,., -

of width 2* as shown in Fig. 2.

Finally, let us point out that this division is well adapted to the bot-
tom/left corner of [0, 2] (which as we will see will give the main con-
tributions to E [|d,u|?]) but will not match nicely with the right and top
boundaries of [0,2]%. As the contributions of the squares Cj and QF,
will be shown to be negligible at that distance, we will not bother with

adapting the shape of these limiting squares.
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4.1.1. Analyzing the Contribution of the Square C;. There are singularities
in this special square that need some care: {y = 1}, {u =1} and {u = y}.
2

1 1 1 1
2 Iy Ly L g + .
04\ |y + 1/2 ly —1]2 lu+ 1|2 lu — 1|2
1

|u — |1_2H+472 udy
Y 2¢e/t
2
1 1 1
< — p— .
< ¢ [0,4]2 1l gy 1l g 1—2H +4~2 dudy
: ly — 12 lu —1[2 u—=yloe/e

To analyze this integral, we will use a certain partition of [0,4]? and use
scaling arguments around the triple singularity z¢ = (1,1). Introduce for any
DcCC;= [0,4]2,

2

1 1 1
A (D) ::/ T T YT dudy.
PAly=127" Ju—1]2" [ = Yloess

Clearly, one has
Ac([0,4%) = Ac([0,2]) + Ac([0, 4 \ [0,2]?).

The second term is easier to analyze, and we shall focus on the first one which
we decompose as follows:

Ac([0,2]%) =Ac([1/2,3/2)%) + Ac([1/2,3/2] x [0,2] \ [1/2,3/2])
+ A([0,2] \ [1/2,3/2] x [1/2,3/2]) + corners.

A straightforward scaling shows that A, »([1/2,3/2]?) = 24v* =2(H+H) 4 _(]0, 2]2).
Furthermore, it is easy to see that the other terms listed above are uniformly
bounded as € — 0, and for the corners, the function to be integrated near the
diagonal behaves like
2
- —— b = () e
R R VRS Rl A TR = ylae

1

which gives the additional constraint 1 4 2H — 442 > —1,ie 292 < 1+ H,
which is satisfied because H > 0 and 272 < 1.

4.1.2. Analyzing the Contribution of the Squares {Cy }x > 2. Let us introduce
the following function

l_g

1
1_ 5 1

X 3/2—H

1
x4+ 1

1
r—1

1

K(x):=

~r—oo C

It is straighforward to check that as z,y € Cy, k > 2, one has
(K (2) = K(y)| < 1K oo or2rele —y| < C27F)2 |z —y|.
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This implies that if we define

1 1 1 1
h(y,u) = 1, - 1, - 1, + 1,
ly + 1]2 ly — 1|2 lu+1[2 lu—1[2
1
1—2H+4~2
|u—y|26/z 7

then one has
h(y, w) dydu < C(Z_k)5_2H/ \u—y\1+2ﬁ_4“’2dydu
Ck
< 0(2—k>2—2H—2ﬁ‘+4y2_

C

This handles the contribution given by the squares {Cj}x > o

log, 7 3

62(H+H) 4~ Z // h(y, u dydu < 0(1)€2(H+ﬁ)—4y2 Z (Q—k)2—2H—2ﬁ+472
Ck E>1

g O(l)EQ(H+ﬁ)74'~/2
as we 2H + 2H — 472 < 2.

4.1.3. Analyzing the Contribution of the Corridors { Hy }r > 1 and {Vi }r. > 1
By symmetry, we will only focus on the horizontal corridors {Hy}x > 1. Here
k ranges from 1 to log, %.

The first corridor £ = 1 will need a separate study as it is traversed
throughout by the line singularity {u=1}.

Corridors k = 2, ..., log, 4 7 ¢+ The horizontal corridor Hj is made of the 2k
squares Q¥ with m =1,...,log, 2—; (see Fig. 2).
10g2 2e 2
1 1 1
Z 1 g T Ln
|y+1| Iy*1|2_ lu+1]277  Ju—1]27
——— dudy
1-2H+4
lu — y|2€/g "
log2 2;;

Z Area(QE) |17l o, -

Using the fact that K (z) ~p oo 7 3/2TH it is straightforward to check that

] 1—21/:1/—"-4"{
’ ka

Tr 2 T 2
< C[2—/€]4—2H—2H+4’Y 1247
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which gives us:

log, 2; N log, 2; B 2
Z Area(Q ||h||oO Q. < 0(1)2% [27k}472H—2H+47 Z 1 H2H—4y
m=1 =

—k
log2 T

< O(l)[z—k]z—QH—zﬁ-s-M Z m—1+2ﬁ—4’y2

By our assumptions above, we see that the exponent of 27% is negative. Our
assumption H < 27? entails that we obtain an exponent a > 1 in dome
This shows that the main contribution will come from the first corridors.

First corridor (k = 1) In this case the line singularity {u = 1} traverses all

squares {Q’ﬁfl}m:Lm,logz 1/(a¢)- This singularity is easier to deal with than the
“2 lines singularity” for the above square C as the singularity is integrable
in f02 du. Therefore, it is not hard to obtain the following upper bound on the
first corridor Hi:

l°g"‘%~’ 1 1 1 :
1 Ly L g + L g
m= 1 y+1| |y—1|2 |u+ 1|2 |lu — 1|2
dy
1—2H+4
|u_y|2€/l "
log2 kv

Z / 71+2ﬁ74'y2 < 0(1).

Summarizing the above estimates, we thus obtain the following sharp
bound (up to multiplicative constants)

E [((;Zu)Q] — p2(H+H)—4y
which shows as expected that
§g=2)=2(H+H) -

4.2. ¢ > 2 Moments and Nonlinear Spectrum

Recall the following estimate
EWW&I:OW]é(ZEP?ﬂ,
where

1 1 1
Je = ¢ i g zl—H+ L
LAy + 3 |2 \y—§|2 lu+ 5[2 lu — 5]2

y|&—2H 5, (du) Mg, (dy).
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Let us focus on the square [0, 1]? ([—1,0]? is treated the same way and the two
other squares are easier to deal with). By using the triangular inequality for
the L, /o-norm (we assume here that ¢ > 2), we have the bound:

E[|5¢uc(z = 0)]9)*/
log

Y _ H 2y 2u E .
< 0(1) > H// (TR (T S MS, (du) M3, (dy)
k=1 Ae{LCk,tVi,LH,} " A

2
‘

a/2

where similarly as for the ¢ = 2 case, we shall use the function

2
(4, ) 1 1 1 " 1 1
g(y,u) == i - 1 - T I om
R LR R (e VR TR U el A Uk v

Now, on R%r, it is easy to check that

g(y, u)

<2

2 2

1 1 1 1 1

T, T, T T, T, 128
ly + 112 lu+1]2 lu—1]2 ly — 1|2 lu—ylyc/e

2
1 1 1
< 4 l,H - l,H 1_2m = fe(yvu)'
lu—1|2 ly — 1|2 [u =yl /%

4.2.1. Analyzing the Contribution of the Square C;. As in the easier case of
q = 2, we have to analyze the quantity

_ - 2 2u € €
// (~2+2H+2H f i/, == ) M5 (du) M3 (dy)
. 0

We will proceed here as in Sect. 3.6 by relying on Kesten’s inequality as well as
scaling arguments. The main singularities in the square éCl = [0,2¢)? arise in
the sub-square [0, £]> on which we now focus. We will use the scaling properties
of the chaos twice: first to take into account the highly correlated nature of
X within [0,¢)2 and then a second time along a similar decomposition as in
Sect. 3.6 (except it will be centered here around the point zo = (%, %)) to
prove that the limit as € — 0 exists.

a/2

First rescaling We need to estimate the quantity

/2
2y 2 !
Re, = ¢-2F2H+20E {(// ( Y ”) MSw(du)M;(dy)> }
0,¢]2
q/2 2/q
_ p-2+2Hf2Hy |:<// 7. <2y 2u> 62»\/)?6(71,)—2»\/2c€62"{)/(\‘(1/)—277{;dudy) } )
0,£]2

2/q
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Using the change of variables § = y /¢, 4 = u/{ together with the identity
(3.21), we have

- . ) . ) q/2 2/q
Re, = p2H+2Hp // f6(22772ﬂ)82~,xf<w)72«, e XD =270 gy
[0,1]2
-~ q/2 2/q
= AR 292/ a g7  In 1/t {(// fe(2g,20) M3/ " (du )Me/z(dz?)> }
0,12

a/2]2/4
— UH+ )+ —ar’ag {(// fe(2g,20) M3/ " (da )Me/é(d§)> } : (4.1)
0,1]2

Second rescaling Now using the same notations as in Sect. 3.6, define

Ac(D):=E l(/Dfe(Qﬂ,Zu M/ (du) M. E/e(dy)>q/2] 2

Again by the triangle inequality for LP norms with p = 2 > 1, we have

Acs2,0((0,1%) < Acyae (E’Zr> + A2 (Lll’ i] < (0. 11 [411’ iD

1 1
+ Acja <[O7 1]\ {4, i] X [4, ﬂ) + the 4 corner squares.

Let us first deal with the most problematic square : the one centered
around the point singularity (1/2,1/2).

Lemma 4.1.

1 31° Co(HAT

Proof. We will use the fact (already used above in (3.21))
(Xneh + A(£/2,£/2))ucio.n = (Xe(w) + D )ucio (4.2)

where €2, is a centered gaussmn random variable with variance —In A inde-
pendent of the process X.. By making the change of variable v’ = 2 — 1/2
and y' =2y — 1/2, we get

13
Aesae ({4 4} >
q/2
—E |:<// fe/2 27, 2u)e27x e/ 20) () —2v%¢ /(zz)e2’YX /200 (§) —277%¢c. /(”)dudy> ‘|

1
— ,E[e27q91/2] 2/¢,—4~"In2

2/q

2/q

a/2
B[] g2 170,200 /24 1) M5 @M (A
J10,1]2

— 2—2(H+I7)—472+472q A ([0, 1]2).
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We thus need to assume that the exponent 4v2q — 4% — 2(H + H ) is
negative, or otherwise stated ¢ < 1+ 5 (H +H ). It thus remains to control
the other squares in order to show the followmg estimate:

Lemma 4.2. Assuming ¢ < 1+ #(H—i—ﬁ) and ¢ < 2(1+ 7}2) then there

exist constants r < 1 and C' < 0o s.t. uniformly in 0 < e < ¢,
Acsoe([0,1]%) < rA((0,1)%) +C

Proof. Let us focus for example on the rectangle Ry, := [1/4,3/4] x [3/4,1].
(The diagonal squares are less singular and are treated as in Sect. 3.6.) The
exact same analysis as the one carried for the square [0,1/2] x [1/2,1] in
Sect. 3.6 applies here given the additional constraint that ¢ < 2(1+ %) A ﬁ

O

2,\/2 i

All together, we see that under the conditions of Lemma 4.2, the contri-
bution of the square %Cl to the ¢ moment of the increment (to the power
2/q) is given by

0(1)62(H+ﬁ)+47274w2q
which is what we wanted.

4.2.2. Analyzing the Contribution of the Squares {Cjy} > 2. Easiest case:
here no singularities and standard scaling argument.

4.2.3. Analyzing the Contribution of the Corridors { Hy, }5, > 1 and {Vi }x > 1.
Let us start with the following slight generalization of the celebrated Kahane’s
convexity inequality. This small extension is of independent interest.

Proposition 4.3. Let (X;)1 < i < n+m and (Yi)1 < i < n+m be two centered Gauss-

B

ian vectors satisfying for all i, j
E[X:X;] < E[Y;Yj].

Then for all sequence of nonnegative weights (pi)1 < i < n+m and all increas-
ing conver functions F: Ry — Ry and G : R+ — R4, one has

1=1 =n+1
< = i i > ( n >‘| .
i=1 k=n+1

Proof. The proof follows exactly the same lines as the original proof by Kahane
(see for example [2,15]). We shall only sketch briefly how to adapt the proof
here. Consider two independent realizations of the Gaussian vectors (X;) and
(Y;) and interpolate between the two as follows:

Zi(t) == VX; + V1 —tY.
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Consider the function

P (Zpiezm—éﬁ[zi(tf]) e ( Z pkezm)—éﬁ[zk(tﬂ)]_
=1

k=n+1

o(t) :=E

Then, by using the Gaussian integration by parts formula, it is not diffi-
cult to obtain the following identity

¢'(t) =Y pip; (E[X:X;] - E[V;Y}])

ij=1

E [e2 0 20— 3E 2O =m0 pry, ) GW,,)] )

+2 > pik (B[X: X)) —E[VY3])
i=1,...,n
k=n+1,....n+m

E {ezi(tHZk(t)’%E[Zi(w]*%E[Zk(tﬂ F,(Vn,t)G/(Wm,t)} )

n+m

+ Y e (B[XXi) - EVYi)
kjl=n+1

E [ezkw%<t>—%E[wa]—%ﬁ[zl(tf]F(Vn,t)G”(Wm,J])

where

Vit = E?L_1 piezi(t)_%E[Z"(t)z]

Wine = Zmeﬂ pkez’“(t)_%E[Zk(t)z].
With our above assumptions, it implies that ¢'(t) < 0 Vt € [0,1], which
concludes our proof as this shows that ¢(0) > ¢(1). O

As in Kahane’s work ([2]), the same inequality for continuous multiplica-
tive chaos measures immediately follows.
We will need the following decorrelation lemma.

Lemma 4.4. Let A, B be two disjoint intervals of length |A] = |B| = u on

[-2,2] C R s.t. that dist(A, B) > u. Then we have for all ¢ < ¢* = 2# =
1

72)

,Y2q2
1 )) |A|(1+272)q—72q2'

E My, (42005 (B)] < C(dt(AB

Proof. Recall that our log-correlated stationary centered Gaussian field, X ,
has the following covariance structure for all € > 0 (where X, := p * X):

Co(z) = B[R, (2)X.(0)] ~ In, Iarli

Let us construct the following centered Gaussian Field Y (x) on R: define

Y(x) == Z(z) + A(0,1)

(4.3)
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where Z(x) is the centered Gaussian log-correlated field on R with covariance
kernel
og dist(A4, B)

T2z —y|

and NV (0,1) is a global Gaussian variable independent of Z. See, for example,
[3] for a discussion on the log, covariance kernel. Note that by construction, the
field Z(z) is independent of Z(y) as soon as |x —y| > dist(A, B)/2. Therefore,
Z)a and Z|p are independent log-correlated fields.

Let us now fix A so that

Cov(Z(z), Z(y)) =1

1
M —log, —— 4K
%8+ Gist(A, B) T

where K is a large constant to be fixed later which will not depend on A nor
B. By the covariance structure (4.3), it readily follows that for all z,y € AUB,

E [)?e(m)l(y)} < E [)?(m)f((y)}

1
2 - i
%8+ Dz —yl T8t dist(A, B) T2

= Cov(Z(x), Z(y)) + A\* = Cov(Y (2),Y (y)) .
(We thus choose K to be the constant Cs in the third line.)

We are now in position to apply Proposition 4.3 (or rather its straight-
forward extension to continuous multiplicative chaos). It gives

limsup E [MgW(A)q”M;W(B)‘I/Q}

e—0

< E Moy (4)/2 My, (B)"/?]

<E [Nm} E 14, (4)/2E 05, (B)"]
97202 92
< Ox(1) b B E [MZ (A)Q/Q}E [MZ (B)q/z}
dist(A, B) 2 2 ’

where MQZ,Y stands for the multiplicative chaos measure of exponent 27 in-
duced by the field Z. As this field Z is log, correlated below scales of width
dist(A, B), it enjoys exact scaling relations (see [3]). Now standard scaling ar-
guments for these measures (recall we assumed u = |A| < dist(A, B)) give us
the bound below at least if ¢ is not too large, namely ¢/2 < #, ie., g <q*,
as stated in the lemma.

list (A, B 2+)2 dist(A,B
E {MQZV(A)QQ] =E [ezng(O’IOg SRR - B G log TR 4 ja/2

dist(A, B) =@ 7
*( y )> Al
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Combining the above two estimates, we find as expected

E [ Mz, (4)7/2 Mo, (B)"?]

1 2v°q>—27%q dist(A, B) v —2v%q
< N —m—— R S R Al4
ok () (=57) A

2 2

1 Ve 2 2 2
< Og(1) | ———— A|A+2v)a—7"a"
x )(dist(A,B)> =
d
Corridors k = 2,...,log, % The horizontal corridor £Hj, (we do not zoom here

by a factor of %) is made of the 2¥-squares /QF, with m = 1,...,log, %.

—2+42H+2H
H/ CH, ¢ g (é E) Ms, (du)Ms, (dy)

log, 2;2

< €—2+2H+2H Z

a/2

‘ JI o s, ay)

m

q/2

10g2 2@

_ 2/q
< oz Z 191105, B [Man ()22 Mo, (15)72]

where the intervals I¥ and {I% },, > 1 are such that each dyadic square (QF, =
I* x IF. These intervals are of length |I¥| = |1k | = 2¥ and are at distance
dlst(I(’)“,Iﬁl) = m2" from each other. Therefore, we obtain from Lemma 4.4
that

H//Hk SR (( g) M;, (du) M3, (dy)

q/2
—k
log;2 T 2/
< o)~ 24+2H+2H Z 190l oc QkE[MZ’y(IO)q/QMQ (- )q/Q]
m=1
logZ% 2

< O()e 222N ig]| o i

2 2/q
L T |[é€|(1+2v2)q772q2
dist(Ik, Ik)
log, “k

1 2 272/4
< O(1)e~ 242H+2H Z 9l oo Qr — [(52 )~ 7%q’ (€2k) 1+27%)g—~%q ]

m=1
log:. _k
2 22
2 2
< R Z loloe,t, oy (€24 27200,
m=1

Now, as in the case of ¢ = 2 (where we relied on the function h rather
than ¢) and using the fact that ¢(z) ~p_.oo 2~ 3/2>TH it is straightforward to
check that



L. Chevillard et al. Ann. Henri Poincaré

m2k

<C [2—1@]4—2H—2ﬁm—1+2ﬁ7

B B 1 1—-2H
lollogs < C L2 ()

which gives us:

— H y v S >
H / (2R (Z’Z) Ms., (du) M, (dy)
LHy,

q/2

—k
2
logy *57

1
_9oH 2
| ml 2H42~2q

< 0(1)€*2+2H+2ﬁ((2’“)(1”72)2*47%[ka]4—2H72ﬁ

m=

< 0(1)£2H+2ﬁ+4’yz—472q [Q—k]z—QH—Q?I’—4y2+4»yzq :

where by our assumption 3 above (ﬁ < ¢7?), this is indeed summable in m for
all exponents ¢ > 2. Also, by our assumption 2 above (2H + 2H — 492 < 2),
we see that the exponent of 27% is indeed positive for all exponents ¢ > 2.
This shows that the main contribution to the || - [|;/2 norm will come from the
first corridors and is given by

0(1)£2H+2ﬁ+4'y27472q.

As such the contribution of the corridors (Hy, k > 2 to E[||0eul|9] will
be of order (after taking to the exponent ¢/2 above)

O(l)qu+qﬁ+2qw2*2¢12w2
which is indeed our expected structure function £(q) = q(H—l—ﬁ)—l—?qv2 —2¢%~2.

First corridor (k = 1) Finally, it can be shown that under the same set of con-

straints, this corridor contributes also O(1)¢(2H+2H+47"=47¢ ¢ | [||§,u)|7]>/9.
We leave the details to the reader as this case in some sense interpolates be-
tween the square Cy (three-lines singularities) and the corridors {Hy}x > 2 (no
line singularities but large width): indeed H; has one line singularity through-
out (see Fig. 2) and large width. O
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A. Proofs of Several Lemmas
A.1. Concerning the Analytical Properties of the Asymptotic form of Variance
and Increments Variance

Let us here show the lemma entering in Sects. 3.3 and 3.4 necessary to give
a meaning to the asymptotic expressions of variance and increment variance
(Egs. 3.8 and 3.13).

Lemma A.1. For H €]0,1[/{1/2} and |h| > 0, the function (¢ * ¢)(h) is dif-

ferentiable and its derivative is given by

1 1
(0x0) (1) = [ ela)e'(a+ ) AW rAY
1 z+h
+ (H — 1/2)P.V./g0(:c)<p(x+h)x|%H |x+h|%*de’ (A1)

where we have defined the principal value integral (P.V.) that can be written
using a convergent integral:
1 x+h

P.V./ z)o(x +h =
T =

- S )

Furthermore, for H > 1/2, (¢ * ¢)'(h) is continuous, bounded over R and
(¢ * ¢)'(0) = 0, and we have for H €]0,1[/{1/2} the following equivalent at
the origin

1 1
@9V () (=120 O)sgnWnP . [

Proof. To prove the expression for the derivative (A.1), regularize the singular-
ity and pass to the limit. To get the equivalent, rescale the dummy integration
variable by |h| in the second term of the RHS of (A.1) and take the limit.
Remark that this equivalent is also correct for H > 1/2, since the first term
of the RHS of (A.1) behaves as h at the origin (using the fact that ¢ is even),
ie.,

/ (@) (@ + ) — !

xr
a3 o+ B[3H

" 1 /
~ h {/cp(x)go (a:)wder(Hl/Q)P.V./cp(x)cp (x)‘ E= 2Hd:c ,

h—0
and so tends to 0 when h — 0 faster than the second term. O
A.2. Concerning the Analytical Properties of the Asymptotic form of the
Third Moment of Increments

Similarly, let us here show the lemma entering in Sect. 3.5 necessary to give
a meaning to the asymptotic expression of the third moment of increments as
€ — 0 (Eq. 3.17) and to its equivalent at small scales ¢ — 0 (Eq. 3.18).
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Lemma A.2. For H €]1/6,1[ and Vh, (®,%®?)(h) is a continuous and bounded
function of its argument. For H €]0,1/6], (®,* ®?) has an additional singu-
larity at h = £ given by
dug®(O)|h — (PH=%, if H <1/6
(@x@2)(h) ~ {7 _
h—=£ | 2¢°(0) In |h T ifH=1/6,

where dg is a constant independent of ¢(0) that we can compute. Furthermore,
for any H €]0,1[/{1/2} we have the following equivalent at small arguments

(e x @7)(h)

3 o z plz—0)  px+1)
hﬂoh/[(l/Q H)SO(QJ) Ty (.’b)] |I|5/27H |:£C€|1/2H ‘x+€|1/2,H
o ) platt)  20(@) ],
|$_€|1/2—H |.'L'+Z|1/2_H |.'L'|1/2_H

Proof. We have

o(x+1£/2) plx —1/2)
@cxopim = [ wa/zw? T z—6/2|1/2—4

X{ (z+h+10/2) o(z+h—10/2) rdﬁ

o+ h+ €22 " Jp+h— /2] /2 H

Notice that (®, x ®7)(h) can be written with the following convenient form

4 plz—10) p(z+10)
(@ * ®F)(h /|x— h[i/2—H [|ac (—H g4 120
T —

plz =1 plat+t 20 |
lw — O)12=H g 4 g|1/2-H  |g[1/2-H

which shows that (®,*®2) is continuous and bounded for H €]1/6,1[ and Vh.
For H €]0,1/6], (®,*®?) has an additional singularity at h = £. The proposed
equivalent for i — 0 follows from the Taylor Series of the first ratio entering in
the integral (the first contribution to this development vanishes by symmetry).

Let us now take a look at the additional singularity when H < 1/6. From
this former expression, we see that (®,+ ®7)(h) as the same singularity when
h goes to £ as

/ pletl—h) &)
la|

<1 |@+ €= h|12-H [g|i2H
If H < é, then it is equal to take, for instance, h < ¢,
— ] O2[|h —
|h_£|3H—1/2/ ellh = Uy + D] 7[[h — Ly,
lyl

ly + 1|1/2-H y[i—2H

~  dyod(0)|h — P2
o ay°(0)] P77z,

1
SR

where
1

® |y + 1)z H|y[1-2H

dy.
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If H= %, then it is equal to

ellh =y + D] @*[|h — L] 5 1
d ~ 20°(0)In ——.
/yl <lp 1S w2 Y0 77 ©) \h— 1

O

Lemma A.3. For H €]1/6,1[/{1/2} and Vh, fy is a continuous and bounded
function of its argument. For H €]0,1/6], fu has an additional singularity at
h =1 given by

fu(h) ~

h—1 | 2In = if H=1/6,

{de —1PH-3 ifH < 1/6
[h—=1]"

where dy is the same constant entering in Lemma A.2. Furthermore, for H €
10,1[/{1/2} we have the following equivalent at small arguments

T 1 1
fH(h) h:O 7(H7 1/2)h/ ‘.r|5/2_H [1‘— 1|1/2—H - |$+1|1/2—H]

1 2
x [|x —1|1/2-H + lo + 1[1/2-H |x|1/2—H:| d

and the following equivalent at large arguments

1 1
o _ _ H-3/2 _
fu(h) ~ —(H—1/2)h /5” Lx EETIVE A 11/2H:|
1 1 2 q
X |z — 1|1/2—H + ‘$+1|1/2—H - |x|1/2—H Z.

Proof. Noticing once again that fy can be written with the following conve-
nient form

1 1 1
fu(h) —/ ‘x_h|1/2—H Lx_ 1|1/2—H o |z + 11/2—H}

1 1 2
% [|x —q[i2-H + z + 1121 |x|1/2H:| dz,

proofs are then similar to those of Lemma A.2. The proposed equivalent h — oo
follows from the factorization of h in the first ratio and then doing a Taylor
Series. 0

B. Hypercontractivity on Wiener Chaos

This section summarizes results exposed in [29], especially Theorem 2.7.2 and
Corollary 2.8.14.

Consider a real separable Hilbert space H with inner product (-, )y and
norm || - [|g. An isonormal Gaussian process X over H is a centered Gaussian
process {X (h); h € H} defined on some probability space (2, F,P) such that
E[X(h)X(g)] = (h,g9)u. The nth Wiener chaos H,, of X is the closed linear
subspace of L?(2,F,P) generated by the random variables H, (X (h)) with
h € H and H,, the nth Hermite polynomial.
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Theorem B.1. For all ¢ > 0 and p > 1, there exists a constant 0 < k(p,q) <
oo (depending only on q and p) such that

b
k(p,q)
for all F elements of the pth Wiener chaos of X.

E[|F|)"1 < E[F?]Y2 < k(p,q)E[|F|7)

In the case when the isonormal Gaussian process X is a white noise over
L?(R), it is not hard to check that pth Wiener chaos coincides with multiple
integrals of the type (see details in [29, section 2.7])

. flxe,...,xp)W(dzr) ... W(dz)p)

for symmetric functions f € L?(RP). In particular, one can see that if o, 1) are
piecewise smooth functions with compact support, then the random variable
defined by

ulz) = / ol — Y (W(dy), with Y(y):= / By — 2)W(dz)

belongs to the second Wiener chaos.

C. Numerics

C.1. Estimation of the Function fy (h) and Its Sign

We represent in Fig. 3 the results of the numerical integration of a approxi-
mation f. g of the function fy (Eq. 3.19) entering in the third moment of the
increments, namely

(a) o (b) H>?
0.4 2 0 2
0.3
s
T2 -0.1
S
0.1
0 0.2
0 1 2 3 4 5 0 1 2 3 4 5
h h

FIGURE 3. Numerical estimation of the function f. g (h), at
a given approximation ¢ = 107> (see text). a From top to
bottom, H = 0.3,0.35,0.38,0.4,0.5. b From top to bottom,
H =0.5,0.6,0.7,0.8,0.9
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fer(h) :/

X

1 1
1 1_
w4+ 172277 p—1y227"

1 1
1 1_
e+ h+1/22""  Je+n—1/22

where enters the regularized norm |z|? = |z|? + €2. The numerical integration
is made using adaptively a Newton—Cotes 5/9 point rule, as described in Ref.
[30]. For this estimation, we use € = 1075, and we checked (data not shown)
that it is representative of the limit value ¢ — 0. We study a large set of values
for H, and check that indeed f.;/2(h) = 0 for A > 0. This numerical study
confirms the assumption on the sign of fy made in Eq. 1.13 that is positive
for H < 1/2 and negative for H > 1/2.

H] dz, (C.1)

C.2. Simulation of the Random Process and Estimation of Its Statistical Prop-
erties

We here present a method to simulate the proposed random field u. defined

in (1.3) in a periodic fashion, such that we can work with the discrete Fourier

transform. To do so, discretize the interval [0,1] over N collocation points.

For full benefit of the fast Fourier transform (FFT) algorithm, choose N to

be a power of 2. This defines the numerical resolution of the simulation, i.e.,

dz = 1/N. Choose, for example, as a cutoff function ¢, a Gaussian shape, i.e.,
2

or(z) = e~ 222, The precise shape of this function only matters at large scales;
statistics at small scales are independent on it, besides its value at the origin.
Choose as a regularized norm |z|? = |z|?+¢€%. Once again, the precise definition
of the regularized norm does not matter since Theorem 1.2 ensures that the
statistical properties of w. are independent of the regularization procedure
when € — 0. -

Consider then two independent white fields W and W, each of them made
of N independent realizations of a zero-average Gaussian variable of variance
dz. Define the deterministic kernels ¢, (1.5) (replace the norm [.| entering in ¢
by its regularized form |.|.) and k. (1.6) in a periodic fashion. Take X = ke« W,
and use W as the remaining white field entering in the construction of u. (1.3).
Convolutions are then efficiently performed in the Fourier space.

We represent in Fig. 1 an instance of the process u. (1.3), as obtained
by the aforementioned numerical method. We have used for the simulation
the following set of parameters: N = 220, [ = 1/3, ¢ = 2dx, and the values
v =+/0.025/2 and H = 1/3 + 4+2. These chosen values for the parameters
and H correspond to what is observed in turbulence (see Remark 1.7).

To go further in the characterization of the statistical properties of the
field u., we perform an additional simulation at a higher resolution N = 23! in
order to estimate in a reliable way the behaviors at small scales and represent
in Fig. 4 the results of our estimations. We have chosen as a cutoff length
scale L = 276 and as a regularizing scale ¢ = 2dx. Once again, values of
the parameters are those which are realistic of turbulence, i.e., v = +/0.025/2
and H = 1/3 + 49? (see Remark 1.7). For the sake of comparison, we have
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furthermore made our estimations on the underlying fractional Gaussian field
ug defined in (2.5).

We begin in Fig. 4a with the estimation of the second-order Ss(¢)
E (8yue)” and third-order S5(£) = E (6pu,)” structure functions as a function of
the scale. As far is concerned the second-order structure function, we observe
for ue a power-law behavior at small scales, i.e., So(f) ~ £ where the

0
2t
<
S5l
o 6
°
-8 r
8 6 -4 2 0 -8 6 -4 2 0
logy (é/L) logy (é/L)
e —> “ @ ’
DN~ -2
= 08 Ny
~
< 06 E -10 ]
% 04 ot .
= (@) .
% 02 | < 20 "
< o il N u
O | et e |
0.2 -30
-8 - -4 2 0 40 -30 20 -10 0 10 20 30
logy (E/L) Ogie

FIGURE 4. Numerical estimation of the statistical proper-
ties of u. (1.3) (using continuous lines); numerical details
are provided in the text. a Estimation and representation of
S5(¢) = E (8puc)® and the absolute value of S3(¢) = E (8pu)”
as a function of the scale ¢, in a logarithmic fashion. b Es-
timation of the skewness S(¢) (Eq. C.2). ¢ Estimation of the
flatness F(¢) (Eq. C.3). In a—c we superimpose the estimations
of these statistical quantities using u# defined in (2.5) (dot-
ted line) instead of u. (represented with a continuous line).
Moreover, in a, we add using a dotted—dashed line the loga-
rithmic behavior of the absolute value of the third-order mo-
ment of the increments of u., i.e., S3(¢). In a and ¢, we, fur-
thermore, represent the expected power-law behaviors using
dashed lines. d Logarithmic representations of the probability
density functions (PDFs) of the increments dyu, (renormalized
by their respective standard deviation). Curves are arbitrary
shifted vertically for clarity. From top to bottom, we have used
logyo(¢/L) = —7.2,—6,—4.8,—3.5,—2.3,—1,0.2
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function £(q) is defined in (1.11), consistently with Theorem 1.2. As for ug,
we also observe a power-law behavior at small scales, that we know to be
So(f) ~ (?H | Let us remark that since £(2) is very close to 2H, it is difficult
to see a difference in between these power-laws. Concerning the third-order
structure function S3, we recall that it vanishes for u2, since densities are
symmetric (and Gaussian). We represent the respective Ss for u, also in Fig. 4a.
Since it is expected to be negative, we more precisely represent the behavior
of its absolute value in a logarithmic fashion. We indeed see that it behaves
at small scales as the power-law S3(¢) ~ ¢¢(), where by construction given
the chosen values for H and 7? we have £(3) = 1. It is again consistent with
Proposition 1.6.

To see more clearly the sign of S3 and how it compares with the scaling
of Sy, we represent in Fig. 4b the result of our estimation for the skewness
factor S(¢) of the increments given by

E (Jpuc)® .
& o]

We see that the present process is indeed skewed at small scales, being close to
zero close to the large-scale L, and growing toward values close to -2 at small
scales. Remark that the quantity S(¢)is expected to behave as a power-law of
exponent £(3) — 2£(2) at small scales. Remark also that it is indeed negative,
as required by the phenomenology of turbulence (Sect. 2.1). In comparison,
we see that the Skewness factor for the Gaussian process ug is close to zero at
any scales, as expected from symmetric statistical laws.

We represent in Fig. 4¢ the result of our estimation for the Flatness factor
F(£) of the increments given by

S(0) = (C.2)

E (Jouc)* .
[]E (me)?} ’

Whereas F(¢) is independent on the scale for the Gaussian process ug (and
equal to 3), we see that it behaves as a power-law of exponent £(4) — 2£(2) at
small scales.

F0) = (C.3)

Finally, we represent in Fig. 4d the histograms of the values of the in-
crements dyu, for several scales given in the caption. We see that whereas the
histogram of the increments of the process u. is close to a Gaussian function
at large scales £ ~ L, they develop heavier and heavier tails at smaller scales,
with a noticeable asymmetry.
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