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Abstract Cloud infrastructures have recently become a center of attention. They can
support dynamic operational infrastructures adapted to the requirements of distrib-
uted applications. As large-scale distributed systems reach enormous sizes in terms
of equipment, the energy consumption issue becomes one of the main challenges for
large-scale integration. Like any other large-scale distributed system, Clouds face an
increasing demand in energy. In this paper, we explore the energy issue by analyz-
ing how much energy virtualized environments cost. We provide an energy-efficient
framework dedicated to Cloud architectures and we validate it through different ex-
perimentations on a modern multicore platform. We show on a realistic example that
our infrastructure could save 25% of the Cloud nodes’ electrical consumption.

Keywords Energy efficiency - Clouds - Virtualization - Migration - Energy
awareness - Power management

1 Introduction

Cloud infrastructures have recently become a center of attention. They can support
dynamic operational infrastructures adapted to the requirements of distributed appli-
cations. As large-scale distributed systems reach enormous sizes in terms of equip-
ment, the energy consumption issue becomes one of the main challenges for large-
scale integration. They provide computing power and storage on demand and so they
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perfectly respond to users’ requirements. Like any other large-scale distributed sys-
tem, Clouds face an increasing demand in energy. Energy could become the critical
resource in the future.

This paper deals with the support of energy-efficient frameworks dedicated to
Cloud architectures.! It presents the first step of our long-term work whose goal is to
better understand the usage of large-scale distributed systems and to propose methods
and energy-aware software frameworks able to reduce energy consumption in such
systems.

Virtualization is a key feature of the Clouds, as it allows high performance, im-
proved manageability, and fault tolerance. In the first step of our work, our infrastruc-
ture focuses its action on this essential aspect. It also uses migration, that brings the
benefit of being able to move workload between the virtual machines. We have not
yet studied the effects of consolidation and aggregation of virtual machines on the
execution time.

In this paper, we propose:

— analyses and experiments of the electric cost of virtual machines;

— an original Cloud infrastructure that aims to save energy without impacting the
computing performances;

— an experimental evaluation of our infrastructure showing that we could save 25%
of energy compared to a basic Cloud resources management system.

The remainder of this paper is organized as follows. Section 2 reviews related
works. This is followed by an evaluation of the electric cost of a virtual machine in
Sect. 3. Section 4 outlines the architecture and the components of the energy-aware
Cloud infrastructure that we propose. After describing our experimental methodol-
ogy, we evaluate our infrastructure in Sect. 5. The conclusion and future works are
reviewed in Sect. 6.

2 Related works
2.1 Cloud computing

Innovative technologies have broadly contributed to the expansion of Clouds. They
differ from Grids as explained in [3] and can be a part of the next-generation data
centers with virtualized nodes and provisioning on demand. Clouds are already used
by numerous companies. For instance, Salesforce.com handles 54,000 companies and
their 1.5 million employees via just 1,000 servers [2]. Different constructors, like
IBM [1], also support and provide Clouds infrastructures and services for customer
companies.

Cloud computing is dynamically scalable by nature, and virtualized resources are
often provided as a service over the Internet [9]. This opens up wide new horizons

I This research is supported by the GREEN-NET INRIA Cooperative Research Action: http://www.ens-
lyon.fr/LIP/RESO/Projects/ GREEN-NET/.
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where everything is considered as a service (infrastructure, platform, software, com-
puting, storage). Among other advantages of the Clouds are scalability, cost, and re-
liability. However, cloud providers, such as Amazon,? are likely to face doubts from
their customers on security, as well as loss of control over sensitive data. Accounting
is another key challenge: they need to stay competitive while remaining economically
viable.

2.2 Virtualization and migration

Virtualization is the key feature of the Clouds that allows improving the efficiency of
large-scale distributed systems [17]. This technology needs powerful resource man-
agement mechanisms [7] to benefit from live migration and suspend/resume mecha-
nisms that allow moving a virtual machine from a host node to another one, as well
as stopping the virtual machine and starting it again later. The design of resource-
management policies is challenging (NP-hard problem) and dynamic.

Live migration [5] greatly improves the capacities and the features of Cloud en-
vironments: it facilitates fault management, load balancing, and low-level system
maintenance. Migration operations imply more flexible resource management. When
a virtual machine is deployed on a node, we can still move it to another one. It
offers a new stage of virtualization by removing the concept of locality in virtual-
ized environments. However, this technique is complex and more difficult to use over
MAN/WAN [18] than in a cluster. IP addressing is a problem since the system should
change the address of the migrated virtual machine which does not remain in the same
network domain. Moreover, it impacts the performances of the virtual machines by
adding a non-negligible overhead [19].

2.3 Energy management in Clouds

With virtualization came some ideas regarding energy management [10, 17]. Indeed,
large-scale distributed systems are always increasing in size and thus in power con-
sumption. Each node can be virtualized, and can host several virtual machines. So,
in the same way, virtualization addresses the limitations in cooling and power de-
livery. This lead to the design of new energy management techniques in virtualized
systems. In [12], the authors propose a management system that uses different power
management policies on the virtualized resources of each virtual machine to globally
control the power consumption. The emerging concept of consolidation is directly
linked with energy management in clouds. The consolidation techniques aim to man-
age the jobs and combine them on the physical nodes. These techniques can be used
to optimize energy usage [16].

2http://aws.amazon‘com.
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3 Energy cost of virtual machines
3.1 Context

Cloud computing seems to be a promising solution to the increasing demand of com-
puting power needed by more and more complex applications. We have seen that
virtualization is promoted by several researches to decrease the energy consumption
of large-scale distributed systems. However, the studies often lack real values for the
electric consumption of virtualized infrastructures.

Our goal is to determine the energy cost of the life of a virtual machine (VM) by
measuring the cost when a job is running on it, the cost when the VM does nothing
(no job), and the cost of a migration. These measurements will be used for calibrat-
ing our energy-aware models. To answer these questions, we have performed some
experiments.

Our experimental Cloud consists of HP Proliant 85 G2 Servers (2.2 GHz, 2 dual
core CPUs per node) with XenServer 5.0° installed on them. Each Cloud node is
linked to an external wattmeter that logs the power consumption of the node each
second. These energy logs are sent to an energy data collector which stores them.
The energy data collector is linked to the Cloud portal, so users can access these
logs. The measurement precision of our experimental platform is 0.125 watts, and
the maximum frequency is one measure per second, which is precise enough to have
a good idea about the consumption of virtual machines.

3.2 The life of a virtual machine

Virtual machine technology is the essential building-block of Cloud infrastructures.
VMs are spawned on demand to meet the needs of users, so they can create their own
VMs.

Figure 1 shows the boot of a VM from ¢ = 10 to t = 30, a cpuburn® running on
the VM from ¢ = 40 to = 100 and then the shutting down of the VM from ¢ = 110
tot =122.

There are two notable aspects. The first one is that the average power consumption
from ¢ = 30 to t = 40 is equal to the idle consumption ( Pigle) which is the consump-
tion of the node when it does nothing. So, an idle VM (with nothing running on it)
does not consume energy. This is a counter-intuitive conclusion: the hypervisor con-
sumes as much energy with 7 idle VMs than without. The second point is that the
boot and the shutdown consume really less energy than a cpuburn. So, in future ex-
periments and to simplify the lecture of the experimental results, we will not present
these periods of boot and shutdown. We will just show the time periods with the jobs.
For clarity also, the jobs will all be cpuburn. So we are able to compare the power
consumption of the different Cloud nodes with jobs running on them.

3XenServer is a cloud-proven virtualization platform that delivers the critical features of live migration
and centralized multi-server management (http://citrix.com/English/ps2/products/product.asp?contentID=
683148).

4cpubum is a software designed to apply a high load to the processor (http://pages.sbcglobal.net/redelm/).
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Fig. 1 Life of a virtual machine: boot, run, and halt

3.3 Migration

On Xen, the VM live migration consists of transferring its memory image from the
host Cloud node to the new one. If the VM is running, it is stopped for a period of
time during the copy of the last memory pages (the ones that are often modified). So
when a migration occurs, the end of the job which is in the migrated VM is delayed
by a certain amount of time (the period during which the VM is stopped). We denote
that time by 7;,,. This time does not include the whole migration process’s duration.
Indeed, we have competition at the hypervisor level. If several migrations are required
at the same time on the same node, they are queued and processed one by one by the
hypervisor (this can also be influenced by the network bandwidth).

In Fig. 2, we have launched one by one six cpuburn on six different VMs on Cloud
node 1. The first starts at r = 10; we see that the consumption increases to 209 watts.
Then the second starts and the consumption reaches 230 watts. The third starts, and
the node consumes 242 watts. The fourth leads to 253 watts. The apparition of the
fifth and the sixth jobs does not increase the consumption. Indeed, as the jobs are CPU
intensive (cpuburn uses 100% of a CPU capacity) and as there are only four cores on
the node (2 dual core CPUs), they are fully used with the first four VMs. The fifth
VM appears as “free” in terms of energy cost because it shares already fully used
resources. Obviously, these “energy-free” VMs have a cost in terms of performances.

Each cpuburn job lasts 300 seconds (Fig. 2). At r = 110, we launch the migration
of the 6 VMs from Cloud node 1 to Cloud node 2. The migration requires sustained
attention from the hypervisor that should copy the memory pages and send them to
the new host node. So it cannot handle 6 migrations at the same time, they are done
one by one.
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Fig. 2 Migration of virtual machines

The competition occurs, and we see with the power consumption of Cloud node
2 that the VMs arrived one by one. The consumption of Cloud node 1 begins to
decrease during the migration of the third VM. At that time, only three VMs keep
running on the node. Each job ends 5 seconds late, this is 7;,. The competition that
occurs during the migration request does not affect more the jobs running on the last
migrated VMs since they are still running during their wait for a migration.

4 Green Open Clouds

Some previous works on operational large-scale systems show that they are not uti-
lized at their full capacity [11]. Resources (computing, storage and network) are not
used in a constant way by applications and users of large-scale distributed systems
(e.g., clusters, grids, clouds). Some inactivity periods can be observed, monitored
and predicted. During these periods, some energy-aware frameworks can reduce en-
ergy consumption at a global level. We focus on the usage and the energy analysis of
an experimental platform (i.e., the Grid5000 infrastructure [4]). With a set of hard-
ware energy sensors, we monitor the energy profile of computing and communicating
nodes in order to incorporate live energy values in dynamic decision models. We also
propose tools, portals and frameworks feed these results, in real-time, back to users
and to cloud and grid middleware.

By generalizing the EARI framework (Energy Aware Resource Infrastructure)
proposed for energy-efficient experimental Grids [14, 15], we design the Green Open
Cloud architecture (GOC)—an energy-aware framework for Clouds (Fig. 3). The de-
scribed solution supports the “do the same for less” approach, dealing with efficient
On/Off models combined with prediction solutions.
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Fig. 3 The Green Open Cloud infrastructure (GOC)

4.1 Green Open Cloud architecture

Virtualization solutions appear as alternative approaches for companies to consol-
idate their operational services on a physical infrastructure, while preserving spe-
cific functionalities inside the Cloud perimeter (security, fault tolerance, reliability,
etc.). These consolidation approaches are explored to propose some energy reduc-
tion, while switching OFF unused computing nodes. We study the impact of virtual
machines aggregation in terms of energy consumption. Some load-balancing strate-
gies associated with migration of virtual machines inside the Cloud infrastructures
will be presented.

We will present and describe the GOC architecture which supports the following
facilities:

Switching OFF unused computing, networking and storage resources;

— Predicting computing resources usage in order to switch ON the nodes which are
required in a near future;

Aggregating some reservations to avoid too frequent On/Off cycles;

Green policies which allow users to specify their requests in terms of energy tar-
gets.

The GOC infrastructure is added to the usual resource manager of the Cloud as
an overlay. We do not modify the job-scheduling policies, for example, in order to be
adaptable to all the resource managers (such as Eucalyptus, for example, [13]). The
GOC infrastructure embeds (Fig. 3):

A set of electrical sensors providing dynamic and precise measurements of energy
consumption;

— An energy data collector;

A trusted proxy for supporting the network presence of switched OFF cloud nodes;
An energy-aware resource manager and scheduler.
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Fig. 4 Architecture of the GOC resource manager

The electrical sensors are connected to each node and they send their consump-
tion measurements to the energy collector. The resource manager has access to this
collector and requests the energy logs when needed. It sends them to the Cloud portal
in a well-presented manner so that the users can see them and see their impact on the
power consumption of the nodes. The Cloud portal is responsible for providing some
web services to the users and it is the access point for outside.

The first idea to save energy is to switch off the unused nodes because, as we
have seen in Sect. 3, an idle node consumes a lot. We will thus develop our predic-
tion algorithms which aim to switch on the nodes when required. The energy-aware
resource manager takes the decisions concerning the shutdown and the boot of the
nodes (green resource enforcement). The energy aware resource manager also pro-
vides “green” advice to users in order to increase their energy awareness. This con-
sists in proposing several solutions to the user when he submits a job: running it now
if possible, running it later and aggregate it with other ones (on the same nodes), or
allowing migration decisions for running jobs. These green policies would increase
resource sharing and so decrease the energy consumption of the Cloud. If the job is
urgent, it can still be run immediately if there are available nodes. On the resource
manager architecture (Fig. 4), the white boxes are the usual components of a resource
manager, the green ones are GOC features. GOC is designed as an overlay on top of
the existing resource manager utilities.

4.2 Network presence

As we switch off the unused nodes, they do not answer to the Cloud resource man-
ager. So they can be considered as dead (not usable). This is a problem that we solve
by using a trusted proxy. When we switch off a Cloud node, we migrate its basic
services (such as ping or heartbeat services, for example) on this proxy and it will
answer for the node when asked by the resource manager. The key issue is to ensure
the security of the infrastructure and to avoid the intrusion of malicious nodes. Our
trust-delegation model is described in [6].
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4.3 Queue and predictions

The Cloud portal transmits the user’s jobs to the resource manager which schedules
them on the different Cloud nodes. But it treats the users requests one by one. So the
requests are first queued. A key feature of our infrastructure consists in switching off
the unused nodes. But we need to boot them before a burst of jobs. Otherwise, if there
are no more available host nodes, we should switch on the sleeping nodes when the
requests arrive and we will delay them by the booting time.

Our prediction algorithms are based on the average values of the last submissions’
inter-arrival times. When we have idle nodes (because they have finished their jobs or
because we have migrated their VMs to free them), we need to know if we can switch
them off. So we have defined a period of time denoted 7. This time is such that the
node consumes as much power when it is idle as when we switch it off and switch it
on again during that time. So T is defined by:

_ Eon-oFr + EoFF—0N — Porr(80N—OFF + 80FF—ON)

Ty

Piqle — Porr ’
where Pigje is the idle consumption of the node (power in watts), Porp the power
consumption when the node is off (power in watts), soN— oFF the duration of the node
shutdown (in seconds), orr— onN the duration of the node boot, EoN—s oFF the energy
consumed to switch off the node (in joules) and Eopr— onN the energy consumed to
switch on the node (in joules).

When a node is free, we predict the next job, and if this job occurs in less than T
seconds and if this node is required for this predicted job, we leave it on. Otherwise
we switch it off. Our prediction is computed as follows: it is the average of the inter-
submission time of the previous jobs plus a feedback. The feedback is computed with
the previous predictions. It represents an average of the errors made by computing the
few previous predictions. The error is the difference between the true value and the
predicted one.

We have seen in [14] that even with a small n (5, for example) we can obtain good
results (70% of good predictions on experimental Grid traces). This prediction model
is simple but it does not need a lot of disk accesses and is really fast to compute,
which are crucial features for real-time infrastructures.

4.4 Comparison between GOC and EARI

The GOC infrastructure is an adaptation of our Energy-Aware Reservation Infrastruc-
ture [15] that deals with Grids environments. This infrastructure is quite different
from our previous work. Indeed, in EARI we only handle the reservations. Each user
that wants to submit a job should specify its length in time, its size in number of
nodes, and a wanted start time. With GOC, we just need the size in terms of number
of VMs and there is no reservation, no agenda. So it greatly modifies the specifica-
tions of the elementary entity: the job in our case, the reservation for EARI. It implies
different management algorithms for the jobs (to act live and not in the future) and
different prediction algorithms since we want to predict the next submission and not
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the next reservation (in EARI, the user does a submission for a reservation which is
in the future).

In both infrastructures, we guarantee the performance. We do not impact on the
resources wanted by the user nor on the end time if the user does not agree. We have
validated EARI by using real usage traces of an experimental Grid. It is not possible
with GOC since we do not have access to Cloud usage logs, so the GOC infrastructure
is validated with some usage scenarios.

5 Experimental validation
5.1 Experimental methodology

Our Cloud platform consists of HP Proliant 85 G2 Servers (2.2 GHz, 2 dual core
CPUs per node). XenServer 5.0 is installed on each node. In the following exper-
iments, we focus on the energy consumption of only two Cloud nodes for clarity
reasons. However, as we will see, our infrastructure is scalable. As all the decisions
regarding the starting and shutting down of Cloud nodes are taken by the energy data
collector (and sent to the resource manager to apply them), the resource manager is
not overloaded by these decisions. It just requires a few simple commands to send
to the cloud nodes. It does not require any computation. There is no limitation to the
scalability of our infrastructure.

We have taken a simple example to illustrate and analyze the working of our in-
frastructure. Our experimental platform consists of two identical Cloud nodes: one
resource manager that is also the scheduler and one energy data collector. All these
machines are connected to the same Ethernet router. In the following, we will call
‘job’ a reservation for a user to launch as soon as possible. When a user submits
a reservation, he predicts the length in time and the number of resources required.
This reservation mechanism is an unusual scenario. We place this research in the
context of next generation clouds where frameworks should be able to help cloud
providers to avoid over-provisioning of resources. Having scheduling reservations
with bounds will help clouds’ providers better manage their platforms. This type of
workload can already be used for reservations with budget (money) constraints which
bounds the user possibility of resource reservation (and thus the reservation length),
service clouds with never ending applications where some adaptations and resource
switching off are scheduled (maintenance, cost changes in electricity with night/day
changes, etc.).

Our job arrival scenario is as follows:

— Att =10, 3 jobs of length 120 seconds each and 3 jobs of length 20 s each;

At ¢ =130, 1 job of length 180 s;

At t =310, 8 jobs of length 60 s each;

— At r =370, 5 jobs of length 120 s each, 3 jobs of length 20 s each and 1 job of
length 120 s, in that order.

Our reservations are short, in order to keep the experiment and the graph represen-
tation readable. Each reservation is a computing job with a cpuburn running on the
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VM. We have seen that the boot and the shutdown of a VM are less energy consum-
ing than a cpuburn (see Sect. 3.2). So we will just represent the cpuburn in order to
reduce the length of the graphs and for a better readability.

Each node can host up to seven VMs. All the hosted VMs are identical in terms
of memory and CPU configuration, and they all host a debian etch distribution. As
our infrastructure does not depend on any particular resource manager, we do not
change the scheduling of the reservations and the assignment of the virtual machines
to physical machines. The only exception is when a physical node is off, we then
attribute its jobs to the awake nodes if they can afford it; otherwise we switch it on.

Thus, in order to validate our infrastructure, we have studied two different schedul-
ings:

— Round-robin: first job to the first Cloud node, second job to the second one, and
so on. When all the nodes are idle, we change the order of the nodes (we do not
always attribute the first job in the queue to the first node).

— Unbalanced: we put all the jobs we can on the first Cloud node and if we still have
jobs in the queue, we use the second node and so on (as before, when all the nodes
are idle, we change the order to balance the roles).

These two schedulings are well-known and widely used in large-scale distributed
systems management. For each of these schedulings, we will use four scenarios to
see the difference between our VM management and a basic one. The four scenarios
are as follows:

Basic: we do not change anything;

Balancing: we use migration to balance the load between the Cloud nodes;
On/off: we switch off the unused nodes;

— Green: we switch off the unused nodes and we use migration to unbalance the
load between Cloud nodes. This allow us to aggregate the load on some nodes and
switch off the other ones. This is the scenario that corresponds to GOC.

For each scheduling, we have run the four scenarios on our experimental platform
and we have logged the energy consumption. We will analyze these logs in the two
following subsections.

5.2 Round-robin scheduling
5.2.1 Basic scenario

The basic scenario depicts the way VMs are managed when there is no green or load-
balancing policy. It is the easiest possible management. Figure 5 shows the Gantt
chart of such a scenario with the round-robin scheduling of the jobs.

Figure 6 presents the power consumption (in watts) for the two Cloud nodes. We
see that a VM with a cpuburn inside costs about 10 watts; this represents about 5%
of the idle consumption. We observe that the fifth VM costs nothing because Cloud
node 2 consumes as much power at t = 360 with 4 VMs as at ¢ = 380 with 5 VMs.
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Fig. 5 Gantt chart for the basic scenario with round-robin scheduling
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Fig. 6 Power consumption for the basic scenario with round-robin scheduling

5.2.2 Balancing scenario

This scenario is also widely used in resource management. We try to balance the load
between the Cloud nodes by using migration if necessary. This helps to preserve the
nodes from overheating and to prevent overused nodes to have technical problems
prematurely since the other ones are not used. It is linked to the principle that it is
better to have a working node than a running node which is doing nothing.

We see in Fig. 7 that this scenario implies a migration of the last scheduled job
to have three jobs at each Cloud node. As migration takes time, we do not migrate
small jobs (with a duration lower than 20 seconds in that example). This time bound
is denoted 7,,. We also wait T, seconds after the beginning of a job before migrating
it. It indeed allows initializing the job and the VM, so the migration is simplified,
and we avoid the migration of small jobs or the migration of crashed jobs or VMs
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Fig. 8 Power consumption for the balancing scenario with round-robin scheduling

(in the case of a technical failure or bad user configuration of its VM). The energy
profile of this scenario (see Fig. 8) points that it takes 5 seconds to migrate one VM
from one Cloud node to the other. Actually, it takes a little bit more (we should add
the processing time of the migration request), but the job on the VM is interrupted
during only 5 seconds, this is 7j,. So the last job ends 5 seconds later.

Even if it is not usual now in cloud infrastructures to support job migration, this
operation seems not too expensive for computing applications with large durations.
For an application with lots of disk accesses and high network usage, this migration
time would be greater and thus cost more. Indeed, during the migration process, the
two nodes consume energy for this. We plan to do experiments with such applications
in our future works.
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5.2.3 On/Off scenario

This scenario (Fig. 9) comes from a simple on/off algorithm: the unused nodes are
switched off and we predict the next use to switch them on again. In Fig. 9, we can
observe that Cloud Node 1 is unused between r = 130 and = 310 seconds. As we do
not have access to the Cloud provider’s logs, it is hard to validate our prediction algo-
rithms. Thus in this experiment, we have assumed that we have achieved a good job
prediction and that Cloud node 1 has been booted just in time for its next job (Fig. 10,
the boot takes 110 seconds). We can see an evaluation of our prediction algorithms
in a Grid context with real Grid traces in [14]. Our algorithms achieve 70% of good
predictions on average. During the boot, we see an impressive consumption peak that
corresponds to the physical start of all the fans and the ignition of all the node com-
ponents. However, the on/off algorithm is more energy efficient since an idle node
has a really high power consumption (around 210 watts) and the off consumption is
low (around 25 watts). To save energy, the idle time should be greater than a certain
time that we have called 7. Here the idle time is greater than 7§, so we can switch
off the node. It takes 10 second to shut down Cloud node 1, so Ty is greater than 120
seconds (the time to shut down the node and to switch it on again).

As we can see from the graph (Fig. 10), this scenario consumes less energy than
the two previous. We could also increase dynamicity and reduce energy usage by
using suspend (to disk or to ram) and resume operations instead of a full switch OFF
and boot operations. This would also lower 7.

5.2.4 Green scenario

Our infrastructure, described in Fig. 4, includes on/off mechanisms, prediction al-
gorithms, and migration to enforce virtual machine aggregation on some nodes to
increase the number of idle nodes that will be switched off, the scenario is available
on Fig. 11. We notice that the job starting at # = 130 on Cloud node 2 is reallocated on
Cloud node 1 since Cloud node 2 is switched off and Cloud node 1 is free. Moreover,
the third job starting at r = 10 is migrated from Cloud node 2 to Cloud node 1 since
it allows Cloud node 2 to shut down. The same context appears with two jobs starting
at t = 370 on Cloud node 1; they are thus migrated to Cloud node 2, and Cloud node
1 is switched off.

@ Springer



366 L. Lefevre, A.-C. Orgerie

350 T T T T

—— Cloud Node 2
Cloud Node 1

300 -

250 T l N

200

150 .

Power Consumption (watts)

100 N

50 1

0 1 1 1 1
0 100 200 300 400 500

Time (seconds)

Fig. 10 Power consumption for the on/off scenario with round-robin scheduling
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Fig. 11 Gantt chart for the green scenario with round-robin scheduling

The power consumption of the two Cloud nodes during this experiment is pre-
sented in Fig. 12. Compared to the previous scenario’s consumption, this one entails
larger off-periods, so the consumption is lower even with the cost of three migra-
tions. We notice the small consumption peaks due to migrations cost around ¢ = 35
and ¢ = 395.

As a conclusion for the round-robin scheduling, it appears that the green scenario
is, as expected, the less consuming in terms of Cloud nodes power consumption.
These results do not include the network costs of the migration, for example, but they
seem negligible compared to a Cloud node’s consumption [8].
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5.3 Unbalanced scheduling
5.3.1 Basic scenario

At first glance, the unbalanced scheduling seems more appropriate to save energy, as
we group the jobs on the smallest number of Cloud nodes. However, this scheduling
does not take into account the size of the jobs. Thus, after the end of the small jobs,
the nodes are used by only a few jobs which could have been aggregated on the same
node. The basic scenario is depicted in Fig. 13. We see that the first burst of jobs is
allocated to Cloud node 1 at t = 10, and the second burst which occurs at t = 130 is
allocated to Cloud node 2; we alternate the first node to use.

We see on the consumption logs for this scenario (Fig. 14) that as previously, from
4 to 7 VMs on a Cloud node, the node consumption is the same. The consumption
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Fig. 15 Gantt chart for the balancing scenario with unbalanced scheduling

levels are also really noticeable.These levels correspond to VMs that use their virtual
CPU intensively.

5.3.2 Balancing scenario

The balancing scenario (Fig. 15) does not perform well with unbalanced scheduling
since those two approaches are opposite. It leads to a great number of VM migrations.

We see the result of these numerous migrations in Fig. 16—more energy is con-
sumed. Moreover, it seems that the Xen hypervisor does not handle simultaneous
migrations very well. The migrations are queued (the VMs are still running) and
done one by one as suggested by the sawtooth curve of Cloud node 2 after r = 330.
During that time, Cloud node 1 still consumes a lot of energy.
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5.3.3 On/Off scenario

The on/off scenario (Fig. 17) is more energy efficient with unbalanced scheduling
than with round-robin scheduling since this scheduling promotes the idleness on the
greatest possible number of Cloud nodes. The job starting at + = 130 is reallocated to
Cloud node 1 because Cloud node 2 is off.

As before, we switch on Cloud node 2 at + = 200 since it takes 110 seconds to
wake up. The power consumption graph is shown in Fig. 18.

5.3.4 Green scenario
The green scenario (Fig. 19) is also more energy efficient with unbalanced scheduling

for the same reasons. One migration is necessary for the last job to shut down Cloud
node 1.
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Figure 20 depicts the power consumption for this scenario. We notice the small
consumption peak on Cloud node 1 for the migration of the last job. Like with the
previous scheduling and as expected, the green scenario is the least consuming.

5.4 Comparison between the scenarios

To make a comparison between the four scenarios, we have computed the average
power consumption per node (average value between Cloud node 1 and Cloud node 2)
for each case. The results are shown in Fig. 21.

We clearly observe that the green scenario is the least consuming of the two
schedulings. The green scenario with unbalanced scheduling consumes 25% less en-
ergy than the basic scenario with round-robin scheduling. We notice that the bal-
ancing scenario is more consuming than the basic one for unbalanced scheduling
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due to numerous migrations as explained before. For all the scenarios, unbalanced
scheduling is the least consuming even for the scenarios that do not take into account
energy-aware considerations, such as the basic scenario and the balancing one. This
clearly indicates that a load-balancing strategy is more energy consuming than an
unbalancing one. This idea seems counter-intuitive at the first glance.

6 Conclusion and future works
This paper presents our first step in designing a Green Open Cloud architecture by

taking into account the energy usage of virtualization frameworks. Based on the
EARI model, we have experimentally measured and analyzed the electric cost of
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basic operations associated with virtual machines (boot, usage, migration, etc.). We
have proposed original software frameworks able to reduce the energy usage of cloud
infrastructure. These frameworks embed load-balancing solutions with migration fa-
cilities and an on/off infrastructure associated with prediction mechanisms.

In our experimental validation, the jobs are not delayed for more than 5 seconds
due to migration operation (which is the value of T}, as defined in Sect. 3.3). When
two migrations are required at the same time on the same node, the hypervisor lets the
VM running and does the migrations one by one. Therefore, if we make migrations
in order to shut down a node, we should wait longer depending on the number of
VMs to migrate and so consume more. It follows that if we have numerous VMs to
migrate with small jobs, it could be more energy efficient to let them end on their
original node. This outcome raises questions, and especially this one: What is the
optimal power consumption (the lowest bound)?

Next generation Cloud environments could support in-advance reservations. In
such Cloud environments, we can propose solutions to support greater energy sav-
ings. Indeed, when a user submits a reservation, our GOC infrastructure suggests
several possible start times and tries to influence the user to aggregate its reservation
with other ones already inscribed in the agenda. We also could have a deadline mech-
anism, each user giving a deadline when it submits its job. This allows us to start
its job with other ones, then freeze it and later finish it with other jobs, respecting
the deadlines. This scenario could be more energy efficient than the green scenario
presented previously. This leaves several tracks to explore in order to save energy.
Pricing and accounting in Clouds are among other tracks that can be explored to
reduce overall consumption. A model based on electricity costs with slack periods
and low prices for flexible clients could be used. It would also have the advantage of
increasing the energy-awareness among the clients.

As future works, we plan to study the impact of consolidation and aggregation
of virtual machines on the execution time of real applications. These impacts are in-
duced by the competition on the resources. We are currently experimenting and simu-
lating our green strategies with open-source clouds frameworks (based on Eucalyptus
framework [13]) deployed in large-scale distributed systems (i.e., the Grid’5000 plat-
form [4]) in order to validate the proposed approach on large-scale infrastructures.
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