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Cloud
Data center

Fog Infrastructures

“Fog computing is a horizontal, physical or virtual
resource paradigm that resides between smart |Core
end-devices and traditional cloud or data centers.”
[NIST 2017]
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loT applications
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Energy & delay violation O
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ram; < ram}Vi € [0, N — 1],Vj € [0, M — 1]...(i) e e 0
S.t{ mi; < CPUJVI € [0, N — 1],VJ € [0, M — 1](”) -\fo) 6 ACTUATOR)
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ACTUATOR/

Ljeiom—1y YelirJ) = 1,Vi € [0, N — 1]... (i)
@ (i) and (ii) are respectively memory and computing constraints for
placing service i on machine j.

@ (iii) means that a service s; should be placed only in one device.
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Discrete Particle Swarm
Optimization approach

» Semi-stochastic population-hased approach.

» Inspired hy the collective behavior of social animals
(Birds flocking,Fish schooling).

» Aset of particles with a position, velocity and a set
of neighbors exploring the multidimensional search
space throug iterations.

» The particle's movement (direction and speed)
hetween each iteration is a consequence of its own
experience (local search method) and its
neighboring one (semi-global or global search).
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Velocity particle's position updating

We compute each particle new velocity matrix according to Eq (1).

vErL(i, ) = wEDVE(, J) + prwit(i, ) [F(PbE)

t t+10; - t t (1)
— F(X)] + p2wzt (1, J)[F (NbL) — F(X,)]

After new velocity computation, we deduce particle’s new position vector
with Eq (2)

SO = 2 s= W) =

{vie(i. )} (2

max
vje[0,M—1]

Physical topology constraints can reduce placement possibilities for a
service s;.

Vk € [0, P — 1],Vt € [0, Tmax — 1] = vi(i,j) = —oo 3)

>

Strategies

1. Initialize all particles uniformly
2. Initialize velocities to 1
Y
3. Evaluate fitness for each particle Xk ]
v
4. Update Personal best (pb)
5. Update ring neighbor best (nb)
)
6. Update velocity
7. Update particle position
No Is max

iterations
reached?
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FogCloud(FC)
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Discret Particle Swarm Optimization
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Conclusion (1)

Evolutionary approach and basic placement strategies.

DPSO gives a good tradeoff between energy and delay values.
Execution time.

Centralized approach.

Hierarchical topology.

Linear energy consumption profile.

Static infrastructure and VMs.
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Conclusion (2
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