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Abstract—Future supercomputers will consume enormous amounts of energy. These very large scale systems will gather many homogeneous clusters. In this paper, we analyze the power consumption of the nodes from different homogeneous clusters during different workloads. We classically observe that these nodes exhibit the same level of performance. But we also show that different nodes from a homogeneous cluster may exhibit heterogeneous idle power energy consumption even if they are made of identical hardware. Hence, we propose an experimental methodology to understand such differences. We show that CPUs are responsible for such heterogeneity which can reach 20\% in terms of energy consumption. So energy aware (Green) schedulers must take care of such hidden heterogeneity in order to propose efficient mapping of tasks. To consume less energy, we propose an energy-aware scheduling approach taking into account the heterogeneous idle power consumption of homogeneous nodes. It shows that we are able to save energy up to 17\% while exploiting the high power heterogeneity that may exist in some homogeneous clusters.

I. INTRODUCTION

Supercomputers are systems built from a collection of computers performing tasks in parallel, in order to achieve very high performance. Driven by the new scientific challenges, the high performance computing (HPC) community requires more and more highly performant systems. Focusing on performance has led to low energy efficient systems with a very high total cost of ownership (TCO) [1]. According to the TOP500 list\(^1\) published in November 2012, the most performant supercomputer is the Titan platform, a machine with more than 500,000 cores which consumes more than 8MW for a maximum performance of 17 PFlop/s.

In recent years, the HPC community has acknowledged that the energy efficiency of HPC systems is a major concern in designing future exascale systems [2], [3]. The Defense Advanced Research Projects Agency (DARPA) has set to 20 MW, the maximum energy consumption of an exascale supercomputer [4]. Furthermore, the Green500 list\(^2\) raises the awareness of power and energy consumption in supercomputing by reporting the power consumption and energy efficiency of large-scale HPC facilities.

In this paper, we identify hidden sources of heterogeneity in terms of energy consumption for apparently homogeneous clusters. We show through a detailed analysis that the main factor of heterogeneity in the idle power consumption is due to CPUs consumptions. This original result has an impact for the design of efficient energy-aware components like resource managers or schedulers. Then, we propose to take into account the heterogeneity in terms of power consumption in order to build energy-aware schedulers and we evaluate this impact using different scenarios.

This paper is organized as follows. Section 2 describes previous related works. Section 3 presents the experimental infrastructure. In Section 4, we observe the power heterogeneity in nodes from homogeneous clusters. In Section 5, we try to explain the origins of such heterogeneities. Section 6 presents FLIP (First Less Idle Power), an energy-aware scheduling policy and provides a validation of this approach. Section 7 concludes the paper and presents some future works.

II. RELATED WORK

The issue of energy efficiency in distributed platforms has mainly been taken into account in the context of grids, datacenters, or cloud computing. Combined with hardware optimizations offered by manufacturers, there are mainly two approaches to reduce the energy consumption of distributed platforms: the slowdown and the shutdown approaches.

The slowdown approach consists in dynamically adjusting the performance level of a resource according to the performance level that the application and the user really need. For instance, many studies use DVFS techniques (Dynamic Voltage Frequency Scaling) for adapting the speed of processors [5] depending on the performance required by the application. These techniques have inspired the definition of different energy states characterized by the CPU frequency, voltage and power consumption.

The shutdown approach consists in dynamically turning off unused resources and turning them back on only when they are needed. Many works like [6]–[8] are based on this approach and suggest using on and off algorithms in order to avoid consuming energy while machines are idle. However, these works do no consider to select the best nodes to switch off (i.e. the more consuming ones) as they consider that the power consumption is the same for the nodes belonging to a same cluster.

Evaluating and measuring power consumption of one node or one process is not new, but it can be a challenging task [9]. For instance, in [10], the authors measure the energy consumed by the nodes of the Grid’5000 Lyon site. For their energy measurements, they use a dedicated energy-sensing
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\(^1\)Top500 list: http://www.top500.org/
\(^2\)Green500 list: www.green500.org
infrastructure available on Grid’5000 [11] Lyon site. The authors analyze information on the energy consumed by the nodes and analyze the correlation between the energy logs collected and the user resource reservation requests. In [12], the authors present another way of evaluating application power consumption. They describe a methodology for predicting the power consumption of a computer, depending on performance counters, and then use these counters to predict the power consumption of each single process.

Many works like [13]–[15] assume that nodes from a homogeneous cluster have the same power consumption. In this paper we observe a different reality. Moreover, it has been shown in [16], [17] that nodes from a same cluster may have a different power consumption due to fluctuations caused by the external environment, such as external temperature and position of the node in the rack. However, we show in this paper that in some cases, we may have a significant heterogeneity in terms of power consumption that could not be explained by these reasons. We also try to give some explanations about this power heterogeneity and propose an energy-aware approach based on this heterogeneity in order to reduce the energy consumption of HPC executions.

III. EXPERIMENTAL INFRASTRUCTURE

In order to analyze and evaluate the power consumption of identical nodes, we used three different clusters from the large scale experimental platform Grid’5000 [11]. The specifications are detailed in Table I.

We monitor the Sagittaire and Taurus clusters with an energy-sensing infrastructure of external wattmeters from the SME Omegawatt. This energy-sensing infrastructure, which was also used in [10], enables to get at each second the mean power consumption in Watts computed over up to 6000 power samples for each monitored node [18]. We consider that this mean power consumption displayed each second is a very accurate instantaneous power measurement. Logs provided by the energy-sensing infrastructure are displayed lively and stored into a database, in order to enable users to get the power and the energy consumption of one or more nodes between a start date and an end date.

We monitor the Stremi cluster with an energy-sensing infrastructure of Raritan power distribution units (PDUs). These PDUs provide the instantaneous power consumption in Watts each three seconds for each monitored node. Logs from these PDUs are saved into a database and can be obtained through SNMP requests.

IV. DO NODES FROM A HOMOGENEOUS CLUSTER CONSUME THE SAME POWER?

In this section, we wonder if nodes from a homogeneous cluster consume the same power. In Section IV-A, we run some specific workloads on nodes from a given homogeneous cluster. In Section IV-B, we show that our first conclusions on this cluster can be generalized to the other clusters. Finally, in Section IV-C, we explain the origin of these differences by analyzing the behavior of nodes from the homogeneous clusters when they are idle: the nodes are switched on but they run nothing else than the operating system.

A. For a given cluster executing different workloads? The Sagittaire case

We start by wondering whether nodes from a given homogeneous cluster that run the same benchmarks consume the same power. In order to answer to this question, we choose the Sagittaire cluster since it is the homogeneous cluster that has the highest number of nodes. For the Sagittaire cluster, we simultaneously run on each node different intensive workloads that stress some specific parts of the nodes and we measure the power consumption of each node during each workload. The CPU, Memory, and HDDs are the main components we aim to stress. We run each benchmark at the same time on all the nodes of a cluster in order to be sure that the environmental conditions were the same during the power measurements. To achieve this purpose, we select the following benchmarks:

- \texttt{cpuburn} \footnote{\texttt{cpuburn}: http://manpages.ubuntu.com/manpages/precise/man1/cpuburn.1.html}: This benchmark heats up any CPU to the maximum possible operating temperature that is achievable by using ordinary software.
- \texttt{burnMMX} \footnote{\texttt{burnMMX}: http://pl.digipedia.org/man/doc/view/burnMMX.1}: This program comes with the \texttt{cpuburn} package and specifically stresses cache and memory interfaces.
- \texttt{hdparm} \footnote{\texttt{hdparm}: http://linux.die.net/man/8/hdparm}: This application is a command line utility for the Linux operating system and is used to set and view parameters of various hard disk drives interfaces such as SATA, PATA, SAS, SAT, and IDE. We use the \texttt{-t} option to perform timings of device reads and to stress the HDD.

We consider the following scenarios for each node:

1) All cores run \texttt{cpuburn} during 60 seconds.
2) All cores run \texttt{burnMMX} during 60 seconds.
3) One core of each node run \texttt{hdparm} during 60 seconds.

Figure 1 presents the power profile on all the Sagittaire nodes running 60 seconds of \texttt{cpuburn}, then \texttt{burnMMX}, and \texttt{hdparm} benchmarks. Figure 1 shows that the power profiles of the nodes remain almost constant during the 60 seconds of \texttt{cpuburn} and during the 60 seconds of \texttt{burnMMX} benchmarks. During the 60 seconds of \texttt{hdparm} benchmark, the power is oscillating between a minimum and a maximum value of power consumption. This is explained by the fact that this benchmark alternatively writes and reads on/from the hard disk drive [19].

Moreover, Figure 1 shows that identical nodes from the Sagittaire cluster do not consume the same power while running exactly the same benchmark in the same environmental conditions. For the \texttt{cpuburn} benchmark, the less consuming node consumes around 225W whereas the most consuming one consumes around 275W. This difference of 50W is very significant. It represents about 22\%. For the \texttt{burnMMX} benchmark, the power consumption ranges from 215W to 265W for the least consuming node to 265W for the most consuming one. With the \texttt{hdparm} benchmark, the power consumption ranges from 165W to 215W when we consider the drops and from 170W to 220W when we look at the spikes. Will we notice the same
TABLE I: Specifications of the experimental infrastructure

<table>
<thead>
<tr>
<th>Cluster name</th>
<th>Sagittaire</th>
<th>Stremi</th>
<th>Taurus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>Lyon</td>
<td>Reims</td>
<td>Lyon</td>
</tr>
<tr>
<td>Installation year</td>
<td>Beginning of 2005</td>
<td>Beginning of 2011</td>
<td>End of 2012</td>
</tr>
<tr>
<td>Power measurement device</td>
<td>OmegaWatt</td>
<td>PDU Raritan</td>
<td>OmegaWatt</td>
</tr>
<tr>
<td>Operating system</td>
<td>Debian 6 (Squeeze)</td>
<td>Debian 6 (Squeeze)</td>
<td>Debian 6 (Squeeze)</td>
</tr>
<tr>
<td>Number of identical nodes</td>
<td>60 Sun Fire V20z</td>
<td>42 HP Proliant DL165 G7</td>
<td>16 Dell R720</td>
</tr>
<tr>
<td>CPUs per node</td>
<td>2 AMD Opteron 250 2.4 GHz</td>
<td>2 AMD Opteron 6104 T.7GHz</td>
<td>2 Intel Xeon 2.3 GHz</td>
</tr>
<tr>
<td>Number of cores per node</td>
<td>2 cores</td>
<td>24 cores</td>
<td>12 cores</td>
</tr>
<tr>
<td>Memory</td>
<td>2 GB</td>
<td>48 GB</td>
<td>32 GB</td>
</tr>
<tr>
<td>Hard disk drive</td>
<td>73 GB SCSI</td>
<td>250 GB SATA</td>
<td>598 GB SCSI</td>
</tr>
<tr>
<td>Network</td>
<td>Gigabit Ethernet</td>
<td>Gigabit Ethernet</td>
<td>10 Gigabit Ethernet</td>
</tr>
</tbody>
</table>

Fig. 1: Power consumption of identical nodes from one homogeneous cluster

In this section, we wonder if we observe the same differences in terms of power consumption if we consider other homogeneous clusters?

B. What about the other homogeneous clusters?

The Stremi and Taurus cases.

In this section, we wonder if we observe the same differences in terms of power consumption for nodes from other homogeneous clusters: Stremi and Taurus. For each homogeneous cluster (Sagittaire, Stremi and Taurus), we consider the same scenarios as previously described but for a longer period of time: 10 minutes. Since the power profiles of the cpuburn and burnMMX benchmarks remain constant for each node and the one of hdparm oscillates uniformly around an average value, we compute for each node the mean power consumption during each scenario.

Figure 2 presents the box plots showing the dispersion of the mean power consumption of the nodes for each cluster while running the cpuburn, burnMMX and hdparm benchmarks. Each box plot graphically depicts groups of numerical data through their five-number summaries:

- the smallest observation (sample minimum);
- lower quartile splitting lowest 25% of data;
- median cutting data set in half;
- upper quartile splitting highest 25% of data;
- largest observation (sample maximum).

It also indicates which measurement, if any, should be considered outliers. In order to make it easy to compare, the boxes are plotted on a same scale.

First of all, Figure 2 shows that during each specific benchmark, the power consumption of identical nodes from different homogeneous clusters is not the same. As in Section IV-A, for the Sagittaire cluster running cpuburn, the less consuming node consumes around 225W whereas the most consuming one consumes around 275W. This difference of 50W is very important (about 22%)! This dispersion is also very significant for the Stremi cluster: the mean power consumption per node running cpuburn ranges approximately from 250W to 280W. However, for Taurus cluster, this dispersion is not as important. Indeed, the mean power consumption per node ranges approximately from 235W to 240W while all cores of each node are fulfilled by cpuburn. We notice a similar power dispersion for the burnMMX and hdparm benchmarks.

Additionally, Figure 2 shows that for a given benchmark, nodes from a same homogeneous cluster are not always uniformly distributed over the whole power consumption interval. Indeed, most of the nodes from a same homogeneous cluster have a power consumption that is close to the median power consumption of all the nodes. For 50% of the nodes from Sagittaire cluster running cpuburn, the mean power consumption per node ranges approximately from 235W to 245W. For the other 50%, the mean power consumption per node ranges approximately from 235W to 240W while all cores of each node are fulfilled by cpuburn. We notice a similar power dispersion for the burnMMX and hdparm benchmarks.

The first observations we made concerning the extent and the distribution of the power consumption for nodes from the Taurus cluster are not as important as they are for Sagittaire and Stremi clusters. This could be because for this cluster we only have 16 nodes (which is not very representative) while we have 42 nodes for Stremi and 60 nodes for Sagittaire. Another explanation could be related to the age of the Taurus cluster. Indeed, nodes from this new cluster have been used for only 6 months and for this reason they may still be homogeneous from a power consumption point of view. We will detail this point in Section V.

Furthermore, for a given cluster, we notice that the power dispersion is almost the same while considering different benchmarks. Indeed, for one cluster, this power dispersion seems to be slid over the y axis when we move from one benchmark to another. For instance, with Sagittaire, the mean power consumption per node ranges approximately from 225W to 275W for cpuburn, from 215W to 265W for burnMMX and from 170W to 210W for hdparm. Thus, for the Sagittaire
cluster, we always observe a difference around 50W whatever the considered benchmark. This is also the case when we consider the two other clusters. These last observations lead us to wonder whether this power dispersion remains noticeable even when nodes are idle, that is to say the nodes are switched on but running nothing else than the operating system.

C. When nodes are idle?

In this section, we analyze the idle power consumption of nodes from the three different homogeneous clusters. At this end, we measure during 10 minutes the power consumption of each node while it is idle: it is switched on but running nothing else than the operating system. Thus, we measure only the power consumption of the hardware and the operating system running on this hardware. It lets the hardware promote the cores to a low power consumption states, also known as C-states. We remind that the operating system used is the same for all the nodes of the three homogeneous clusters.

For each homogeneous cluster, we compute the mean power consumption per node during these 10 minutes of idleness. Figure 3 shows that the idle power consumption is not the same for identical nodes from homogeneous clusters. Indeed, the idle power consumption of Sagittaire cluster ranges approximately from 165W for the less consuming node to 215W for the most consuming one. The idle power consumption of Stremi cluster approximately ranges from 140W to 170W while the one of Taurus cluster ranges from 95W to 100W. For each homogeneous cluster, the extent between the two extreme consuming idle nodes is the same as the one we observed for active nodes running a specific benchmark: 50W for Sagittaire, 30W for Stremi and 5W for Taurus.

For each homogeneous cluster, the box plots when the nodes are idle seems to be stackable to the ones that we observed when the nodes are executing a specific workload. This means that the power dispersion of the nodes is the same even when these nodes are idle. Therefore, the power differences observed in identical nodes are not due to the different workloads they are running.

Now that we know that even if identical nodes do not consume the same power when they are running a same benchmark and even when they are idle, we would like to know if the power differences that we observed while nodes are running a given benchmark are due only to the differences in terms of idle power consumption. So, for each benchmark, we subtracted the idle power consumption from the mean power consumption per node during a benchmark. We plot on Figure 4 this extra power consumption per node for the three considered clusters.

Figure 4 shows that the extra power consumption per node during a specific benchmark is the same for all the nodes from a given benchmark. Indeed, for the Sagittaire cluster, this extra power consumption per node is around 62W for cpuburn, approximately 52W for burnMMX and 5W for the hdparm benchmark. It shows that the differences of power consumption per node during a workload are almost entirely
due to the differences in terms of idle power consumption. In the next section, we analyze why we observe these differences in terms of idle power consumption whereas the nodes are identical from the hardware point of view.

V. WHAT IS THE ORIGIN OF THE DIFFERENCES IN THE IDLE POWER CONSUMPTION?

In this section, we try to find an explanation to the differences in terms of idle power consumption. Section V-A presents the experimental methodology and the following subsections our successive investigations.

A. Experimental Methodology

In order to find out the origin of such differences, we decide to take out from the Sagittaire cluster two nodes whose power consumptions are very different: sagittaire-54 and sagittaire-57 respectively consuming 167W and 205W when they are idle (a difference of 38W).

First, we suspected that the measurement conditions were not the same for these two nodes. To this end, we checked if these differences are due to the environmental conditions, the positions of nodes in the rack, or to the non-calibration of our wattmeters. Then, we thought that these differences were due to some internal components that may have a heterogeneous power consumption. Thus, we interchanged some internal components (power supply units, HDDs, RAMs) of the two considered nodes in order to detect which were heterogeneous in terms of power consumption. Furthermore, we measured the power consumption of the CPUs and the fans cooling the CPUs using PowerMon2 [20], an internal wattmeter from Renci iLab⁶.

PowerMon 2 is composed of eight individual channels. The three first channels provides the power consumption of the 3.3V, 5V and 12V lines of the motherboard while the five last ones can be used to measure the power consumption of other hardware components such as the 12V lines of CPUs or the 5V lines of the hard disk drives. This device uses an Atmel ATmega168 8-bit microcontroller which communicates with the host computer to provide eight current/voltage lines and timestamps at 1024 Hz per channel and 3072 Hz aggregate. The communication from the PowerMon 2 and the computer is done by an USB port. Voltage and current are detected using an Analog Devices ADM1191 digital power monitor IC on each power channel. Figure 5 presents a photo of the node sagittaire-54 connected to PowerMon 2 during our experimentations.

B. Environmental conditions

We first thought that even if the environmental conditions were the same during our power measurements, the temperature may be not uniformly distributed in the experimental room and then, the position of the nodes in the rack might explain the discrepancies of the idle power consumption per node. Thus, we interchanged the positions of these two nodes in the rack. When we measured the power consumption in these new positions, we noticed that the idle power consumption of the two nodes remained unchanged and sagittaire-54 was still the less consuming node. Therefore, the position in the rack is not the reason why we observe these differences in terms of power consumption.

Our second hypothesis was that the wattmeters used were not calibrated and hence were measuring the power consumption with a constant gap for each outlet. To verify this, we used another wattmeter, WattsUp Pro⁷. Figure 6 presents the power consumption measured by two different wattmeters during different workloads. Figure 6 shows that the power consumptions displayed with WattsUp Pro is sensibly the same to the ones registered with the Omegawatt. Thus, these differences in terms of idle power consumption are not due to the wattmeters that we used.

C. Specific Hardware Components

Then, we supposed that these differences may come from the power supply units of the nodes that may lose their

⁶Renci iLab project website: http://ilab.renci.org/powermon

⁷WattsUp Pro: https://www.wattsupmeters.com/secure/products.php?pn=0
efficiency over the time and then generate some power fluctuations. At this end, we interchanged the power supply units of these two nodes and measured the idle power consumption. Once again, we noticed that the idle power consumption remained the same for sagittaire-54 and for sagittaire-57. This means that these discrepancies in the idle power consumption are not due to the power supply units.

After that, we interchanged some internal components of sagittaire-54 and sagittaire-57: the hard disk drives (HDD) and the modules of random access memory (RAM). The idle power measurements for these two nodes remained unchanged when interchanging their HDDs or their RAMs. Hence, the differences of idle power consumption are due neither to the hard disk drives nor to the modules of random access memory.

D. CPU power analysis

We would have liked to swap the CPU from one node to the other but we did not since the CPU were glued to the motherboard and swapping them may have damaged the nodes. Instead of this, we use PowerMon2 to measure independently the 12V that energize the CPUs and the associated fans of sagittaire-54 and sagittaire-57. The idle power consumption profiles drawn by the idle, cpuburn, burnMMX and hdparm benchmarks. It is important to note that the internal power consumption shown on Figure 7 only includes the CPUs and the associated fans. This explains the differences with regards to measurements plotted in Figure 6.

![Fig. 6: Comparison of the power profiles of sagittaire-54 and sagittaire-57 using OmegaWatt (left) and WattsUp Pro (right) with OmegaWatt](image)

![Fig. 7: The CPUs and associated fans consumption of two specific nodes from Sagitta](image)

First, we notice from Figure 7 that when the two nodes are idle, the power consumption of the CPUs and the associated fans is approximately 118W for sagittaire-54 and 155W for sagittaire-57. We almost retrieve the difference of 38W that we observed when measuring externally with OmegaWatt wattmeter. Thus, we can conclude that the difference of power consumption is due to the difference of the idle power consumption of the CPUs and the associated fans.

From this internal power consumption, we observe that CPUs and the associated fans represent a great part of the whole power consumption of the node, even if it is idle. Indeed, it is 118W (see Figure 7) over 167W (see Figure 6) for the whole node sagittaire-54 and 155W over 205W for the whole node sagittaire-57. This represents a ratio of 70% for sagittaire-54 and 75% for sagittaire-57.

Let assume that the power consumption of the CPUs and the associated fans is depicted by the following model:

\[ P_{CPU\&Fans} = P_{static\ idle} + \Delta P_{dynamic\ application} \]  

\[ P_{static\ idle} \] is the power consumption of the CPUs and the associated fans when the node is idle. \( \Delta P_{dynamic\ application} \) is the extra power consumption of the CPUs and the associated fans when the related node is running an application.

Even for different benchmarks (cpuburn, burnMMX and hdparm), we still notice the difference of 38W, confirming that this difference is constant whatever the workload running on the two machines. Hence, this difference in power consumption is not due to the workload running depicted by \( \Delta P_{dynamic\ application} \) but on the difference in the idle power consumption \( P_{static\ idle} \) of the CPUs and the associated fans.

Having noticed that the power heterogeneity of identical nodes comes from the CPUs, we analyzed whether these differences also have an impact on the performance of the nodes or not. We measured the FLOPS (FLoat Operations Per Seconds) for each node of the Sagitta cluster but we only found marginal differences between the nodes. Therefore, it seems there is no causal relationship between the power heterogeneity and the performance of each node.

Due to fluctuations in the manufacturing process, different CPUs use different power, even if they have the same frequency and specifications. Specifically for Sagitta and Stremi clusters, a complementary explanation is that after some failures, the CPUs or the fans cooling the CPUs may have been worn since this can provoke heterogeneous energy consumption. This may also be due to a heterogeneous accumulation of dust. So, even if the end user can have the feeling of benefiting from a completely homogeneous cluster, heterogeneity at least in terms of energy consumption is present. Indeed, an increasing proportion of power consumption comes...
from leakage power that might actually change over the time, due to electromigration process [21]. This could explain why we observe significant differences in terms of idle power consumption for Sagittaire cluster which has been running for 8 years in comparison with Taurus cluster running only for 6 months. Indeed, the differences we observed in Taurus cluster are marginal (5%) and could be due to heterogeneity in the manufacturing processes.

VI. EXPLOITING THE POWER HETEROGENEITY FOR THE DESIGN OF GREEN SCHEDULERS: THE FLIP APPROACH

This section presents FLIP (First Less Idle Power), an energy-aware approach that takes advantage of the differences in the idle power consumption between nodes from a homogeneous cluster in order to save energy consumption during the execution of applications over large scale distributed systems.

A. Methodology

Unrealistic scheduling approaches assume that all the nodes of a same cluster have the same power consumption. In [13]–[15], the approaches consider that the energy consumption of the \( N \) nodes from a same cluster is equal to the energy consumption of a specific node multiplied by \( N \). In order to study the differences between a scheduling based on the real consumption of nodes and an unrealistic approach where all nodes are supposed to have the same consumption, we distinguished three scheduling policies relying on unrealistic assumptions:

- **Homogeneous_MIN**: all the nodes have the same power as the less consuming node of the cluster. This is the idealistic unreal case.
- **Homogeneous_MEDIAN**: all the nodes have the same power as the median consuming node of the cluster. This is the unrealistic scenario that is the most representative of reality.
- **Homogeneous_MAX**: all the nodes have the same power as the more consuming node of the cluster. This is the worst unrealistic case.

We show in this paper that the reality is different. That’s why we now consider the following realistic scheduling approaches that do not suppose equal energy consumption for all the nodes. Hence, we consider the overall energy consumption is equal to the sum of the measured energy for each node. We distinguish the three realistic scheduling policies:

- **OrderedIDs**: the nodes assigned to the user follow the ascending order of the node IDs. This is the default policy on our execution platform.
- **FLIP**: the nodes assigned to the user follow the ascending order of the idle power consumption per node. This is the approach that we propose in this paper: we assign to the user the idle less consuming nodes in priority.
- **FMIP**: the nodes assigned to the user follow the descending order of the idle power consumption per node. This is the worst realistic case.

In order to apply these scheduling policies, we first measure the mean idle power consumption per node from each considered cluster. At this end, we compute the mean idle power consumption with a high number of power measurements so as to get an accurate average.

As concern the unrealistic scheduling policies, we consider by simulation that the measured power consumption of a specific node (less, median or more consuming node) is the same for the other nodes that are running the same application.

Regarding the realistic scheduling policies, we sort the nodes into the ordered lists depending on the scheduling policy as described previously. Figure 8 shows the power consumption of the ordered lists of nodes in the three clusters (cf. Table I) according to the considered scheduling policies. Each time a user wants to reserve a given number of nodes or to execute an application using a certain number of machines, a given scheduling policy assigns him in priority the first available nodes within its ordered list.

B. Evaluation

In order to evaluate the FLIP scheduling approach, we consider Sagittaire, Strami and Taurus clusters. We apply the methodology presented previously in Section VI-A in order to obtain the ordered lists of nodes with their corresponding idle power consumption per node.

1) Applying the shutdown approach with FLIP: First, for each scheduling policy, we consider that the first needed nodes of the corresponding ordered list are switched on and that we apply the shutdown approach (see Section II) on the remaining unused nodes by switching them off. This is done in order to evaluate the power saved from the infrastructure owner point of view (the end user may not be impacted depending on the pricing policy of the site as explained in section VI-B). We evaluate the gain of the shutdown approach by computing the power savings that we obtain by switching off the unused nodes with FLIP as compared to the savings obtained with the other scheduling policies.

Figure 9 shows the power saved on each cluster if we switch off the unused nodes from FLIP instead of switching off the unused ones from the other policies. The x axis represents the number of unused nodes that are switched off. The y axis represents the difference of power saved if we turn off the unused nodes with FLIP instead of turning off the unused nodes with another scheduling policy. Each subfigure corresponds to each cluster. The three subfigures are on the same y scale.

First, we observe that depending on the cluster, the power saved thanks to FLIP is more or less important. In Taurus, the power saved seems to be insignificant (less than 20W) in comparison with Sagittaire and Strami (more than 200W). The reason is that Taurus is much less power heterogeneous in comparison with Sagittaire and Strami.

The curves for the realistic scheduling policies are always positive. This means that the FLIP scheduling policy is more power saving than the other policies. Indeed, this is due to the fact that remaining unused nodes are among the more consuming ones. Hence, FLIP lets the owner save more power when switching off the remaining nodes.
Besides, we observe that for the realistic scheduling policies, we do not save power when no node is switched off ($x = 0$) or when all the nodes are switched off. Compared to OrderedIDs and FMIP, with FLIP, the power saved increases with an increasing number of nodes that remains under 50% of the cluster size. Indeed, until half of the cluster size, there is no overlapping (i.e., not the same nodes) between the ordered list obtained with FLIP and the one obtained with FMIP. Then, from 50% of the cluster size, the power saved decreases with an increasing number of nodes. In fact, from 50%, we start having more and more overlapping between the ordered lists of nodes obtained with the realistic scheduling policies.

Concerning OrderedIDs, we observe another reality. With an increasing number of nodes, sometimes the power saved increases and sometimes it decreases. This is due to the fact that the ordered list obtained with OrderedIDs may overlap with the one obtained with FLIP in a random way.

We also notice that the only scenario where we observe a negative power saving is with the Homogeneous_MAX. This means that we wrongly save more power by applying Homogeneous_MAX instead of FLIP. Homogeneous_MAX is evaluated as saving more energy than FLIP because the nodes it switches off are all considered as consuming as much energy as the the most consuming node of the cluster.

We also observe that with an increasing number of switched off nodes, the power saved is more and more important when we compare the FLIP policy to Homogeneous_MIN. Indeed, Homogeneous_MIN would save more and more power if, each time there is a new node to switch off, we could switch off the one consuming as much as the less consuming node.

Thus, these unrealistic scenarios give the impression that they are sometimes better or sometimes worse than FLIP since with them we save more and more power (Homogeneous_MAX) or less and less power (Homogeneous_MIN). As we have seen in Section IV, this is not realistic since nodes have not the same power consumption even if they belong to the same cluster.

2) Running HPC applications with FLIP: We consider four HPC applications: four NAS6 (LU, CG, EP, MG ) in Class C running over 8, 16, 32 and 64 processes for Sagittaire; over 32, 64, 128 and 256 processes for Stremi; and over 8, 16, 32 and 64 processes for Taurus. We launch two processes per node for Sagittaire; sixteen processes per node for Stremi; and eight processes per node for Taurus. These execution settings have been chosen in order to fill up more than 33% but less than 100% of the nodes of each cluster. We feel up only a part of

NAS: http://www.nas.nasa.gov/publications/npb.html
each cluster because if we fill up all the nodes of a cluster, applying a scheduling policy will not have sense since all the nodes will be assigned and the global power consumption will be the same for the three realistic scheduling policies.

We compare the energy consumption during the four HPC applications scheduled on the FLIP assigned nodes (First Less Idle Power) to the other scheduling policies. Each energy measurement is done 25 times and we compute the average value. Figure 10 shows for the three considered clusters the proportion of energy saved with FLIP in comparison with the other scheduling policies. The three subfigures corresponding to the three clusters are on the same y scale. Each dot represents the average relative energy saving over the four HPC applications. The error bars represent the range of deviation from the average value when considering each of the four HPC applications.

In Figure 10, the curves are not overlaid for the three clusters. It confirms that power heterogeneity exists in these three clusters. This power heterogeneity is more or less important depending on the considered cluster. The more the power heterogeneity is important, the more we save energy thanks to the FLIP scheduling policy. Indeed, as we can see in Figure 10, compared to FMIP, FLIP can save up to 17% on Sagittaire, up to 11% on Stremi and less than 5% on Taurus. From the user point of view, his application will consume less energy if he runs an application using the nodes obtained with FLIP. If he is charged based on the amount of electricity, FLIP may help him save energy and therefore money. But if he is charged based on the number of nodes, without taking care of their energy consumption, FLIP will not impact the user’s bill. But the owner will save money since he will charge the user for the nodes that cost him less. Thus, depending on the pricing policy, the FLIP approach is gainful either for the user or for the owner.

Compared to OrderedIDs, with FLIP, we save up to 5% on Sagittaire, up to 8% on Stremi and less than 2% on Taurus. This is noticeable when the proportion of nodes is 4/60 for Sagittaire, 2/42 for Stremi and 1/16 for Taurus. Even if Sagittaire cluster is more power heterogeneous than Stremi, the proportion of energy saved seems to be more important with Stremi in comparison with the OrderedIDs policy. This is mainly due to the fact that the two first nodes of the ordered list obtained for Stremi are among the most consuming nodes while the four first nodes of the one obtained for Sagittaire are among the median consuming nodes.

Furthermore, Figure 10 shows that the curves are decreasing while the proportion of used nodes is increasing. In fact, the more we use nodes, the less is the proportion of energy saved. It is due to the fact that the more we used nodes, the more the power heterogeneity decreases in average. To put it into perspective, if we use all the nodes of a cluster, no matter what the scheduling policy is, we should have the same energy consumption.

Besides, we observe that the deviations from the average values over the four HPC applications are not significant especially for Sagittaire and Taurus. Even if the execution time is different from one HPC application to another, this observation confirms that the proportion of energy saved does not depend on the workload running on the used nodes. These deviations seem to be more important for Stremi certainly due to the lack of accuracy in the measurements taken by the PDUs monitoring the Stremi cluster.

In addition, we observe that the curves representing the Homogeneous_MEDIAN and OrderedIDs are very close and are quite overlaid. This shows that these two scheduling policies are comparable in terms of energy consumption. Indeed, even if the Homogeneous_MEDIAN policy is not realistic, this policy provides a better approximation of the energy measurements in comparison with Homogeneous_MIN and Homogeneous_MAX. Nevertheless, as we may measure a “wrong” node (one among the less or the more consuming nodes), the Homogeneous policies are not suitable especially when the power heterogeneity is as significant as observed on Sagittaire and Stremi clusters. Therefore, in order to measure the energy consumption of an application running on a set of nodes, it is really necessary to measure the energy consumption of each node.

Moreover, we notice that for the three clusters, the only scenario where we observe negative energy savings is the Homogeneous_MIN. Indeed, this is the idealistic scenario where all the nodes are consuming as much as the less consuming node. We also observe that the proportion of energy saved is always the most important when we compare the FLIP policy to Homogeneous_MAX. In fact, the Homogeneous_MAX corresponds to the worst unrealistic scenario since we arbitrary measure the most consuming node and consider that all the others have the same energy consumption.

VII. Conclusion

This paper first presents a detailed power analysis of the nodes from different homogeneous clusters during different workloads. It shows that even if distinct nodes are made of identical hardware, they have a more or less heterogeneous idle power consumption. We presented an experimental methodology that has enabled us to detect that this power heterogeneity mainly comes from the CPUs and/or the fans cooling the CPUs. Since we observed the power heterogeneity especially in Sagittaire and Stremi which are older clusters, we assume that this power heterogeneity could be due to the more or less intensive usage of these specific hardware components (CPUs and fans). Indeed, this is related to leakage power that might vary over time, due to electromigration process [21]. This is also related to fluctuations in the manufacturing process. For Taurus, we observed less discrepancies, since it is a more recent cluster with much less nodes.

We showed that it is wrong to consider that nodes from homogeneous clusters consume the same power when they execute the same workloads. In order to consume less energy, we suggest to take into account this heterogeneity in terms of power consumption in order to build energy-aware schedulers. At this end, we propose an energy-aware scheduling approach called FLIP taking into account the heterogeneous idle power consumption of homogeneous nodes. We show that the FLIP scheduling policy lets the owner save more power when switching off the remaining unused nodes. When executing applications, it shows that we are able to save energy up to 17% while exploiting the high power heterogeneity that may exist in some homogeneous clusters (like Sagittaire). Depending on
the pricing policy, the FLIP approach is financially gainful either for the user or for the owner.

FLIP is focused on the list of nodes that we assign to the user. Our future work consists into taking into account other parameters in a multi-criteria optimization approach. The goal will still be to consume less energy but also to consume it at the lowest financial cost with the lowest pollution impact.
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Fig. 10: Proportion of Energy Saved with FLIP in comparison with the other scheduling policies on the three clusters