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Abstract. Grid computing is a promising way to aggregate geographically distant machines and to allow them to work together to solve large problems.
After studying Grid network requirements, we observe that the network must take part of the Grid computing session to provide intelligent adaptive transport of Grid data streams.
By proposing new intelligent dynamic services, active network can be the perfect companion to easily and efficiently deploy and maintain Grid environments and applications.
This paper presents the Active Grid Architecture (A-Grid) which focus on active networks adaptation for supporting Grid environments and applications.
We focus the benefit of active networking for the grid on three aspects : High performance and dynamic active services, Active Reliable Multicast, and Active Quality of Service.

1 Introduction
In recent years, there has been a plethora of interest on Grid computing which is a promising way to aggregate geographically distant machines and to allow them to work together to solve large problems. Most of proposed Grid frameworks are based on Internet connections and do not make any assumption on the network.
Grid designers only take into account of a reliable packet transport between Grid nodes and most of them choose TCP/IP protocol.
But one of the main complaint of Grid designers is that networks do not really support Grid applications.
Meantime, the field of active and programmable networks is rapidly expanding. These networks allow users and network designers to easily deploy new services which will be applied to data streams. While most of proposed systems deal with adaptability, flexibility and new protocols applied on multimedia streams (video, audio), no active network efficiently deal with Grid environments.
In this paper we try to merge the both fields by presenting The Active Grid Architecture (A-Grid) which focus on active network adaptation for supporting Grid environments and applications. This active Grid Architecture proposes solutions to implement the two main kind of Grid configurations : meta-cluster
computing and global computing. In this architecture the network takes part of
the Grid computing session by providing efficient and intelligent services dedi-
cated to Grid data streams transport.

We focus on the benefit of Grid active networking for: High performance
and dynamic services deployment, Reliable Multicast and Quality of Service.

This paper reports on our experience in designing an Active Network sup-
port for Grid Environments. First we classify, the Network Grid requirement
depending on environments and applications needs (section 2). In section 3 we
propose the Active Grid Architecture. We focus our approach by providing sup-
port for the most network requirements from Grid: high performance transport
(section 4), End to end Grid QoS services (section 5) and reliable multicast
(section 6). We conclude and present our future works in last section.

2 Network requirements for the Grid

A distributed application running in a Grid environment requires various kind
of data streams: Grid control streams and Grid application streams.

2.1 Grid control streams :

First of all, we can classify the two basic kind of Grid usage :

- Meta cluster computing:
A set of parallel machines or clusters are linked together with Internet to
provide a very large parallel computing resource. Grid environments like
Globus[13], MOL[24], Polder[2] or Netsolve[6] are well designed to handle
meta-cluster computing session to execute long-distance parallel applica-
tions.

We can classify various network needs for meta-clustering sessions :

• Grid environment deployment: the Grid infrastructure must be easily
deployed and managed: OS heterogeneity support, dynamic topology
re-configuration, fault tolerance…

• Grid application deployment: Two kind of collective communications
are needed: multicast and gather. The source code of applications is
multicast to a set of machines in order to be compiled on the target
architectures. In case of Java based environments, the bytecode can be
multicast to a set of machines. In case of an homogeneous architecture,
the binaries are directly sent to distant machines. After the running
phase, results of distributed tasks must be collected by the environment
in a gathering communication operation.

• Grid support: The Grid environment must collect control data: node
synchronization, node workload information… The information exchanged
are also needed to provide high-performance communications between
nodes inside and outside the clusters.
Global or Mega-computing: These environments usually rely on thousand of connected machines. Most of them are based on computer cycles stealing like Condor[20], Entropia[1], Nimrod-G[10] or XtremWeb[3]. We can classify various network needs for Global-computing sessions:

- Grid environment deployment: Dynamic enrollment of unused machines must be taken into account by the environment to deploy tasks over the mega-computer architecture.
- Grid application deployment: The Grid infrastructure must provide a way to easily deploy and manage tasks on distant nodes. To avoid the restarting of distributed tasks when a machine crashes or become unusable, Grid environments propose check-pointing protocols, to dynamically re-deploy tasks on valid machines.
- Grid support: various streams are needed to provide informations to Grid environment about workload informations of all subscribed machines. Machine and network sensors are usually provided to optimize the task mapping and to provide load-balancing.

Of course, most of environments work well on both kind of Grid usage like Legion[18], Globus[13], Condor[20], Nimrod-G[10] ...

2.2 Grid application streams

A Grid computing session must deal with various kind of streams:

- Grid application input: during running phase, distributed tasks of the application must receive parameters eventually coming from various geographically distant equipments (telescopes, biological sequencing machines ...) or databases (disk arrays, tape silos ...).
- Wide-area parallel processing: most of Grid applications consist of a sequential program repeatedly executed with slightly different parameters on a set of distributed computers. But with the emergence of high performance backbones and networks, new kind of real communicating parallel applications (with message passing libraries) will be possible on a WAN Grid support. Thus, during running phase, distributed tasks can communicate data between each others. Applications may need efficient point to point and global communications (broadcast, multicast, gather ...) depending on application patterns. These communications must correspond to the QoS needs of the Grid user.
- Coupled (Meta) Application: they are multi-component applications where the components were previously executed as stand-alone applications. Deploying such applications must guarantee heterogeneity management of systems and networks. The components need to exchange heterogeneous streams and to guarantee component dependences in pipeline communication mode. Like WAN parallel applications, QoS and global communications must be available for the components.
Such a great diversity of streams (in terms of messages size, point to point or global communications, data and control messages...) requires an intelligence in the network to perfectly support Grid requirements.

3 Active Grid Architecture

We propose an active network architecture dedicated to Grid environments and Grid applications requirements: the A-Grid architecture.

An active grid architecture is based on a virtual topology of active network nodes spread on programmable routers of the network. Active routers, also called Active Nodes (AN), are deployed on network periphery.

Contrary to a wide active routers deployment approach and to guarantee high performance packets transport, we do not believe in the deployment of Gigabit active routers in backbones. If we consider that the future of WAN backbones could be based on all-optical networks, no dynamic services will be allow to process data packets. So, we prefer to consider backbones like high performance well-sized passive networks. We only concentrate active operations on edge routers/nodes mapped at network periphery.

Active nodes are connected between each other and each AN manage communications for a small subset of Grid nodes. Grid data streams cross various active nodes up to passive backbone and then cross another set of active nodes up to receiver node. The A-Grid architecture is based on Active Node approach: programs, called services, are injected into active nodes independently of data stream. Active nodes apply these services to process data streams packets. Services are deployed on demand when streams arrive on an active node.

3.1 Active Grid architecture

To support most of Grid applications, the Active Grid architecture must deal with the two main Grid configurations:

- Meta cluster computing (Fig. 1):
  In this highly coupled configuration, an active node is mapped on network head of each cluster or parallel machine. This node manage all data streams coming or leaving a cluster. All active nodes are linked with other AN mapped at backbone periphery. An Active node delivers data streams to each node of a cluster and can aggregate output streams to others clusters of the Grid.
Global or Mega computing (Fig. 2):
In this loosely coupled configuration, an AN can be associated with each Grid node or can manage a set of aggregated Grid nodes. Hierarchies of active nodes can be deployed at each network heterogeneity point.
Each AN manages all operations and data streams coming to Grid Nodes: subscribing operations of voluntary machines, results gathering, nodes synchronization and check-pointing…

Fig. 1. Meta cluster computing Active Grid Architecture

Fig. 2. Global Computing Active Grid Architecture
For both configurations, active nodes will manage the Grid environment by deploying dedicated services adapted to Grid requirements: management of nodes mobility, dynamic topology re-configuration, fault tolerance.

3.2 Active network benefits for Grid applications

Using an Active Grid architecture can improve the communications needs of Grid applications:

- Application deployment: To efficiently deploy applications, active reliable multicast protocols are needed to optimize the source code or binary deployment and the task mapping on the Grid configuration accordingly to resources managers and load-balancing tools. An active multicast will reduce the transport of applications (source code, binaries, bytecode...) by minimizing the number of messages in the network. Active node will deploy dedicated multicast protocols and guarantee the reliability of deployment by using storage capabilities of active nodes.

- Grid support: the Active architecture can provide informations to Grid framework about network state and task mapping. Active nodes must be open and easily coupled with all Grid environment requirements. Active nodes will implement permanent Grid support services to generate control streams between the active network layer and the Grid environment.

- Wide-area parallel processing: with the emergence of grid parallel applications, tasks will need to communicate by sending computing data streams with QoS requests. The A-Grid architecture must also guarantee an efficient data transport to minimize the software latency of communications. Active nodes deploy dynamic services to handle data streams: QoS, data compression, “on the fly” data aggregation...

- Coupled (Meta) Application: the Active architecture must provide heterogeneity of services applied on data streams (data conversion services...). End to end QoS dynamic services will be deployed on active nodes to guarantee an efficient data transport (in terms of delay and bandwidth).

Most of services needed by Grid environments: high performance transport, dynamic topology adapting, QoS, on-the-fly data compression, data encryption, data multicast, data conversion, errors management must be easily and efficiently deployed on demand on an Active Grid architecture. To allow an efficient and portable service deployment, we will present in next section our approach to propose an active network framework easily mergeable with a Grid environment: The Tamanoir Framework. Then to resolve the main network Grid requirements identified in the previous section, we focus our approach on the two major services needs: QoS and reliable multicast.
4 High performance and dynamic service deployment

We explore the design of an intelligent network by proposing a new active network framework dedicated to high performance active networking. The Tamanoir framework [17] is an high performance prototype active environment based on active edge routers. Active services can be easily deployed in the network and are adapted to architecture, users and service providers requirements.

A set of distributed tools is provided: routing manager, active nodes and stream monitoring, web-based services library... Tamanoir is based on compiled JAVA/GCJ [16] with multi-threading approach to combine performance and portability of services, applications can easily benefit of personalized network services through the injection of Java code.

4.1 Overview of a Tamanoir node

An active node is a router which can receive packets of data, process them and forward them to other active nodes.

A Tamanoir Active Node (TAN) is a persistent daemon acting like a dynamic programmable router. Once deployed on a node, it is linked to its neighbors in the active architecture. A TAN receives and sends packets of data after processing them with user services. A TAN is also in charge of deploying and applying services on packets depending on application requirements. When arriving in a Tamanoir daemon, a packet is forwarded to service manager (figure 3). The packet is then processed by a service in a dedicated thread. The resulting packet is then forwarded to the next active node or to the receiver part of application according to routing tables maintained in TAN.

4.2 Dynamic service deployment

In Tamanoir, a service is a JAVA class containing a minimal number of formatted methods (recv() and send() to receive a packet, apply a code on it and send the packet to another TAN, to the receiving application or even several in the context of multicast service). Actually, each service used by an application is inherited from a generic class called simply Class Service. We have used this technique in order to simplify the design of future services and especially to allow the TAN to download dynamically a new class.

In each packet we find a label (or a tag) representative of the last TAN crossed by the packet. Therefore, if a TAN does not hold the appropriate service, a downloading operation must be performed.

In figure 4, we can observe three kind of service deployment. The first TAN crossed by a packet can download the useful service from either the transmitting application, or from a service broker. By using an http address in service

---

1 Tamanoir (great ant-eater) is one of the strangest animal of south America only eating ants (30000 daily). We choose this animal in reference to the well-known active ANTS [27] system.
name, TAN contact the web service broker, so applications can download generic Tamanoir services to deploy non-personalized generic services. After, next TANs download the service from a previous TAN crossed by packet or from the service broker.
4.3 Experiments

We based our first experiments of Tamanoir on Pentium II 350 MHz linked with Fast Ethernet switches and compared Tamanoir system to the ANTS [27] most developed active network system.

Results presented in figure 5 show the delay needed to cross an active node (latency). While ANTS needs 3 ms and is dependent of capsule payload size; Tamanoir time remains constant with a latency of 750 μs. Meanwhile, ANTS process capability remains weak while Tamanoir goes 3 times faster.

Fig. 5. Latency : cost to cross an active node

These first experiments show that Tamanoir framework can support a Grid environment without adding to much latency to all data streams. So Tamanoir can efficiently deploy services on active nodes depending on Grid requirements : QoS, data conversion, multicast, “on the fly” data compression... Next sections will focus on two main kind of services : QoS and multicast.

5 Active Grid Quality of Service

In this part, we focus on the QoS problematic of the Grid flows and try to present the opportunities the active network technology offers to the QoS management and control of this type of streams. We study in particular how the solutions proposed for the multimedia applications can be derived to meet the specific requirements of the Grid applications.

5.1 What is Quality of Service?

Quality of Service (QoS) represents the set of those quantitative and qualitative characteristics necessary to achieve the required functionalities of an application.
In the Network community, QoS is a set of tools and standards that gives network managers the ability to control the mix of bandwidth, delay, variance in delay (jitter) and packet loss. Controlling this mix allows to provide better and more predictable network service.

The problem of QoS appears in the Internet since it has become the common infrastructure for a variety of new applications with various requirements for QoS guarantees. The traditional best-effort model has not been designed to support time-sensitive and heterogeneous traffic. The emergence of multimedia applications requires new QoS solution.

The first step is to introduce the capabilities required to support QoS in the Internet infrastructure and developing mechanisms and algorithms that scale while enabling a wide range of QoS guarantees. The second step is to enable users and applications to access these new capabilities. This last task is quite difficult and can be considered as one of the main reasons for the relatively slow deployment of QoS in the IP networks.

Three types of QoS guarantees (or end-to-end QoS level) are proposed by an IP network best-effort, statistical guarantees or strict guarantees (absolutes). To obtain the required end-to-end QoS different approaches are possible. They can be divided into two groups: the pure in-network mechanisms and the end-to-end mechanisms. The pure in-network mechanisms are based on resource reservation or on class-based services (like IntServ [8] or DiffServ [7]). The main problem of the IntServ architecture is the scalability. This solution requires that control and forwarding state for all flows are maintained in routers. The DiffServ architecture appear to be a more scalable and manageable architecture. It is focusing not on individual flows but on traffic aggregates, large sets of flows with similar service requirements. The service differentiation goals are to accommodate heterogeneous applications requirements and users expectations and to permit differentiated pricing of Internet service. The DiffServ model requires that complex classification and conditioning functions are implemented only at network boundary nodes, and that per-hop behaviors are applied to aggregates of traffic which have been appropriately marked using the DS field [22] in the IP header.

Until now, neither IntServ nor DiffServ seems to offer the unique solution for all the various requirements. The aim of an end-to-end QoS mechanisms is to mask the deficiencies of the network QoS. For classical data transmission on a best-effort IP network, the role of the end-to-end TCP protocol is error control and error recovery by retransmission of the lost packets. For multimedia applications, QoS mechanisms for adaptability (such as the forward error correction (FEC)) are incorporated in the adaptive application itself and not in the transport protocol (RTP [4]). The advantages of this adaptive approach is that the application monitors the experimented QoS, and can detect variation and react appropriately.

5.2 Grid QoS

The QoS performances requirements of Grid streams are more disparate and flexible than for multimedia application. In traditional QoS approach, the streams
specification includes quantitative parameters that can be classified in performance parameter (bit rate), temporal characteristics (delay, jitter (delay variation)), integrity parameters (loss rate and error rate).

If we suppose that some kind of QoS will be available in the near future in the Internet, one can ask if the Grid applications will benefit from the currently proposed QoS services. For example, the Grid community is interested by a guarantee on the delivery of a complete bulk data file, but not by the priority of each individual packet. This service differs from traditional QoS offerings in that the user specifies the ultimate delivery time when the data transfer must complete. To ensure that the transfer completes on time it is necessary to determine when the transfer should start and to control the transfer of the individual packets.

An other Grid QoS service should for example provides information about the achievable throughput and about the stability-level for data-delivery between two points in the network. Network and throughput measurements are central to the Grid QoS problematic.

An other key component for the Grid is the dynamic generation of performance forecasts. For example, the Network Weather Service (NWS) [28] periodically takes measurements of the load of resources it has to monitor and uses them to generate performance forecasts. One of the NWS sensors is the network sensor [15] whose aim is to take measurements that represent the network quality in term of latency and bandwidth. The different components of the NWS are distributed on monitored hosts.

The GARA (Globus Architecture for Reservation and Allocation) [14] provides advance reservations and end-to-end management for quality of service on different types of resources (network, storage and computing). This architecture remains a traditional solution, in the sense that the processing task associated with transport purpose are performed on the end systems (reservation and adaptation).

5.3 The Active Grid QoS approach

In our active Grid QoS approach, we study how to implement new services in the active edge nodes. We propose an active QoS model cumulating the advantages of IntServ, DiffServ and the end-to-end adaptation mechanisms. Our active QoS approach allows to:

- enlarge the QoS tools spectrum by processing on the individual flows,
- maintain a scalable QoS approach like DiffServ in the core network,
- realize a dynamic and efficient adaptation at the edge according to the real state of the network.

Since end-to-end advanced network resource reservation is impossible on the Internet, we argue that for Grid flows, dynamic and specific adaptation is required. For this, an active Grid QoS service should provide the user the ability to characterize a flow in term of end-to-end delay or end-to-end loss rate.
It is also necessary to know the relative importance of a packet in order to know what to do with it in different network conditions: dropping, slowing, storing, duplicating. In the congested nodes, the time-constrained flows must be treated in priority. The active nodes have a finer vision of the individual data streams, and can react immediately to congestion and implement appropriate packet discard for each stream.

In the Tamanoir architecture, capsules are transported. Data capsules can carry different types of information, that can be used for processing during the travel:

- semantics from the application (type of payload, end-to-end target QoS performance). This information can be interpreted as an Active DiffServ codepoint (ADSCP). This codepoint is analogous to the DSCP of the traditional DiffServ model but can be application specific. This information characterizes the flow with high-level and end-to-end information which is application specific and easier to handle than token bucket specifications in a resource reservation protocol like RSVP [9],
- self-transfer monitoring information (e.g., cumulated time of transfer),
- state of the already crossed routers (heavy loaded, congested, etc.).

This information similar to an ECN (Explicit Congestion Notification) can be processed by the active nodes on the way.

QoS monitoring active services are associated to this QoS model and indicate the state of the nodes and network performances between two active nodes.

On Tamanoir we have developed several prototypes of active QoS services:

- an active QoS adaptation service,
- an active DiffServ service,
- an active monitoring service.

These prototypes have been realized to demonstrate the ability of the Tamanoir approach for providing Intelligent QoS mechanisms on a classical best-effort IP network or on a DiffServ IP network. They have been validated on our local platform.

The active QoS services we propose are able to modify the carried data during their travel in the network. A QoS adaptation can be made "on the fly". This adaptation is function of the performance experienced by the packets of each particular flow. QoS adaptation means dropping, filtering operation (dynamic rate shaping, QoS filters) but also data staging. QoS signaling like informing the user/end application of degradation is an other task performed by the active agents. This adaptive approach is more efficient than the traditional adaptive application philosophy which regulates the flow according to report from the receiver. The latency of the reaction to congestion can be important and it can be dramatic especially if the application throughput is very high.

In an active approach, the overload situation can be anticipated by active QoS monitoring and the QoS adaptation, located at the active edge router, made closer to overflowed router. The reaction to a congestion is then faster and the global QoS improved.
At the deployment of the Grid architecture, specific services are downloaded and activated in edge active nodes. Ones are QoS monitoring agents responsible of the QoS parameters measurement. Other services, QoS adapters, intercept and process the flows when necessary. The agents are able to exchange reports and to communicate with hosts.

Grid QoS services based on bandwidth requirements concern more applications deployment and large parameters transfer between nodes. Delay based QoS services will concern Grid control streams (workload, fault tolerance, etc.) and data streams of pipelined coupled applications.

6 Active Reliable Multicast for the Grids

6.1 Reliable Multicast for the Grid

Multicast is the process of sending every single packet to multiple destinations. Motivations behind multicast facilities are to handle one-to-many communications in a wide-area network with the lowest network and end-system overheads. In contrast to best-effort multicast, that typically tolerates some data losses and is more suited for real-time audio or video for instance, reliable multicast requires that all packets are safely delivered to the destinations. Desirable features of reliable multicast include, in addition to reliability, low end-to-end delays, high throughput and scalability.

These characteristics fit perfectly the grid computing community as communications in a grid make an intensive usage of data distribution and collective operations. In a very simple grid session, an initiator sends data and control programs to a pool of computing resources; waits for some results, iterates this process several time and eventually ends the session. The finer the computational grain is, the minimum the transmission end-to-end delay will need to be kept. It is also desirable to minimize the overhead at the source since it may need to gather results and build data for the next computing step. More complex sessions put higher demands on the network resources and on the multicast/broadcast communication facilities (cooperation among the receivers, receivers acting as sources for the other receivers, ...)

Meeting the objectives of reliable multicast is not an easy task. In the past, there have been a number of propositions for reliable multicast protocols that rely on complex exchanges of feedback messages (ACK or NACK) [12, 11, 23, 29]. These multicast protocols usually take the end-to-end solution to perform loss recoveries. Most of them fall into one of the following classes: sender-initiated, receiver-initiated and receiver-initiated with local recovery protocols. In sender-initiated protocols, the sender is responsible for both the loss detection and the recovery [12]. These protocols do not scale well to a large number of receivers due to the ACK implosion problem in the source. Receiver-initiated protocols move the loss detection responsibility to the receivers. They use NACKs instead of ACKs. However they still suffer from the NACK implosion problem when a large number of receivers have subscribed to the multicast session. In receiver-initiated protocols with local recovery, the retransmission of a lost packet can be
performed by any receiver [11] in the neighborhood or by a designated receiver in a hierarchical structure [23]. All of the above schemes do not provide exact solutions to all the loss recovery problems. This is mainly due to the lack of topology information at the end hosts.

In this section on multicast protocols, we show the benefits a computing grid can draw from an underlying active reliable multicast (ARM) service by comparing the performances (mainly the achievable throughput) of several active mechanisms with the non-active case.

6.2 Active reliable multicast explained

In active networking, routers themselves play an active role by executing application dependent functions on incoming packets. Recently, the use of active network concepts [25] where routers themselves could contribute to enhance the network services by customized functionalities have been proposed in the multicast research community [26, 19]. Active services for ARM contribute mainly on feedback implosion problems, retransmission scoping and cache of data. New ARM protocols open new perspectives for achieving high throughput and low latency on wide-area networks. For instance, the cache of data packets allows for local recoveries of lost packets and reduces the recovery latency. Global or local suppression of NACKs reduces the NACK implosion problem and the subcast of repair packets only to a set of receivers limits both the retransmission scope and the bandwidth usage, thus improving scalability.

Designing an efficient ARM protocol is not an easy task and difficult design choices must be made. In order to demonstrate the benefit of ARM on a computing grid, we will compare 3 generic protocols noted $S_1$, $S_2$ and $S_3$. $S_1$ uses the global suppression of NACK packets within active routers whereas $S_2$ uses the NACK local suppression strategy (the receivers wait for a random amount of time prior to sending a NACK to the source). Finally, we have $S_3$, which is similar to $S_1$ in performing a global NACK suppression strategy, that also implements the subcast service within active routers in addition to the NACK suppression service. The next subsection presents some performance results using the previously described notations. At this point, we must mention that a full version of the results can be found in [21].

6.3 Performance of active reliable multicast

In the following scenario, we will assume that the computing resources are distributed across an Internet-based network with a high-speed backbone network in the core (typically the one provided by the telecommunication companies) and several lower-speed (up to 1Gbits/s) access networks at the edge, with respect to the throughput range found in the backbone. Our test scenario involves an initiator (source) and a pool of computing resources (receivers) where communication from the source to the receivers are multicast communications. We will call source link the set of point-to-point links and traditional routers that connects the source to the core network. Similarly, a tail link is composed of
point-to-point links and routers connecting a receiver to the core network. Active routers are associated to the tail links (the low- to medium-performance Internet links). However, it is possible that not all routers implement active services. Each active router \( A_i \) is responsible of \( B \) receivers \( R_{i1}, \ldots, R_{iB} \) forming a local group. A receiver associated with an active router is said linked. The other receivers are said free. Figure 6 depicts the test scenario.

![Fig. 6. A simple grid session model.](image)

Figure 7 plots the ratio of linked receivers and active routers throughput as a function of the loss probability for \( S_2 \) and \( S_3 \). This figure illustrates the benefit of global NACK suppression when several local group sizes are defined. For reasonable loss probabilities, \( S_3 \) performs better than \( S_2 \) at the linked receivers end. This is because the linked receivers under \( S_3 \) benefits from the subcast service. In \( S_3 \), a linked receiver receives only once a data packet in contrast with \( S_2 \) where a linked receiver could receive more than one copy of the same data packet. Moreover, in \( S_2 \), a linked receiver can continue to receive NACKs from its active router every time a receiver in its local group has experienced a loss.

The subcast facility has the advantage of unloading the receivers and/or the active routers depending on whether we benefit from this facility from the source or not. To see the benefit of performing the subcast from the active routers associated to the linked receivers, figure 8 plots the throughput ratio at a linked receiver in \( S_3 \) and \( S_1 \). We can see that the subcast permits a higher throughput at the linked receivers in \( S_3 \). The gain obtained with the subcast depends on the local group size and the loss rate. These two parameters gives an idea on the number of receivers that have experienced a loss. Therefore, it is very beneficial to perform the subcast when the local group size is large (large scale distributed computing).

Figure 9 shows the impact of the active routers density on a protocol's performances in term of the overall throughput. The figure plots the overall throughput gain as the number of active routers is increased compared to the no active routers case. We have \( N = 100 \) and have 1000 end-receivers. The number of
active routers is varied on the x-axis and the y-axis shows the throughput ratio when compared to a non-active solution. Several multiplying factors to the active routers’ processing power are applied (for instance 0.1 means 10 times slower). We can see that with the same processing time at the active routers and the receivers, the overall throughput can be an order of magnitude higher if all the receivers are linked. Most interestingly, if the active router’s processing power is divided by 10 in $S_0$, we can still double the overall throughput provided that 55% of routers are active. Most predictions assume that the active router processing power will certainly be 5 or 10 times greater in a near future. However, in case an active router is overloaded and exhibits less processing power than simple receivers, active services still provide more performances than the non-active case if the density of active routers is increased.

7 Conclusion and future works

We have studied the Grid computation models in order to determine the main Grid network requirements in terms of efficiency, portability and ease of deployment.

We then studied a solution to answer these problems: the active networking approach, where all network protocols can be deported in the network in a transparent way for the Grid designer and the Grid user. All communications protocols required by the Grid (multicast, dynamic topology management, QoS, data conversion, “on the fly” data compression... ) can be implemented as active services deployed on demand in active nodes.

We specially explored how active networking provides an elegant solution that can handle efficiently the QoS and multicast services required by Grid environment and Grid applications.

We proposed such active network support: the Tamanoir Framework and studied active QoS and reliable multicast services on top of it. The first results
are promising and should lead major improvements in the behavior of the Grid when the A-Grid support will be deployed.

By proposing new intelligent services, active network can be the perfect companion to easily and efficiently deploy and maintain Grid environments and applications.

Next step will consist of merging the Tamanoir framework with a Globus Grid environment and we are currently adding active storage protocols by including in Tamanoir framework the distributed storing facilities provided by the Internet Backplane Protocol software (IBP [5]). This distributed storage facility in the network will help us to implement active reliable multicast service on top of Tamanoir environment. We have seen that with the active network technology, it is possible to efficiently transfer the QoS management and control functions inside the network. New active Grid QoS services will be proposed to allow active nodes to adjust Grid streams depending on QoS requirements.
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