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Crystals have no smooth surface!

All key properties of topological states have been
demonstrated for Bi2Se3 which has the simplest Dirac
cone surface spectrum and the largest band gap. In
Bi2Te3 the surface states exhibit large deviations from a
simple Dirac cone !Fig. 14" due to a combination of
smaller band gap !0.15 eV" and a strong trigonal poten-
tial !Chen et al., 2009", which can be utilized to explore
some aspects of its surface properties !Fu, 2009; Hasan,
Lin, and Bansil, 2009". The hexagonal deformation of
the surface states is confirmed by scanning tunneling mi-
croscopy !STM" measurements !Alpichshev et al., 2010";
Fig. 14. Speaking of applications within this class of ma-
terials, Bi2Te3 is already well known to materials scien-
tists working on thermoelectricity. It is a commonly used
thermoelectric material in the crucial engineering re-
gime near room temperature.

Two defining properties of topological insulators—
spin-momentum locking of surface states and ! Berry
phase—can be clearly demonstrated in the Bi2Se3 series.
The surface states are expected to be protected by T
symmetry which implies that the surface Dirac node
should be robust in the presence of nonmagnetic disor-
der but open a gap in the presence of T breaking pertur-
bations. Magnetic impurities such as Fe or Mn on the
surface of Bi2Se3 open a gap at the Dirac point #Figs.
15!a" and 15!b"$ !Xia et al., 2008; Hsieh, Xia, Qian, Wray,
et al., 2009a; Hor, Roushan, et al., 2010; Wray et al.,
2010". The magnitude of the gap is likely set by the in-
teraction of Fe ions with the Se surface and the T break-

ing disorder potential introduced on the surface. Non-
magnetic disorder created via molecular absorbent NO2
or alkali atom adsorption !K or Na" on the surface
leaves the Dirac node intact #Figs. 15!c" and 15!d"$ in
both Bi2Se3 and Bi2Te3 !Hsieh, Xia, Qian, Wray, et al.,
2009a; Xia, Qian, Hsieh, Shankar, et al., 2009". These
results are consistent with the fact that the topological

FIG. 12. !Color online" Helical fermions: Spin-momentum
locked helical surface Dirac fermions are hallmark signatures
of topological insulators. !a" ARPES data for Bi2Se3 reveal
surface electronic states with a single spin-polarized Dirac
cone. !b" The surface Fermi surface exhibits a chiral left-
handed spin texture. !c" Surface electronic structure of Bi2Se3
computed in the local-density approximation. The shaded re-
gions describe bulk states, and the lines are surface states. !d"
Schematic of the spin-polarized surface-state dispersion in
Bi2X3 !1;000" topological insulators. Adapted from Xia et al.,
2008, Hsieh, Xia, Qian, Wray, et al., 2009a, and Xia, Qian,
Hsieh, Wray, et al., 2009.
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FIG. 13. !Color online" Room temperature topological order
in Bi2Se3: !a" Crystal momentum integrated ARPES data near
Fermi level exhibit linear falloff of density of states, which
combined with the spin-resolved nature of the states suggest
that a half Fermi gas is realized on the topological surfaces. !b"
Spin-texture map based on spin-ARPES data suggest that the
spin chirality changes sign across the Dirac point. !c" The Dirac
node remains well defined up a temperature of 300 K suggest-
ing the stability of topological effects up to the room tempera-
ture. !d" The Dirac cone measured at a temperature of 10 K.
!e" Full Dirac cone. Adapted from Hsieh, Xia, Qian, Wray, et
al., 2009a.

FIG. 14. !Color online" Hexagonal warping of surface states in
Bi2Te3: ARPES and STM studies of Bi2Te3 reveal a hexagonal
deformation of surface states. Fermi-surface evolution with in-
creasing n-type doping as observed in ARPES measurements.
Adapted from Alpichshev et al., 2010.
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Topological Insulators
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Bulk-boundary correspondence:  
gapless Dirac cones, gapped bulk band structure

All key properties of topological states have been
demonstrated for Bi2Se3 which has the simplest Dirac
cone surface spectrum and the largest band gap. In
Bi2Te3 the surface states exhibit large deviations from a
simple Dirac cone !Fig. 14" due to a combination of
smaller band gap !0.15 eV" and a strong trigonal poten-
tial !Chen et al., 2009", which can be utilized to explore
some aspects of its surface properties !Fu, 2009; Hasan,
Lin, and Bansil, 2009". The hexagonal deformation of
the surface states is confirmed by scanning tunneling mi-
croscopy !STM" measurements !Alpichshev et al., 2010";
Fig. 14. Speaking of applications within this class of ma-
terials, Bi2Te3 is already well known to materials scien-
tists working on thermoelectricity. It is a commonly used
thermoelectric material in the crucial engineering re-
gime near room temperature.

Two defining properties of topological insulators—
spin-momentum locking of surface states and ! Berry
phase—can be clearly demonstrated in the Bi2Se3 series.
The surface states are expected to be protected by T
symmetry which implies that the surface Dirac node
should be robust in the presence of nonmagnetic disor-
der but open a gap in the presence of T breaking pertur-
bations. Magnetic impurities such as Fe or Mn on the
surface of Bi2Se3 open a gap at the Dirac point #Figs.
15!a" and 15!b"$ !Xia et al., 2008; Hsieh, Xia, Qian, Wray,
et al., 2009a; Hor, Roushan, et al., 2010; Wray et al.,
2010". The magnitude of the gap is likely set by the in-
teraction of Fe ions with the Se surface and the T break-

ing disorder potential introduced on the surface. Non-
magnetic disorder created via molecular absorbent NO2
or alkali atom adsorption !K or Na" on the surface
leaves the Dirac node intact #Figs. 15!c" and 15!d"$ in
both Bi2Se3 and Bi2Te3 !Hsieh, Xia, Qian, Wray, et al.,
2009a; Xia, Qian, Hsieh, Shankar, et al., 2009". These
results are consistent with the fact that the topological

FIG. 12. !Color online" Helical fermions: Spin-momentum
locked helical surface Dirac fermions are hallmark signatures
of topological insulators. !a" ARPES data for Bi2Se3 reveal
surface electronic states with a single spin-polarized Dirac
cone. !b" The surface Fermi surface exhibits a chiral left-
handed spin texture. !c" Surface electronic structure of Bi2Se3
computed in the local-density approximation. The shaded re-
gions describe bulk states, and the lines are surface states. !d"
Schematic of the spin-polarized surface-state dispersion in
Bi2X3 !1;000" topological insulators. Adapted from Xia et al.,
2008, Hsieh, Xia, Qian, Wray, et al., 2009a, and Xia, Qian,
Hsieh, Wray, et al., 2009.
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FIG. 13. !Color online" Room temperature topological order
in Bi2Se3: !a" Crystal momentum integrated ARPES data near
Fermi level exhibit linear falloff of density of states, which
combined with the spin-resolved nature of the states suggest
that a half Fermi gas is realized on the topological surfaces. !b"
Spin-texture map based on spin-ARPES data suggest that the
spin chirality changes sign across the Dirac point. !c" The Dirac
node remains well defined up a temperature of 300 K suggest-
ing the stability of topological effects up to the room tempera-
ture. !d" The Dirac cone measured at a temperature of 10 K.
!e" Full Dirac cone. Adapted from Hsieh, Xia, Qian, Wray, et
al., 2009a.

FIG. 14. !Color online" Hexagonal warping of surface states in
Bi2Te3: ARPES and STM studies of Bi2Te3 reveal a hexagonal
deformation of surface states. Fermi-surface evolution with in-
creasing n-type doping as observed in ARPES measurements.
Adapted from Alpichshev et al., 2010.
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kzTopological invariant with inversion: 

product over inversion eigenvalues 
at time-reversal invariant momenta
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(iii) The entanglement spectrum14,15 is the spectrum of the
reduced density matrix ⇢A of a system that is obtained by sub-
dividing the single-particle Hilbert space into two parts A and
B and tracing out the degrees of freedom of B

⇢A = TrB | i h | ⌘
1

Ze
e
�He , (7)

where | i is the gapped many-body ground state of Ĥ(k).
The last equality then defines the entanglement Hamiltonian
He, with Ze = Tr e�He a normalization constant. Here we
are interested in a real-space cut separating regions A and B

such that all lattice sites r with x > 0 are in A, say, and B is
the complement of A. In this case, ky and kz are good quan-
tum numbers which label the blocks of He as He(ky, kz). The
entanglement spectrum [or equivalently that of He(ky, kz)] of
a topological state has been shown to be in direct correspon-
dence with the spectrum of Hslab(ky, kz)16.

Notice that all the definitions in (i)–(iii) apply equally well
if the starting point Ĥ(k) would have been a 2D system, with
the only difference that the resulting spectra of Hslab(ky),
HW(ky), and He(ky) would have only one good momentum
quantum number.

We observe from direct numerical computation for both the
TRB and TRS higher order TIs defined in Eqs. (1) and (4)
that the slab, Wilson loop, and entanglement spectra are fully
gapped if we choose the geometry described above (giving up
the good quantum number kx). In other words, Hslab(ky, kz),
HW(ky, kz), and He(ky, kz) can be seen as Hamiltonians for
2D insulators. In fact, they describe topologically nontrivial
insulators, namely a Chern insulator in the TRB case and a 2D
Z2 TI in the TRS case.

To support this claim, we can again compute the slab, Wil-
son loop, and entanglement spectra for these systems, but
this time one dimension lower, giving up the momentum ky

as a good quantum number. For example, we can compute
the Wilson loop spectrum of the Wilson loop Hamiltonian
HW(ky, kz), following the concept of nested Wilson loops of
Ref. 8. Any other of the nine possibilities of combining any of
Hslab(ky, kz), HW(ky, kz), and He(ky, kz) with a slab, Wil-
son loop spectrum, or entanglement spectrum analysis will
lead to the same conclusion: We obtain an effective 1D sys-
tem with good momentum quantum number kz that shows a
gapless, symmetry protected spectral flow. To exemplify this,
we show in Fig. 2 a) and b) the gapped Wilson loop and entan-
glement spectra of HW(ky, kz) and He(ky, kz), respectively,
and in panels (c) and (d) the Wilson loop spectrum of the
Wilson loop Hamiltonian and the entanglement spectrum of
the entanglement Hamiltonian. Evidently, these nested spec-
tral analysis are ideal to uncover the topological properties of
higher-order TIs.

Instead of computing the slab spectrum of the slab spec-
trum, one can of course directly use a square column geometry
periodic only in z-direction, such that the surface is invariant
under Ĉ

z

4 T̂ . The spectrum then exhibits chiral edge modes
for HTRB(k) and Kramers pairs of edge modes for HTRS(k),
respectively (see Fig. 1a-c).

Quantized magnetic multipole moment — Topological
phenomena are often imprinted in universally quantized re-

sponse functions of a system. A standard example is the Hall
conductivity of a Chern insulator, given by Ce

2
/h, where

C 2 Z is the Chern number of the insulator. Another quantity
in which the same topological invariant appears is the mag-
netic dipole moment M of an insulator. For a 3D system,
the derivative of M with respect to the chemical potential
obeys @M/@µ / G, where G is a reciprocal lattice vector
with components given by the Chern numbers along the there
primitive directions.17 This gives a direct relation between the
Hall conductivity and @M/@µ. We show in appendix C that
the magnetic quadrupole moment Mkl of an insulator obeys

@Mkl

@µ
=

1

e
↵kl, (8)

where the tensor ↵kl is the magneto-optical polarizability of
the insulator18. We further show that for a system with Ĉ4T̂

symmetry along all three crystallographic directions, the latter
reduces to ↵lk = �lk

✓

2⇡
e
2

h
, where

✓ = �✏abc

Z
d3k

(2⇡)3
tr


Aa@bAc + i

2

3
AaAbAc

�
, (9)

is written in terms of the Berry gauge field Aa;n,n0 =
�i hun|@a|un0i, with n, n

0 running over the occupied bands
of the insulator. With T̂ symmetry, Eq. (9) is the quantized
topological invariant for time-reversal symmetric topological
insulators, restricting ✓ to the values ✓ = 0,⇡mod2⇡. Im-
portantly, Ĉ4T̂ symmetry (along one rotation axis) guaran-
tees the same quantization of ✓ as T̂ does. We thus found
in ✓ = 0,⇡ defined in Eq. (9) the Z2 topological invariant
for TRB higher-order TIs. We explicitly evaluate ✓ for the
model (1) in appendix D. At the same time, we have charac-
terized TRB higher-order 3D TIs as magnetic multipole insu-
lators, in analogy to the characterization of the higher-order
TIs discussed in Ref. 8 as quantized electric multipole insula-
tors.

Topological characterization — The form of Eq. (9) is
impractical for an explicit computation of ✓ in generic insu-
lators. Thus, we now discuss alternative forms of the topo-
logical invariant of TRB higher-order TIs and also for TRS
higher-order TIs, which were not covered by the magnetic
multipole discussion. Alternative formulas for ✓ used in 3D
TIs, such as the Pfaffian invariant1,2 can be defined because
time-reversal obeys T̂

2 = �1. However, since we have
an anti-unitary symmetry satisfying (Ĉ4T̂ )4 = �1 instead,
the Pfaffian-formulation cannot be used for TRB higher-order
TIs.

We start with the discussion of TRB higher-order TIs and
use Wilson loop eigenvalues to determine their topological
character. This time, for a Ĉ

z

4 T̂ invariant system, we employ
the Wilson loop W

z(kx, ky), in contrast to the Wilson loop
W

x(ky, kz) that was considered for the purpose of bound-
ary spectra. The spectrum of W z(kx, ky) has Kramers-type
degeneracies protected by Ĉ

z

4 T̂ at exactly two points in the
2D BZ, namely at (kx, ky) = (0, 0) and (kx, ky) = (⇡,⇡),
which are invariant under Ĉz

4 T̂ . Taking into account that the
spectrum of W z(kx, ky) lies on the unit circle, one can de-
duce that there are two topologically distinct ways to connect

Topological invariant:

✓ = 0,⇡ with time-reversal symmetry

Aa;n,n0 = �ihun|@a|un0i



Higher-order topological insulators
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[Benalcazar, Bernevig, Hughes 

Science 357, 61-66 (2017)]

Can only happen with 
spatial symmetries: 
generalizations of TCIs

(d-m)-dimensional boundary components of a d-dimensional system 

are gapless for m = N, and are generically gapped for m < N



Construction of a 2nd order 3D TI
Protecting symmetry: C4T    (breaks T, C4 individually)


surface construction from 3D TI:  
decorate surfaces alternatingly with outward and inward pointing 
magnetization, gives chiral 1D channels at hinges


Adding C4T respecting IQHE layers on 
surface can change number of hinge 
modes by multiples of 2


Odd number of hinge modes stable 
against any C4T respecting surface 
manipulation


Bulk         topological property Z2

a) b)

Chern

insulator

c)



Construction of a 2nd order 3D TI
Protecting symmetry: C4T    

(breaks T, C4 individually)


Bulk construction 
TI band structure plus (sufficiently weak) 

triple-q (𝜋,𝜋,𝜋) magnetic order

Toy model with only C4T in z-direction

H4(~k) =

 
M +

X

i

cos ki

!
⌧z�0 +�1

X

i

sin ki ⌧y�i +�2(cos kx � cos ky) ⌧x�0 + � ⌧y�0

3D TI T, C4 breaking term

⇡0 2⇡

kz

�(HC)

0

Spectrum of column 
geometry



Topological invariant of a 2nd order 3D TI

Case of additional inversion times TRS

(�1)⌫ =
Y

~k2IĈz
4 T̂

⇠~k

Band inversion formula for topological index à la Fu Kane

for C4T invariant momenta

kx

ky

kz

IĈz
4 T̂

= {(0, 0, 0), (⇡,⇡, 0), (0, 0,⇡), (⇡,⇡,⇡)}

Same quantization with C4T as with T alone:  

               

                     is topological invariant✓ = 0,⇡ Ztop = ei

✓
8⇡2

R
d4xE·B

(C4T )
4 = �1Different from existing indices, because



Gapless surfaces?

chiral 
gapless 
hingesurface turns gapless 

at some critical angle

consider adiabatically inserting a hinge

Critical angle nonuniversal, not fixed to particular crystallographic 
direction. Different from gapless surfaces of TCIs.

H4(~k) =

 
M +

X

i

cos ki

!
⌧z�0 +�1

X

i

sin ki ⌧y�i +�2(cos kx � cos ky + r sin kx sin ky) ⌧x�0 + � ⌧y�0



Electromagnetic response
Flux insertion in quantum Hall 
system creates quantized 
dipole

�" = ��# ⌘ �

+ —

+ —

�" = ��# ⌘ �

Flux insertion in chiral higher-
order TI creates quantized 
quadrupole

+
+—

—

�" = ��# ⌘ �



2nd order 3D topological superconductor

H4(~k) =

 
M +

X

i

cos ki

!
⌧z�0 +�1

X

i

sin ki ⌧y�i +�2(cos kx � cos ky) ⌧x�0 + � ⌧y�0

has a particle hole symmetry P = ⌧y�yK

Interpretation: Superconductor with generic dispersion and 
superposition of two order parameters

�1 spin triplet, p-wave

Balian-Werthamer state in superfluid Helium-3-B

d~k,i = i�1 sin ki

�2 spin singlet dx²-y²-wave

p+ id              superconductor with chiral 
Majorana hinge modes



Time-reversal symmetric 2nd order 3D TI

One Kramers pair of modes on each hinge,

like quantum spin Hall edge

Two routes: (1) Mirror symmetry

(2) Inversion symmetry
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Mirror Chern numbers
Stabilize more than one Dirac cone by adding crystalline symmetries
Mirror symmetry: 

eigenvalues +i and -i in spinful system

eigenstates on the mirror invariant planes in momentum space

kx

ky

kz Mirror Chern number: 

Chern number in +i/-i subspace on the plane

C± =
1

2⇡

Z
d2k tr

⇥
@kyA±

z � @kzA±
y

⇤
kx=0/⇡

2 Z Time-reversal symmetry: C+ = �C�
Number of Dirac cones crossing line in surface BZ

+i-i

ky

ky

kx

[L. Fu, Phys. Rev. Lett., 2011]

Mirror symmetry route: 3D HOTI



d)

n+n�

(110)
(100) (010)

a) b) c)

R1 R2

L2L1

2D TI

+i-i

ky

kx

Mirror symmetry route: 3D HOTI
Bending the surface of a 
topological crystalline insulator 
mirror Chern number = 2

Allowed 2D surface perturbations:

A B

x

y bo
un

da
ry

bo
un

da
ry

do
m

ai
n 

w
al

l

R L

(1)(2) (2)(3)
E

ky

(1)(2)

+i mirror subspace E

ky

(3)(2)

- i mirror subspace

(1) ) (2) ) (2) ) (3)

? ? ? ?

a) b)

c) d)

Number of upmovers of both mirror 
eigenvalues are equal

One upmover with mirror eigenvalue +i  (=mirror Chern number/2)

Requires 3D bulk.

(upmovers — downmovers) 

with mirror eigenvalue —i

(upmovers — downmovers) 

with mirror eigenvalue + i

Z

Z
= with time-reversal Z



SnTe is a HOTI
SnTe has ferroelectric distortion, opens gap on the surface; 

hinge states remain; Z8 index is 4
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Tuesday, November 22, 16

[P. Sessi et al.,  
Science, 354, 1269-1273 (2016)] 

[F. Schindler et al., Science Advances 2018]
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k
0 ⇡�⇡
+ ++ -

eik1D

0 ⇡

⇡

kx

ky

+ +

+ +
0 ⇡

⇡

kx

ky

+ -

+ -
eikx2D

kx

ky

kz

kx

ky

kz

+ +

+ +
+ +

+ +

+ -

+ -
+ -

+ -
3D

eikx

1 band inversion = trivial 

2 band inversions = trivial  
1 band inversion = TI (Fu Kane)

4 band inversions = trivial  
1/3 band inversions = TI (Fu Kane) 
2 band inversions = HOTI (e.g., Bi)

Inversion symmetry route: 3D HOTI



Bulk-boundary correspondence  
for “double band inversion”

I:       m → — munique TRS 
mass m

Decoupled subspaces: 
Two surface Dirac cones



Bismuth is a HOTI
Double band inversion

2

FIG. 1. Electronic structure of a HOTI with Ĉ3 and Î . a) Brillouin zone with TRS points that are used to evaluate the topological indices
in Eq. (1). b) Unit cell of the crystal structure of bismuth, which has Ĉ3 and inversion-symmetry. There are six inequivalent sites in the
conventional (hexagonal) unit cell, which is shown in red. Black lines delineate the primitive unit cell (rhombohedral), which has only 2
inequivalent atoms. c) Schematic of the hinge states of a hexagonally-shaped HOTI oriented along the trigonal [111] axis, with Ĉ3 and
inversion-symmetry (e.g., bismuth). Note that a prism with triangular rather than hexagonal cross-section would would not respect inversion
symmetry. All edges of the hexagonal cross-section are along bisectrix axes. Red lines represent a single one-dimensional Kramers pair of
gapless protected modes. In the Dirac picture of a HOTI surface, red and blue surfaces correspond to opposite signs of the unique TRS surface
mass terms. d) Localized hinge modes of the minimal tight-binding model of a HOTI with the same topology and symmetries as bismuth, as
defined in the Supplementary Information. The model is solved on the hexagon geometry described in (c) with open boundary conditions in
all directions. Plotted is the sum of the absolute squares of the eigenstates that lie in the bulk and surface gap. Note that while the tight-binding
model considered has the same topology as bismuth, it lacks its metallic surface states which are not protected by Ĉ3 and inversion symmetry.
e) Band structure of bismuth with inversion eigenvalues (green) and Ĉ3 eigenvalues on the �–T line (black). Since valence bands (red) and
conduction bands (blue) are not degenerate anywhere in momentum space, their topological indices, Eq. (1), are well defined despite the
appearance of a small electron and hole pocket. Black arrows indicate the two valence bands contributing to the Ĉ3-eigenvalue-graded band
inversion. f) Spectrum of the same model solved on a nanowire with hexagonal cross-section and periodic boundary conditions in the trigonal
z direction ([111] direction). Only a portion of the spectrum at small momentum deviations from the T point kz = ⇡ is shown. Six Kramers
pairs of hinge modes traverse the surface and bulk gap. Consult Fig. S2 c) in the Supplementary Information for a zoomed-out version showing
the spectrum for all momenta. g) Localization of these topologically protected hinge modes in the x-y-plane.

previous experimental observations. The crystal symmetries
that protect the topology of bismuth, Ĉ3 rotation and inver-
sion, establish a new class of HOTIs not discussed in pre-
vious works14–18,31–36,51. We support our theoretical analysis
with experimental data using two complementary techniques:
scanning tunneling microscopy/spectroscopy (STM/STS) on
surface step edges and Josephson interferometry on bismuth
nanowires.

Another 3D material that hosts one-dimensional modes on
its surface is the topological crystalline insulator tin telluride.
For one, strained tin telluride is proposed to become a HOTI15.
In addition, tin telluride has been experimentally shown to
feature one-dimensional flatband modes localized at surface
step edges52. The latter appear together with the Dirac cone

topological surface states and are thus distinct from the hinge
modes of a HOTI.

Note that while there are analog experimental realiza-
tions of 2D second-order topological insulators via electrical
circuits53, as well as phononic54 and photonic55 systems, the
present work provides the first instance of a realization of the
concept in the electronic structure of a crystal. At the same
time, it is the first experimental confirmation of a 3D HOTI,
regardless of the platform.

Bulk topology — Fu and Kane5 gave a simple topological
index for a 3D TI in the presence of inversion symmetry Î:
One multiplies the inversion eigenvalues (which are ±1) of
all Kramers pairs of occupied bands at all time-reversal sym-
metric momenta (TRIMs) in the Brillouin zone. If this prod-

trivial weak indices, albeit 
stack of 2D QSHE SG 166:


C3, I, Mx

structure: weakly coupled layers 
of buckled honeycomb (bilayers)

2

FIG. 1. Electronic structure of a HOTI with Ĉ3 and Î . a) Brillouin zone with TRS points that are used to evaluate the topological indices
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appearance of a small electron and hole pocket. Black arrows indicate the two valence bands contributing to the Ĉ3-eigenvalue-graded band
inversion. f) Spectrum of the same model solved on a nanowire with hexagonal cross-section and periodic boundary conditions in the trigonal
z direction ([111] direction). Only a portion of the spectrum at small momentum deviations from the T point kz = ⇡ is shown. Six Kramers
pairs of hinge modes traverse the surface and bulk gap. Consult Fig. S2 c) in the Supplementary Information for a zoomed-out version showing
the spectrum for all momenta. g) Localization of these topologically protected hinge modes in the x-y-plane.
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sion, establish a new class of HOTIs not discussed in pre-
vious works14–18,31–36,51. We support our theoretical analysis
with experimental data using two complementary techniques:
scanning tunneling microscopy/spectroscopy (STM/STS) on
surface step edges and Josephson interferometry on bismuth
nanowires.

Another 3D material that hosts one-dimensional modes on
its surface is the topological crystalline insulator tin telluride.
For one, strained tin telluride is proposed to become a HOTI15.
In addition, tin telluride has been experimentally shown to
feature one-dimensional flatband modes localized at surface
step edges52. The latter appear together with the Dirac cone
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modes of a HOTI.

Note that while there are analog experimental realiza-
tions of 2D second-order topological insulators via electrical
circuits53, as well as phononic54 and photonic55 systems, the
present work provides the first instance of a realization of the
concept in the electronic structure of a crystal. At the same
time, it is the first experimental confirmation of a 3D HOTI,
regardless of the platform.

Bulk topology — Fu and Kane5 gave a simple topological
index for a 3D TI in the presence of inversion symmetry Î:
One multiplies the inversion eigenvalues (which are ±1) of
all Kramers pairs of occupied bands at all time-reversal sym-
metric momenta (TRIMs) in the Brillouin zone. If this prod-



BISMUTH   HISTORY 101



Bi bilayer is 2D TI









BISMUTH   HISTORY 101



HOTI Evidence 1) STM 5

500� 50
0�

12�

400� 40
0�

4.3�

500� 50
0�

12�

400� 40
0�

4.3�

a b
Topography Differential conductance map

Type A edge

Type B edge

Differential conductance (V=183mV)
12.8 41.6

Differential conductance (V=183mV)
12.8 43.2

c d
Topography Differential conductance map

Topography Differential conductance map

Topography Differential conductance map

Differential conductance (V=183mV)

500 Å 50
0 Å 500 Å 50

0 Å

400 Å 40
0 Å

40
0 Å

Differential conductance (V=183mV)

400 Å

12 Å 12 Å

4.3 Å 4.3 Å

12.8 43.2

12.8 41.6

Type B edge
Type A edge

FIG. 2. Experimental observation of the alternating edge states on
a bismuth (111) surface perpendicular to its trigonal axis. a) 3D ren-
dered topographic image of the bismuth (111) surface. The red (type
A) and blue (type B) lines then indicate the types of edge, which are
along bisectrix axes. Note that the edges of type B in this particu-
lar pit geometry are much shorter than edges of type A, while still
large enough to be experimentally accessible. b) Differential con-
ductance map at the van Hove singularity energy (V = 183 meV)
of the one-dimensional edge states. In contrast to the type B edges,
all the type A edges exhibit localized high conductance. c) Topo-
graphic image of a hexagonal pit on a bismuth (111) surface. The
hinge modes are schematically shown as purple lines. Blue and red
arrows indicate the flow of the spin-momentum locked hinge modes.
d) Differential conductance map simultaneously acquired with the
topographic data from c), showing high conductance at every other
edge of the hexagonal pit.

showed a one-dimensional van Hove singularity of the edge
states (E = 183 meV) and quasi-particle interference of the
spin-orbit locked edge states. The same study demonstrated
the absence of k to �k scattering for these states. These ex-
perimental observations and model calculations strongly sug-
gest that the edge states are living in the momentum depen-
dent energy gap of the bismuth (111) surface states38. Every
other edge of a hexagonal pit exhibits localized edge states and
these edge states are discontinued at the corner where type A
and type B edge meet [Fig. 2 c) and d)]. This feature remark-
ably reproduces the hinge modes calculated for the hexagonal
nanowire as shown in Fig. 1 d).

Transport experiment — We exploited proximity-induced
superconductivity to reveal ballistic hinge states along
monocrystalline bismuth nanowires39,40. When these (non su-
perconducting) nanowires are connected to superconducting
contacts (implementing a superconductor/bismuth nanowire/-
superconductor or S/Bi/S Josephson junction), a supercurrent
runs through them at low temperature. Our experiments un-
ambiguously demonstrate that the supercurrent flows via ex-
tremely few narrow one-dimensional channels, rather than
via the entire surface or bulk of the nanowire. The experi-
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FIG. 3. Evidence for hinge states from Josephson-interference ex-
periments. a) Single-crystal bismuth nanowire (colored in brown)
connected to superconducting electrodes (colored in blue). The wire
has a parallelogrammatic cross-section. Its orientation along one of
the bisectrix axes of bismuth was determined by electron diffrac-
tion, showing evidence of (111) facets parallel to the substrate. The
1.4 µm long, rightmost section of the wire, in parallel with a super-
conducting weak link, forms an asymmetric SQUID. b) Schematic
representation of the investigated bismuth nanowire of parallelo-
grammatic cross-section described above, indicating (red lines) the
position of the experimentally identified topological hinge states in
relation to the hinge states determined theoretically in a bismuth sam-
ple of hexagonal symmetry oriented along the trigonal [111] axis. c)
The magnetic field dependence of the critical current shown is modu-
lated by the current phase relation of the bismuth Josephson junction
(whose critical current is much lower than the superconducting weak
link). This current phase relation can be decomposed into the sum
of two sawtooth waves d) and e) of different periods corresponding
respectively to the internal and external area of the SQUID � and �0

shown in a).

mental indications are the following: i) Periodic oscillations
of the critical current through the nanowires caused by a
magnetic field, with a period corresponding to one magnetic
flux quantum through the wire section perpendicular to the
field39,40. Such oscillations indicate interference between two
supercurrent-carrying paths located at the nanowire edges60

(see also the Supplementary Material), since a uniform cur-
rent density in such a long narrow wire would produce in-
stead a monotonously decaying critical current. ii) The su-
percurrent flowing through the nanowire persists to extremely
high magnetic fields, up to several Teslas in some samples.
Since the orbital dephasing due to a magnetic flux through the
supercurrent-carrying channel area destroys the induced su-
percurrent, this indicates that the channels are extremely nar-
row spatially. iii) Finally, we have recently provided a direct
signature of ballistic transport along those one-dimensional
channels, by measuring the supercurrent-versus-phase rela-
tion (also called current phase relation, or CPR) of the S/Bi/S
junction. This was done by inserting the bismuth nanowires
into an asymmetric superconducting quantum interference de-
vice (SQUID) configuration40,61. Whereas tunneling or diffu-
sive transport give rise to the usual nearly sinusoidal current
phase relation of superconductor/normal metal/superconduc-
tor Josephson junctions, the sharp sawtooth-shaped current
phase relation we found instead, demonstrates that transport
occurs ballistically along the wire. The scattering probabil-

questions:

i) thickness 

dependence

ii) hybridization with 

lower hinge mode
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a bismuth (111) surface perpendicular to its trigonal axis. a) 3D ren-
dered topographic image of the bismuth (111) surface. The red (type
A) and blue (type B) lines then indicate the types of edge, which are
along bisectrix axes. Note that the edges of type B in this particu-
lar pit geometry are much shorter than edges of type A, while still
large enough to be experimentally accessible. b) Differential con-
ductance map at the van Hove singularity energy (V = 183 meV)
of the one-dimensional edge states. In contrast to the type B edges,
all the type A edges exhibit localized high conductance. c) Topo-
graphic image of a hexagonal pit on a bismuth (111) surface. The
hinge modes are schematically shown as purple lines. Blue and red
arrows indicate the flow of the spin-momentum locked hinge modes.
d) Differential conductance map simultaneously acquired with the
topographic data from c), showing high conductance at every other
edge of the hexagonal pit.

showed a one-dimensional van Hove singularity of the edge
states (E = 183 meV) and quasi-particle interference of the
spin-orbit locked edge states. The same study demonstrated
the absence of k to �k scattering for these states. These ex-
perimental observations and model calculations strongly sug-
gest that the edge states are living in the momentum depen-
dent energy gap of the bismuth (111) surface states38. Every
other edge of a hexagonal pit exhibits localized edge states and
these edge states are discontinued at the corner where type A
and type B edge meet [Fig. 2 c) and d)]. This feature remark-
ably reproduces the hinge modes calculated for the hexagonal
nanowire as shown in Fig. 1 d).

Transport experiment — We exploited proximity-induced
superconductivity to reveal ballistic hinge states along
monocrystalline bismuth nanowires39,40. When these (non su-
perconducting) nanowires are connected to superconducting
contacts (implementing a superconductor/bismuth nanowire/-
superconductor or S/Bi/S Josephson junction), a supercurrent
runs through them at low temperature. Our experiments un-
ambiguously demonstrate that the supercurrent flows via ex-
tremely few narrow one-dimensional channels, rather than
via the entire surface or bulk of the nanowire. The experi-
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periments. a) Single-crystal bismuth nanowire (colored in brown)
connected to superconducting electrodes (colored in blue). The wire
has a parallelogrammatic cross-section. Its orientation along one of
the bisectrix axes of bismuth was determined by electron diffrac-
tion, showing evidence of (111) facets parallel to the substrate. The
1.4 µm long, rightmost section of the wire, in parallel with a super-
conducting weak link, forms an asymmetric SQUID. b) Schematic
representation of the investigated bismuth nanowire of parallelo-
grammatic cross-section described above, indicating (red lines) the
position of the experimentally identified topological hinge states in
relation to the hinge states determined theoretically in a bismuth sam-
ple of hexagonal symmetry oriented along the trigonal [111] axis. c)
The magnetic field dependence of the critical current shown is modu-
lated by the current phase relation of the bismuth Josephson junction
(whose critical current is much lower than the superconducting weak
link). This current phase relation can be decomposed into the sum
of two sawtooth waves d) and e) of different periods corresponding
respectively to the internal and external area of the SQUID � and �0

shown in a).

mental indications are the following: i) Periodic oscillations
of the critical current through the nanowires caused by a
magnetic field, with a period corresponding to one magnetic
flux quantum through the wire section perpendicular to the
field39,40. Such oscillations indicate interference between two
supercurrent-carrying paths located at the nanowire edges60

(see also the Supplementary Material), since a uniform cur-
rent density in such a long narrow wire would produce in-
stead a monotonously decaying critical current. ii) The su-
percurrent flowing through the nanowire persists to extremely
high magnetic fields, up to several Teslas in some samples.
Since the orbital dephasing due to a magnetic flux through the
supercurrent-carrying channel area destroys the induced su-
percurrent, this indicates that the channels are extremely nar-
row spatially. iii) Finally, we have recently provided a direct
signature of ballistic transport along those one-dimensional
channels, by measuring the supercurrent-versus-phase rela-
tion (also called current phase relation, or CPR) of the S/Bi/S
junction. This was done by inserting the bismuth nanowires
into an asymmetric superconducting quantum interference de-
vice (SQUID) configuration40,61. Whereas tunneling or diffu-
sive transport give rise to the usual nearly sinusoidal current
phase relation of superconductor/normal metal/superconduc-
tor Josephson junctions, the sharp sawtooth-shaped current
phase relation we found instead, demonstrates that transport
occurs ballistically along the wire. The scattering probabil-
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irreps computed for bismuth and listed in Table S2 and real-
ize that it is not met: we find X̄3X̄4 once, but �̄4�̄5 and �̄8

together appear three times.
The same analysis has been applied to all pEBRs in the

space group, taking into account all Wyckoff positions. The
constraints arising in this general case are substantially more
complex than in the above example and have been analyzed
with a computer algorithm. (The full information about high-
symmetry momentum points can be found in the BCS). We
find also in this general case that no linear combination of
pEBRs matches the irreps in the valence bands of bismuth.
Therefore, bismuth must have nontrivial topology, in connec-
tion with a bulk band structure that is not expressible in terms
of exponentially localized Wannier functions. Note in ad-
dition that the Z4 inversion index72,73 evaluates to 1 = 2
for bismuth, underlining its non-trivial topology from another
point of view.

TABLE S1. pEBRs of space group 166 with TRS. The notation
�̄3a/b
j " G stands for the induction of the site-symmetry group

�̄3a/b
j in the space group G, which subduces a pEBR.

X � L T
3a

�̄3a
4+5 " G X̄3X̄4 �̄4�̄5 L̄3L̄4 T̄4T̄5

�̄3a
6+7 " G X̄5X̄6 �̄6�̄7 L̄5L̄6 T̄6T̄7

�̄3a
8 " G X̄3X̄4 �̄8 L̄3L̄4 T̄8

�̄3a
9 " G X̄5X̄6 �̄9 L̄5L̄6 T̄9

3b
�̄3b
4+5 " G X̄3X̄4 �̄4�̄5 L̄5L̄6 T̄6T̄7

�̄3b
6+7 " G X̄5X̄6 �̄6�̄7 L̄3L̄4 T̄4T̄5

�̄3b
8 " G X̄3X̄4 �̄8 L̄5L̄6 T̄9

�̄3b
9 " G X̄5X̄6 �̄9 L̄3L̄4 T̄8

TABLE S2. The computed little-group irreps for bismuth are pre-
sented as follows.

3 doubly-degenerate valence bands
X X̄3X̄4; X̄5X̄6; X̄5X̄6

� �̄8; �̄8; �̄4�̄5

L L̄3L̄4; L̄5L̄6; L̄5L̄6

T T̄9; T̄8; T̄6T̄7

D. Effect of a band inversion at the X points

We will show here that, as claimed in the main text,
adding a Ĉ3 symmetric triplet of negative inversion eigenvalue
Kramers pairs to the occupied bands at X1, X2 and X3 cor-
responds to the addition of a single such Kramers pair in the
e
i⇡ eigenvalue subspace of Ĉ3, and the addition of two in the

exp(±i⇡/3) subspace.
Let the added Kramers pair at X1 be denoted by the eigen-

states |uk
X1

i, k = 1, 2, where |u2
X1

i = T |u1
X1

i and T is the
representation of the anti-unitary time-reversal operator. Take
C3 to be the representation matrix of threefold rotation. Since
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FIG. S3. Field dependence of the Bi nanowire’s critical current
before insertion into the asymmetric SQUID configuration.

in a spinful system Ĉ
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This means that we can find eigenvectors

|uk
⇡i = e

i2⇡/3 |uk
X1

i + e
�i2⇡/3 |uk

X2
i + |uk

X3
i ,

|uk
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i ,

|uk
�⇡/3i = e

�i2⇡/3 |uk
X1

i + e
i2⇡/3 |uk

X2
i + |uk

X3
i .

(S20)

with eigenvalues �1, e
i⇡/3, and e

�i⇡/3, respectively. This
means that when the added Kramers pairs are odd under in-
version symmetry, the time-reversal invariant subspaces with
Ĉ3 eigenvalues �1 and e

±i⇡/3 are augmented by one and two
such Kramers pairs, respectively. Being a Z2 quantity, only
⌫

(⇡) is affected by the inversion eigenvalues at the X points.
The same argument holds for the L points.

E. Transport experiment: further details

Superconducting electrodes were made by focused ion
beam-assisted deposition of a superconducting tungsten com-
pound. The Tc and Hc are above 4 K and 10 T, respec-
tively. We show in Fig. S3 the magnetic field dependence of
the nanowire’s critical current before insertion in the SQUID
configuration: only two superconducting wires connect the Bi
nanowire (there is no tungsten wire with constriction in paral-
lel). Periodic oscillations of the critical current with a period
of 100 Gauss are visible (see zoomed-in figure). Since this
periodicity corresponds to one magnetic flux quantum thread-
ing the wire (see Scanning Electron Micrograph with sam-
ple layout), it is the signature of interference between two
supercurrent-carrying paths located on two opposite edges of
the wire. The small oscillation amplitude indicates an asym-
metry in the transmission of the two paths. The decay of both
these oscillations (bottom blue curve) and the total critical cur-
rent, on a field scale of B1 = 8000 Gauss, gives an order
of magnitude for the path width: W = �0/LB1 ' 1 nm.

interference between hinge 
modes only (no SQUID)
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Berry phase is not inherently quantum mechanical


- mechanical systems


- acoustic systems


- photonic systems


- electrical circuits


Realization of topological systems in 
classical systems

- … the earth … has Chern number 2

[Delplace et al., Science (2017)]



Theoretical framework
Network of inductors and capacitors

There is no Fermi sea: band topology not manifest in ground state

Design topology of response function (impedance) instead of Hamiltonian

Kirchhoff’s law

2

FIG. 1. Electrical circuit exhibiting a topological corner state with nodes of the circuit indicated by black dots. a) Unit cell of the circuit. Blue
and black circuit elements correspond to weak and strong bonds in a tight-binding or mechanical analogue of the circuit. Red circuit elements
connect to the ground. All capacitor-inductor pairs have the same resonance frequency !0 = 1/

p
L1C1 = 1/

p
L2C2 = 1/

p
Lg

1C
g
1 . b)

Layout of the full circuit which has been realized experimentally. The corners (i) and (iii) are invariant under the mirror symmetry that leaves
the dashed grey line invariant. They are compatible with the bulk unit cell choices (I) and (II), respectively, which correspond to an interchange
of strong and weak bonds. As a consequence we expect a topological bound state at corner (i) but not at corner (iii). c) Unit cell of the
experimentally realized circuit.

given by Kirchhoff’s law

Ia(!) =
X

b=1,2,···
Jab(!)Vb(!) (1)

that relates the voltages Va to the currents Ia via the grounded
circuit Laplacian

Jab(!) = i!Cab �
i

!
Wab. (2)

Here, the off-diagonal components of the matrix C contain
the capacitance Cab between nodes a 6= b, while its diagonal
component is given by the total node capacitance

Caa = �Ca0 �

X

b=1,2,···
Cab (3)

including the capacitance Ca0 between node a and the ground.
Similarly, the off-diagonal components of the matrix W con-
tain the inverse inductivity Wab = L�1

ab between nodes a 6= b,
while its diagonal components are given by the total node in-
ductivity

Waa = �L�1
a0 �

X

b=1,2,···
L�1
ab (4)

including the inductivity La0 between node a and the ground.
At fixed frequency !, Jab(!) determines the linear re-

sponse of the circuit in that the impedance Zab between two
nodes a and b is given by

Zab(!) = Gaa(!) +Gbb(!)�Gab(!)�Gba(!), (5)

where G(!) = J�1(!) is the circuit Green’s function. The
impedance is thus dominated by the smallest eigenvalues
jn(!) of J(!) at this given frequency, provided that the sites
a and b are in the support of the corresponding eigenfunctions.

In turn, frequencies ! for which an exact zero eigenvalue
jn(!) = 0 exists correspond to eigenmodes of the circuit.
They are determined by the equations of motion satisfied by
the electric potential �a(t) at node a

X

b=1,2,···
Cab

d2

dt2
�b(t) +

X

b=1,2,···
Wab�b(t) = 0. (6)

The spectrum !2 of eigenmodes of the circuit is thus given by
the spectrum of the dynamical matrix

D = C�1/2WC�1/2, (7)

with matrix multiplication implied.
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q̃±(k) which share the eigenstates and phase of the eigenval-
ues with q±(k), but have eigenvalues of absolute value 1. We
can now define the winding numbers

⌫± :=
i

2⇡

Z 2⇡

0
dk tr q̃†±(k)@k q̃±(k), (21)

which are quantized to be integers. For a system with van-
ishing dipole moment, the net winding number ⌫+ + ⌫� must
vanish in any direction of momentum space. Hence, for the
systems of interest to us ⌫+ = �⌫�, and we can use

⌫ :=
⌫+ � ⌫�

2
2 Z (22)

as a topological invariant. The number of topological corner
modes is equal to the parity of ⌫.

We now demonstrate this topological invariant for the ad-
mittance matrix realized in our electrical circuit. Up to pref-
actors, the matrix takes the form

R(k) = (1 + � cos kx)�1⌧0
+ (1 + � cos ky)�2⌧2
� � sin kx �2⌧3
+ � sin ky �2⌧1,

(23)

and C = �3⌧0, while Mxȳ = 1
2 (�0 + �3)⌧3 +

1
2 (�0 � �3)⌧1.

The mirror-eigenvalue graded off-diagonal components of
R(k, k) are scalars in this case and can be computed as

q±(k) =
p
2
�
1 + �e⌥ik

�
. (24)

Clearly, for � > 1, they have winding number ⌫± = ±1 and
thus ⌫ = +1, corresponding to the topologically nontrivial
phase with corner modes. In contrast, for � < 1 we find ⌫± =
0 and thus ⌫ = 0, corresponding to the topologically trivial
phase.

D. Experimental circuit implementation

For an unambiguous assignment of the corner state to its
topological origin, we tested the theoretically predicted lo-
calization length of the corner state as given in Eq. 9. For
practical considerations, the localization length implied by �
had to be set to a value that enables a robust observation of
the spatially decaying topological impedance peak along the
first two or three unit cells such that it is not attenuated be-
low the impedance resolution of the available instruments,
which lies in the range of O(10�2⌦). As such, we are re-
stricted to � < 5. The ultimate choice of � = 3.3 was
motivated by commercial availability of the required circuit
elements. The absolute signal height of the spatially decay-
ing corner state resonance is limited by the DC-serial resis-
tance (RDC) of the inductors, which damps out the height
of the impedance peak with increasing resistance (Fig. 4).
Further requirements on the inductors are magnetic shield-
ing to avoid spurious inductive coupling, small dimensions
to keep the overall dimensions of the circuit board practical,

and an inductivity a few orders of magnitude higher than the
nH-range of parasitic inductivities of the circuit lines on the
printed-circuit board. To meet these requirements, we chose
SMD power inductors with low serial resistance and induc-
tivities of L11 = 3.3µH (RDC < 76m⌦) and L2 = 1µH
(RDC < 27m⌦) from Würth Elektronik. The remaining two
experimental parameters are the capacitances and the mea-
surement/resonance frequency f , which are linked to the in-
ductivity via f = 1/(2⇡

p
L1,2C1,2). With LTSpice (Linear

Technology), we simulated the expected frequency difference
between the impedance of the bulk states and the corner mode
as function of the absolute value chosen for the capacitance.
The task was to open a gap as large as possible, in order to
enhance the sharpness of the corner mode in the frequency
spectrum. Fig. 4 displays the result, and demonstrates increas-
ing impedance differences with decreasing capacitance and
increasing frequency, respectively. We therefore set the capac-
itances to C1 = 1nF and C2 = 3.3nF (WCAP-CSGP Ceramic
Capacitors 0805 Würth Elektronik) to get a high impedance
resonance at the upper limit of our available instrument fre-
quency range.

Finally, the impact of production-related tolerances of the
circuit elements (usually at least 10 %) in inductivity and ca-
pacitance was investigated by introducing tolerances with a
Monte Carlo simulation (Fig. 5). Based on the findings of
these simulations, we concluded that our components had to
be selected within < 2% tolerance. As components with
such tolerances were not readily available, all components
were pre-characterized with the HP 4194A Impedance Ana-
lyzer. The HP 4194A was also used to measure differential
impedance spectra between the nodes. For that purpose, a dif-
ferential four terminal measurement between the trivial node
in the lower right corner and the nodes of interest in the upper
left, i.e., the topologically non-trivial corner, was performed.
The analyzers compensation algorithm was used to cancel out
the impedance contribution caused by the measurement feed
lines.

E. Dipole and quadrupole polarization

In this subsection, we present how the dipole and
quadrupole topological polarization can be expressed in terms
of Bloch eigenfunctions and the Berry connection.

1. Dipole polarization, Wannier functions and projected density

operator

In the continuum, the dipole polarization pi =
R
xi⇢(x)dx

gives us the expectation value of the center of mass with re-
spect to a density operator ⇢. On a two-dimensional lattice, its
definition should be modified in two ways. Firstly, ⇢ should
be replaced by the band projector P =

P
n,k |u

n
kihu

n
k|, where

|un
ki = un

k|ki is the nth occupied Bloch eigenstate with quasi-
momentum k = (kx, ky). Secondly, considering only the x-
direction and omitting the component index i, x should be
replaced by the periodic position operator X̂ = e2⇡ix̂/Lx =

8
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Further requirements on the inductors are magnetic shield-
ing to avoid spurious inductive coupling, small dimensions
to keep the overall dimensions of the circuit board practical,

and an inductivity a few orders of magnitude higher than the
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FIG. 3. Two dependencies of the operator D from Eq. (15) on the
angular variable ' that mimic a superconducting vortex (blue) and
the corner of an electric quadrupole insulator (red). The existence of
a zero mode in the former implies the existence of a corner mode in
the latter.

We are searching for an explicit analytical solution to the
localized corner state within the respective Dirac equation.
Without loss of generality we consider a corner to the upper
right of the sample. To implement it in our formalism, we
have to consider a real space dependence of the Dirac mass
term in Eq. (14). For simplicity, we set !0 = 2 and remove
the overall energy shift !2

0 from the Dirac operator. Further
we substitute (1 � �)�1⌧0 by � sin��1⌧0 and (1 � �)�2⌧2
by � cos��2⌧2 so that the operator reads

D = px�2⌧3 � py�2⌧1 +�(sin ��1⌧0 + cos ��2⌧2),
(15)

where � = ⇡/4 and � = �3⇡/4 holds inside and outside of
the material, respectively. With these values for �, we have
merely implemented the sign change in the Dirac mass term
across the sample boundary. We now equip � with a posi-
tion dependence to model a corner. A corner geometry re-
quires that � vary continuously from � = ⇡/4 to � = �3⇡/4
and back again as we go once around the corner in real space
(starting from within the sample). The form of this interpo-
lation is constrained by symmetry arguments. Note that the
bulk symmetries M̂x, M̂y and Ĉ4 are all broken locally by
the corner. The only symmetry that leaves the corner invari-
ant is the diagonal mirror symmetry M̂xȳ = C4Mx that sends
(x, y) ! (y, x) and is represented by

Mxȳ =
1

2
(�0 + �3)⌧3 +

1

2
(�0 � �3)⌧1. (16)

Also, the system respects chiral symmetry for any choice of
�. We now endow � with a spatial dependence and note that
Mxȳ symmetry is preserved if

�(x, y) = ��(y, x) + ⇡/2 mod 2⇡. (17)

If we parametrize real space by x = rcos', y = rsin',
the condition translates into one on the ' dependence of �.
Specifically

�(') = ��(�'+ ⇡/2) + ⇡/2 mod 2⇡. (18)

The choice �1(') = ' is consistent with this symmetry, and
so is

�2(') = arctan
⇣'
�

⌘
+ arctan

✓
'� ⇡/2

�

◆
+

⇡

4
. (19)

In the limit � ! 0, �2(') realizes a corner with the nontrivial
part of the system located in the upper right quadrant. This can
be seen by noting that in this limit, � = ⇡/4 and � = �3⇡/4
holds as required inside and outside of the sample, respec-
tively. For �1('), in contrast, the operator (15) is equivalent
to the Hamiltonian that describes a vortex in an s-wave su-
perconducting surface state of a three-dimensional topologi-
cal insulator27. The latter supports a spectrally isolated zero
energy mode localized at the origin. It is protected to lie at
zero energy by the chiral symmetry. We can now choose any
interpolation between �1(') and �2(') to connect these two
situations: since chiral symmetry cannot be broken by the in-
terpolation, the zero mode has to remain also in the system
with a corner.

C. Topological index: Mirror-graded winding number

Here we define the bulk topological invariant for a topolog-
ical quadrupole insulator as a mirror-symmetry graded wind-
ing number. This index is valid if the model has diagonal
mirror symmetry (e.g., Mxȳ) and chiral symmetry C. The lat-
ter is in any case required to pin topological corner modes
to eigenvalue zero. Our topological invariant, which was al-
ready employed in Ref. 28 to characterize crystalline topologi-
cal superconductors, is complementary to the characterization
of multipole insulators in terms of Wilson loops that was given
in Ref. 20.

Consider a k-dependent matrix (being for example a
Bloch Hamiltonian, or an admittance matrix) R(k) that
both obeys C, i.e., CR(k)C�1 = �R(k), and Mxȳ , i.e,
MxȳR(kx, ky)M

�1
xȳ = �R(ky, kx) and let [C,Mxȳ] = 0.

The occupied bands of R(k, k) can then be divided in a sub-
space with mirror eigenvalues ±1 (or ±i for spinful mirror
symmetry). Using this grading, we can bring R(k, k) to the
form

R(k, k) =

0

BB@

0 q+(k) 0 0
q+(k)† 0 0 0

0 0 0 q�(k)
0 0 q�(k)† 0

1

CCA , (20)

where the first half acts on the +1 mirror subspace, while the
second half acts on the �1 mirror subspace. For R(k, k) to
be gapped, all eigenvalues of q±(k) need to be nonzero. We
can thus define a ‘spectrally flattened’ pair of unitary matrices
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space with mirror eigenvalues ±1 (or ±i for spinful mirror
symmetry). Using this grading, we can bring R(k, k) to the
form

R(k, k) =

0

BB@

0 q+(k) 0 0
q+(k)† 0 0 0

0 0 0 q�(k)
0 0 q�(k)† 0

1

CCA , (20)

where the first half acts on the +1 mirror subspace, while the
second half acts on the �1 mirror subspace. For R(k, k) to
be gapped, all eigenvalues of q±(k) need to be nonzero. We
can thus define a ‘spectrally flattened’ pair of unitary matrices
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FIG. 3. Two dependencies of the operator D from Eq. (15) on the
angular variable ' that mimic a superconducting vortex (blue) and
the corner of an electric quadrupole insulator (red). The existence of
a zero mode in the former implies the existence of a corner mode in
the latter.

We are searching for an explicit analytical solution to the
localized corner state within the respective Dirac equation.
Without loss of generality we consider a corner to the upper
right of the sample. To implement it in our formalism, we
have to consider a real space dependence of the Dirac mass
term in Eq. (14). For simplicity, we set !0 = 2 and remove
the overall energy shift !2

0 from the Dirac operator. Further
we substitute (1 � �)�1⌧0 by � sin��1⌧0 and (1 � �)�2⌧2
by � cos��2⌧2 so that the operator reads

D = px�2⌧3 � py�2⌧1 +�(sin ��1⌧0 + cos ��2⌧2),
(15)

where � = ⇡/4 and � = �3⇡/4 holds inside and outside of
the material, respectively. With these values for �, we have
merely implemented the sign change in the Dirac mass term
across the sample boundary. We now equip � with a posi-
tion dependence to model a corner. A corner geometry re-
quires that � vary continuously from � = ⇡/4 to � = �3⇡/4
and back again as we go once around the corner in real space
(starting from within the sample). The form of this interpo-
lation is constrained by symmetry arguments. Note that the
bulk symmetries M̂x, M̂y and Ĉ4 are all broken locally by
the corner. The only symmetry that leaves the corner invari-
ant is the diagonal mirror symmetry M̂xȳ = C4Mx that sends
(x, y) ! (y, x) and is represented by

Mxȳ =
1

2
(�0 + �3)⌧3 +

1

2
(�0 � �3)⌧1. (16)

Also, the system respects chiral symmetry for any choice of
�. We now endow � with a spatial dependence and note that
Mxȳ symmetry is preserved if

�(x, y) = ��(y, x) + ⇡/2 mod 2⇡. (17)

If we parametrize real space by x = rcos', y = rsin',
the condition translates into one on the ' dependence of �.
Specifically

�(') = ��(�'+ ⇡/2) + ⇡/2 mod 2⇡. (18)

The choice �1(') = ' is consistent with this symmetry, and
so is

�2(') = arctan
⇣'
�

⌘
+ arctan

✓
'� ⇡/2

�

◆
+

⇡

4
. (19)

In the limit � ! 0, �2(') realizes a corner with the nontrivial
part of the system located in the upper right quadrant. This can
be seen by noting that in this limit, � = ⇡/4 and � = �3⇡/4
holds as required inside and outside of the sample, respec-
tively. For �1('), in contrast, the operator (15) is equivalent
to the Hamiltonian that describes a vortex in an s-wave su-
perconducting surface state of a three-dimensional topologi-
cal insulator27. The latter supports a spectrally isolated zero
energy mode localized at the origin. It is protected to lie at
zero energy by the chiral symmetry. We can now choose any
interpolation between �1(') and �2(') to connect these two
situations: since chiral symmetry cannot be broken by the in-
terpolation, the zero mode has to remain also in the system
with a corner.

C. Topological index: Mirror-graded winding number

Here we define the bulk topological invariant for a topolog-
ical quadrupole insulator as a mirror-symmetry graded wind-
ing number. This index is valid if the model has diagonal
mirror symmetry (e.g., Mxȳ) and chiral symmetry C. The lat-
ter is in any case required to pin topological corner modes
to eigenvalue zero. Our topological invariant, which was al-
ready employed in Ref. 28 to characterize crystalline topologi-
cal superconductors, is complementary to the characterization
of multipole insulators in terms of Wilson loops that was given
in Ref. 20.
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q̃±(k) which share the eigenstates and phase of the eigenval-
ues with q±(k), but have eigenvalues of absolute value 1. We
can now define the winding numbers

⌫± :=
i

2⇡

Z 2⇡

0
dk tr q̃†±(k)@k q̃±(k), (21)

which are quantized to be integers. For a system with van-
ishing dipole moment, the net winding number ⌫+ + ⌫� must
vanish in any direction of momentum space. Hence, for the
systems of interest to us ⌫+ = �⌫�, and we can use

⌫ :=
⌫+ � ⌫�

2
2 Z (22)

as a topological invariant. The number of topological corner
modes is equal to the parity of ⌫.

We now demonstrate this topological invariant for the ad-
mittance matrix realized in our electrical circuit. Up to pref-
actors, the matrix takes the form

R(k) = (1 + � cos kx)�1⌧0
+ (1 + � cos ky)�2⌧2
� � sin kx �2⌧3
+ � sin ky �2⌧1,

(23)

and C = �3⌧0, while Mxȳ = 1
2 (�0 + �3)⌧3 +

1
2 (�0 � �3)⌧1.

The mirror-eigenvalue graded off-diagonal components of
R(k, k) are scalars in this case and can be computed as

q±(k) =
p
2
�
1 + �e⌥ik

�
. (24)

Clearly, for � > 1, they have winding number ⌫± = ±1 and
thus ⌫ = +1, corresponding to the topologically nontrivial
phase with corner modes. In contrast, for � < 1 we find ⌫± =
0 and thus ⌫ = 0, corresponding to the topologically trivial
phase.

D. Experimental circuit implementation

For an unambiguous assignment of the corner state to its
topological origin, we tested the theoretically predicted lo-
calization length of the corner state as given in Eq. 9. For
practical considerations, the localization length implied by �
had to be set to a value that enables a robust observation of
the spatially decaying topological impedance peak along the
first two or three unit cells such that it is not attenuated be-
low the impedance resolution of the available instruments,
which lies in the range of O(10�2⌦). As such, we are re-
stricted to � < 5. The ultimate choice of � = 3.3 was
motivated by commercial availability of the required circuit
elements. The absolute signal height of the spatially decay-
ing corner state resonance is limited by the DC-serial resis-
tance (RDC) of the inductors, which damps out the height
of the impedance peak with increasing resistance (Fig. 4).
Further requirements on the inductors are magnetic shield-
ing to avoid spurious inductive coupling, small dimensions
to keep the overall dimensions of the circuit board practical,

and an inductivity a few orders of magnitude higher than the
nH-range of parasitic inductivities of the circuit lines on the
printed-circuit board. To meet these requirements, we chose
SMD power inductors with low serial resistance and induc-
tivities of L11 = 3.3µH (RDC < 76m⌦) and L2 = 1µH
(RDC < 27m⌦) from Würth Elektronik. The remaining two
experimental parameters are the capacitances and the mea-
surement/resonance frequency f , which are linked to the in-
ductivity via f = 1/(2⇡

p
L1,2C1,2). With LTSpice (Linear

Technology), we simulated the expected frequency difference
between the impedance of the bulk states and the corner mode
as function of the absolute value chosen for the capacitance.
The task was to open a gap as large as possible, in order to
enhance the sharpness of the corner mode in the frequency
spectrum. Fig. 4 displays the result, and demonstrates increas-
ing impedance differences with decreasing capacitance and
increasing frequency, respectively. We therefore set the capac-
itances to C1 = 1nF and C2 = 3.3nF (WCAP-CSGP Ceramic
Capacitors 0805 Würth Elektronik) to get a high impedance
resonance at the upper limit of our available instrument fre-
quency range.

Finally, the impact of production-related tolerances of the
circuit elements (usually at least 10 %) in inductivity and ca-
pacitance was investigated by introducing tolerances with a
Monte Carlo simulation (Fig. 5). Based on the findings of
these simulations, we concluded that our components had to
be selected within < 2% tolerance. As components with
such tolerances were not readily available, all components
were pre-characterized with the HP 4194A Impedance Ana-
lyzer. The HP 4194A was also used to measure differential
impedance spectra between the nodes. For that purpose, a dif-
ferential four terminal measurement between the trivial node
in the lower right corner and the nodes of interest in the upper
left, i.e., the topologically non-trivial corner, was performed.
The analyzers compensation algorithm was used to cancel out
the impedance contribution caused by the measurement feed
lines.

E. Dipole and quadrupole polarization

In this subsection, we present how the dipole and
quadrupole topological polarization can be expressed in terms
of Bloch eigenfunctions and the Berry connection.

1. Dipole polarization, Wannier functions and projected density

operator

In the continuum, the dipole polarization pi =
R
xi⇢(x)dx

gives us the expectation value of the center of mass with re-
spect to a density operator ⇢. On a two-dimensional lattice, its
definition should be modified in two ways. Firstly, ⇢ should
be replaced by the band projector P =

P
n,k |u

n
kihu

n
k|, where

|un
ki = un

k|ki is the nth occupied Bloch eigenstate with quasi-
momentum k = (kx, ky). Secondly, considering only the x-
direction and omitting the component index i, x should be
replaced by the periodic position operator X̂ = e2⇡ix̂/Lx =

⇡ ⇡

⇡

⇡

⇡ ⇡

⇡ ⇡

⇡

⇡

⇡ ⇡
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FIG. 1. Electrical circuit exhibiting a topological corner state with nodes of the circuit indicated by black dots. a) Unit cell of the circuit. Blue
and black circuit elements correspond to weak and strong bonds in a tight-binding or mechanical analogue of the circuit. Red circuit elements
connect to the ground. All capacitor-inductor pairs have the same resonance frequency !0 = 1/

p
L1C1 = 1/

p
L2C2 = 1/

p
Lg

1C
g
1 . b)

Layout of the full circuit which has been realized experimentally. The corners (i) and (iii) are invariant under the mirror symmetry that leaves
the dashed grey line invariant. They are compatible with the bulk unit cell choices (I) and (II), respectively, which correspond to an interchange
of strong and weak bonds. As a consequence we expect a topological bound state at corner (i) but not at corner (iii). c) Unit cell of the
experimentally realized circuit.

given by Kirchhoff’s law

Ia(!) =
X

b=1,2,···
Jab(!)Vb(!) (1)

that relates the voltages Va to the currents Ia via the grounded
circuit Laplacian

Jab(!) = i!Cab �
i

!
Wab. (2)

Here, the off-diagonal components of the matrix C contain
the capacitance Cab between nodes a 6= b, while its diagonal
component is given by the total node capacitance

Caa = �Ca0 �

X

b=1,2,···
Cab (3)

including the capacitance Ca0 between node a and the ground.
Similarly, the off-diagonal components of the matrix W con-
tain the inverse inductivity Wab = L�1

ab between nodes a 6= b,
while its diagonal components are given by the total node in-
ductivity

Waa = �L�1
a0 �

X

b=1,2,···
L�1
ab (4)

including the inductivity La0 between node a and the ground.
At fixed frequency !, Jab(!) determines the linear re-

sponse of the circuit in that the impedance Zab between two
nodes a and b is given by

Zab(!) = Gaa(!) +Gbb(!)�Gab(!)�Gba(!), (5)

where G(!) = J�1(!) is the circuit Green’s function. The
impedance is thus dominated by the smallest eigenvalues
jn(!) of J(!) at this given frequency, provided that the sites
a and b are in the support of the corresponding eigenfunctions.

In turn, frequencies ! for which an exact zero eigenvalue
jn(!) = 0 exists correspond to eigenmodes of the circuit.
They are determined by the equations of motion satisfied by
the electric potential �a(t) at node a

X

b=1,2,···
Cab

d2

dt2
�b(t) +

X

b=1,2,···
Wab�b(t) = 0. (6)

The spectrum !2 of eigenmodes of the circuit is thus given by
the spectrum of the dynamical matrix

D = C�1/2WC�1/2, (7)

with matrix multiplication implied.
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FIG. 2. Comparison of experimental and theoretical results for the circuit spectrum and corner mode. (a) Theoretical spectrum of the circuit
Laplacian J(!) as a function of the driving frequency. All frequency scales are normalized to the resonance frequency !0. An isolated mode
crossing the gap, which corresponds to a zero energy eigenvalue of J(!) at ! = !0 is clearly visible. It corresponds to the topological corner
mode. The calculation includes a random disorder of 1% for all capacitors and 2% for all inductors. (b) Theoretical weight distribution of
the eigenstate of J(!0) that corresponds to the corner mode (Eq. 9), where only the circuit nodes near the corner are shown. (c) Comparison
between the experimental corner mode impedance at ! = !0, measured between nearest neighbor nodes along the horizontal and vertical
edges, and along the diagonal, and the theoretically computed weight of the corner mode eigenstate. Both decay with the decay constant
� = 3.3 set by the ratio of alternating capacitors/inductors. (d) Frequency scan (normalized with respect to !0) of the impedance between two
nearest-neighbor sites at the corner, at the edge, and in the bulk. Both the experimental and theoretical curves show the corner state resonance
isolated in the gap of bulk and edge states.

corner topologically non-trivial (the upper left one for � > 1)
and the opposite corner trivial.

We thus expect that for � > 1 and at eigenfrequency !0,
the circuit depicted in Fig. 1 c) supports a localized topologi-
cal corner state at the upper left corner, and none at the lower
right or any other corner. We further note that the corner mode
should be an exact eigenstate of the M̂xȳ symmetry. We will
now present impedance measurements that support this expec-
tation.

Experimental results — For the experimental realization
of topological corner modes a circuit board with 4.5 ⇥ 4.5
unit cells was designed. The line spacing on the board was
chosen such that spurious inductive coupling between the cir-
cuit elements was below our measurement resolution. All
impedance measurements were performed with a HP 4194A
Impedance/Gain-Phase Analyzer in a full differential configu-
ration. In order to achieve a clearly resolvable corner state res-
onance on the superimposed resistive background of the bulk
states, i.e., the combined impedance contribution of our RLC
circuit, which is of the order of a few hundreds of milli-ohm

at the resonance, the values of the circuit elements where cho-
sen for the resonance frequency to be at 2.8 MHz. The ratio
� between the capacitors/inductors was set to 3.3, so that the
spatially decaying corner state resonance could be observed
over 3 unit cells in each spatial direction (see also Methods
section D).

Figure 2 compares the experimental data with the theoreti-
cal predictions, finding excellent agreement between the two.
It demonstrates the existence of a spectrally and spatially lo-
calized topological corner state. In Fig. 2 a) the frequency-
dependent spectrum of the circuit Laplacian shows the iso-
lated corner mode and illustrates the connection between a
(bulk and edge) spectral gap of J(!) at fixed frequency ! and
a gap in the spectrum of the dynamical matrix D, which corre-
sponds to a range of frequencies without zero modes of J(!).
In Fig. 2 b) and c) the corner mode at ! = !0 is mapped
out with single-site resolution. The exponential decay of the
measured impedance is in excellent correspondence with the
theoretical expectation

�c(x, y) = (��)�(x+y)�c(0, 0), (9)

measured corner state: 

exponential localization 

Electric circuit realization



Other synthetic HOTIs

Microwave resonators
[Peterson et al. Nature (2018)]

Photonic waveguides
[Noh et al. Nature Photonics (2018)]

Mechanical system
[Serra-Garcia et al. Nature (2018)]

Electric circuit
[Serra-Garcia et al. arxiv (2018)]



Topological 
quantum computing: 
hexon of Majoranas

[C. Beenakker, Condensed matter online journal club]

[Hsu et al., PRL (2018)]

Summary: Higher-order topology

Electric circuits realization of HOTI

HOTIS generalize the bulk-boundary correspondence of 
topological matter 


need spatial symmetry 

SnTe is HOTI


Bismuth is e-h compensated HOTI


