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Abstract A Riemann–Hilbert problem (RHP) is a particular type of boundary value problem for a matrix valued function on the
complex plane (or other Riemann surface). It is the analytic tool, for example, to find holomorphic sections of vector bundles, the typical
example being the Birkhoff factorization theorem on the Riemann Sphere.
There is a surprisingly wide plethora of problems that can be framed within the theory of RHPs; it includes the inverse spectral problem for
integrable wave equations (KdV, mKdV, NLS, AKNS, and, to some extent, KP), the theory of occupation numbers for certain stochastic
point fields, the theory of Painlevé equations and even the analysis of the spectral properties of certain inverse problems in tomography.
Special techniques have been developed in the late ?90 to study asymptotic behaviours of solutions of RHPs and this allows rigorous and
very (extremely, in fact) detailed asymptotic analysis of nonlinear waves, be it in the long-time or small-dispersion regimes; for example
results of “universality” of behaviour of solution near the caustic curve of the zero-dispersion approximation can be approached (if not
outright solved) by such techniques.
A ”tau” function can be associated to the deformation space of any RHP; in special cases it becomes a Fredholm determinant, in others it
takes the meaning of generating function of intersection numbers of characteristic classes on moduli spaces.

In this talk I will try to give an overview of these topics to showcase the breadth and reach of the method, as well as my collaborators’

research and my own.
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We give an overview of the wide range of applications of Riemann–Hilbert problems in
recent results.

1 Riemann–Hilbert problems

2 Nonlinear Waves (B. Tovbis ’15, Grava-Claeys ’13, Dubrovin-Grava-Klein ’12)

3 Random (Multi)–Matrices (B.-Gekhtman-Szmigielski ’12, B. Bothner ’15)

4 Spectral properties of tomography (B.-Katsevich-Tovbis, ’15–’17).

5 Intersection numbers (B.-Dubrovin-Di ’16, B.-Cafasso ’16, B.-Ruzza ’17)

6 Integrable systems: Painlevé-Calogero-Moser, (Levin-Olshanetsky ’00, Takasaki
’01, B.-Cafasso-Rubtsov ’17)
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What is a RHP and why you should care

OPs, NLS, KdV, Gap probatilities, Painlevé equations, etc. are related to a particular
type of boundary value problem in the complex plane. A Riemann–Hilbert problem is
a boundary–value problem for a matrix–valued, piecewise analytic function Γpzq.

Problem

Let Σ be an oriented (union of) curve(s) and Mpzq a (sufficiently smooth) matrix
function defined on Σ. Find a matrix-valued function Y pzq with the properties that

Y pzq is analytic on CzΣ;

limzÑ8 Y pzq “ 1 (or some other normalization);

Y`pzq “ Y´pzqMpzq ; @z P Σ

` ´Y`pzq “ Y´pzqMpzq
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In the scalar case, a RHP is reducible to the Sokhotsky-Plemelji formula

Theorem (Sokhotsky-Plemelji formula)

Let hpwq be α–Hölder on Σ and

fpzq :“
1

2iπ

ż

Σ

hpwq dw

w ´ z
ñ f`pwq ´ f´pwq “ hpwq ñ ef` “ ef´eh (1)

(Partial) Index problem.

In the matrix case the solution cannot be written explicitly (at best an integral
equation can be derived) and hence the problem is genuinely transcendental.

Can be rephrased as a triviality of a vector bundle (Birkhoff–theorem Ø partial indices)
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Tau function

Definition (B. ’10, B. ’16)

Deformation theory of jump-matrix Mpz; tq leads to

Bt ln τptq “

ż

Σ
Tr

ˆ

Y ´1
´ Y 1´BtMM´1

˙

dz

2iπ
`Θptq (2)

Θ is a smooth one form of the deformation parameters (an “anomaly”). First term
has a simple pole with integer residue on the Malgrange divisor.

The principal property: τ is locally analytic and τptq “ 0 if and only if the RHP
has no solution (vector bundle is non-trivial).

Behaves like a (regularized) Fredholm determinant (Malgrange ’90).

Connects with symplectic geometry of the deformation space.

Isomonodromic deformations: Painlevé and conformal blocks in CFT (Iorgov,
Lisovyy, Gamayun, Its, Tykhyy,...’13–onwards)

For “oscillatory” problems (depending on parameter), Deift–Zhou method
(“non-abelian steepest descent”).
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Nonlinear Waves
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Nonlinear Schrödinger equation

The focusing Nonlinear Schrödinger (NLS) equation,

i~Btq “ ´~2B2
xq ´ 2|q|2q (3)

models self-focusing and self-modulation (optical fibers). It is integrable by inverse
scattering methods (Zakharov–Shabat). It exhibits interesting behaviour as ~Ñ 0
(modulational instability); in different regions of spacetime, there are different
asymptotic behaviors (phases) separated by breaking curves (or nonlinear caustics).
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The tip-point of the braking curves is called a point of gradient catastrophe, or
elliptic umbilical singularity [Dubrovin-Grava-Klein].

Main goal

Leading order asymptotic qpx, t, ~q on and around the gradient catastrophe point
px0, t0q.

The behavior in the bulk is described in terms of slow
modulation of exact quasi-periodic solutions (genus
2), while outside by slow modulation equations for
the amplitude. There are (generically) two types of
transitional regions

A strip region of scale Op~ ln ~q around the
breaking curves (nonlinear caustics);

a circular region of scale Op~
4
5 q around the

gradient catastrophe point.

Op~4
5q

Opεq

Umbilical grad catastrophe

Opεq

Opε lnpεqq

Figure: Apxq “ e´x
2

, Φ1pxq “ tanh x
and ~ “ 0.03
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Zooming in on a peak (B.-Tovbis, ’13)

If we scale by ~ around each peak we find the rational or Peregrine breather

ξ “
x´ xp

~
, η “

x´ xp

~
(4)

Qbrpξ, ηq “ e´2ipaξ`p2a2´b2qηqb

ˆ

1´ 4
1` 4ib2η

1` 4b2pξ ` 4aηq2 ` 16b4η2

˙

(5)

iBηQbr ` B
2
ξQbr ` 2|Qbr|

2Qbr “ 0 (6)
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Emergence of “Peregrine breather solution” and time of highest peak after shock predicted
analytically in [B.-Tovbis ’13 CPAM] and experimentally verified in nonlinear optics:
”Universality of the Peregrine Soliton in the Focusing Dynamics of the Cubic Nonlinear
Schrödinger Equation”, Phys. Rev. Lett. 119 (2017)
Tikan-Billet-El-Tovbis-B.-Sylvestre-Gustave-Randoux-Genty-Suret-Dudley
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KdV equation and small–dispersion

The KdV equation

ut “ uux ` ε
2uxxx , upx, 0q “ u0pxq rapidly decaying (7)

For ε “ 0 we have Burger’s equation ut “ uux, solved by the hodograph method
(characteristics), locally

fpuq “ x` u t fpuq “ u´1
0 (8)

It shocks at t0 “
1

maxu10pxq
.

The small-dispersion also exhibits interesting behavior:

Near the point of gradient catastrophe px0, t0q its behavior is described in terms

of a generalization of the Painlevé I equation with critical scale ~
6
7

(Dubrovin-Grava-Klein, Grava-Claeys);

Near the trailing edge (after the time t0) it is described by the Hastings-McLeod

solution of the Painlevé II equation y2psq “ sypsq ` 2y3psq with critical scale ~
2
3

(Grava-Claeys);

Near the leading edge the behavior is described in terms of elementary function
(superposition of soliton solutions) with scale ~ ln ~ (Grava-Claeys)
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KdV-small dispersion KdV-zero dispersion = Burgers

12 / 36



NLS and RHP

The nonlinear Schrödinger equation (in 1 spatial dimension)

i~qtpx, tq “ ´~2qxxpx, tq ˘ 2|qpx, tq|2qpx, tq (9)

Theorem (Zakharov)

Let Γpz;x, tq be a 2ˆ 2 matrix, analytic in z P CzR,

Γ`pz;x, tq “ Γ´pz;x, tq

«

1´ |rpzq|2 ´rpzqe´
2i
~ p2tz

2`xzq

rpzqe
2i
~ p2tz

2`xzq 1

ff

(10)

Γpz;x, tq “ 1`Opz´1q , |z| Ñ 8 (11)

Then the function of x, t

qpx, tq :“ 2i lim
zÑ8

zΓ12pz;x, tq (12)

is a solution of the defocusing NLS, with initial data given by the data that was
associated to the scattering transform.

The advantage of the formulation of the Theorem is that the x, t dependence is in
plain sight; the disadvantage is that it is not possible (in general) to obtain a closed
formula for the solution of the advocated Riemann–Hilbert problem.
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Random Matrices
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Random Matrix Models

The typical setup: HN :“ tM Hermitean N ˆN matrix (M “M:)u.

dµ :“ dMe´trV pMq (13)

dM “
ź

iăj

d<pMijq d=pMijq
ź

k

dMkk (14)

Z1MM
N rV s :“

ż

dµ “ Partition function. (15)

B.-Eynard-Harnad (’06)

Z1MM
N rV s “ τ rV s , V pzq “

ÿ

j

tjz
j
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The Cauchy chain of positive matrices

Definition (The p-chain-Cauchy Matrix-Model, B.-Gekhtman-Szmigielski
’10-13, B.-Bothner ’15)

Let Mppq
n,` be the set of p–tuples of positive semidefinite Hermitean matrices with the

following class of measures

dµp ~Mq “ Z
śp
j“1 detpMjq

aj e´N TrUjpMjq dMj
śp´1
j“1 detpMj `Mj`1q

n
(16)

The scaling parameter N is taken proportional to the size when considering the limit
of large sizes nÑ8.
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The p–chain

No explicit formulas for finite size n, p ě 3 ; however

Theorem (Riemann-Hilbert characterization for tψk, φkukě0)

Determine a pp` 1q ˆ pp` 1q function Γpzq “ Γnpzq with jump on R
(µjpzq “ zaj e´Ujpzq);

Γ`pzq “ Γ´pzq

¨

˚

˚

˝

1 µ1pzqχ` 0
0 1 µ2p´zqχ´ 0

1 . . .
1

˛

‹

‹

‚

»

—

—

–

1 0 0 0
0 1 � 0
0 0 1 0
0 0 0 1

fi

ffi

ffi

fl

»

—

—

–

1 � 0 0
0 1 0 0
0 0 1 �
0 0 0 1

fi

ffi

ffi

fl

Γpzq “
`

1`O
`

z´1
˘˘

diag
“

zn, 1, . . . , 1, z´n
‰

, z Ñ8.

Moreover the correlation kernels Kj` are given by (B.-Bothner ’15)

Kj`px, yq “ e´
1
2
Ujpxq´

1
2
U`pyqMj`px, yq,

Mj`px, yq “
p´q`´1

p´2πiqj´``1

„

Γ´1pw;nqΓpz;nq

w ´ z



j`1,`

ˇ

ˇ

ˇ

ˇw“xp´qj`1

z“yp´q`´1
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Scaling behaviour at the origin and conjectural
universality
Meijer-G random point field for p-chain

Conjecture (B.Bothner ’15)

For any p “ 2, 3, . . . , there exists c0 “ c0ppq and tηju
p
1 which depend on taju

p
1 such

that
lim
nÑ8

c0

np`1
nη`´ηjKj`

´ c0

np`1
ξ,

c0

np`1
η
¯

9Gppqj`
`

ξ, η; taju
p
1

˘

uniformly for ξ, η chosen from compact subsets of p0,8q. Here the limiting
correlation kernels equal

Gppqj` pξ, η; taju
p
1q “

ż

L

ż

pL

ś`´1
s“0 Γpu´ a1sq

śp
s“` Γp1` a1s ´ uq

śp
s“j Γpa1s ´ vq

śj´1
s“0 Γp1´ a1s ` vq

ξvη´u

1´ u` v

dv du

p2πiq2

`
ÿ

sPPYt0u
res
v“s

ś`´1
s“0 Γp1` v ´ a1sq
śp
s“` Γpa1s ´ vq

śp
s“j Γpa1s ´ vq

śj´1
s“0 Γp1` v ´ a1sq

ξvη´v

p´qjξ ´ p´q`η

with P “ ta1` :“
ř`
j“1 aj , 1 ď ` ď pu.

Remark

Found also in the statistical analysis of singular values of products of Ginibre random matrices (Akemann–Burda ’12, A.Kieburg-Wei ’13,
Kuijlaars–Zhang ’13) (the p1, 1q entry specifically) of the kernels.

18 / 36



Random Matrices and Intersection Numbers
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(Open) Intersection numbers and RHPs I

The Kontsevich–Penner matrix integral is

ZnpY ;Nq :“
detpıY qN

ş

Hn
dM exp Tr p´YM2q

ż

Hn

dM
exp Tr

`

ı
3
M3 ´ YM2

˘

detpM ` ıY qN
. (17)

logZnpY ;Nq „ logZpt;Nq, Tk “

#

1
k

Tr
`

Y ´k
˘

k “ 1, ..., n

0 k ě n` 1
(18)

tk :“ p´1qk k!! 2´
k
3 Tk (19)

Conjecture (Alexandrov-Buryak-Tessler ’17,

Pandharipande-Solomon-Tessler ’1)

The coefficients of the formal power series logZpt;Nq are the open intersection
numbers.

The open intersection numbers are a generalization of the closed intersection numbers:

xτr1 ¨ ¨ ¨ τrnyc :“

ż

Mh,n

ψr11 ^ ¨ ¨ ¨ ^ ψrnn (20)
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(Open) Intersection numbers and RHPs II

B

τ d1
2

¨ ¨ ¨ τ dn
2

F

o

“
Bn

Btd1`1 ¨ ¨ ¨ Btdn`1
logZpt;Nq

ˇ

ˇ

ˇ

ˇ

t“0

(21)

which would be a generalization of the Kontsevich’s identity;

ÿ

mě0

Γ
´

a´b`1
2

¯

Γ
´

a´b`1`6m
2

¯P
2m
a,b pNqZ

m
“ e

Z
3 2F2

¨

˝

1´a´b´2N
2

1`a`b`2N
2

1
2

1`a´b
2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´
Z

4

˛

‚

ÿ

mě0

Γ
´

a´b`2
2

¯

Γ
´

a´b`4`6m
2

¯P
2m`1
a,b

pNqZ
m
“ ´

2N ` a ` b

2
e
Z
3 2F2

¨

˝

2´a´b´2N
2

2`a`b`2N
2

3
2

2`a´b
2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

´
Z

4

˛

‚

(22)

Apλq :“

»

—

—

—

—

—

—

—

—

—

–

N
ř

kě0
Pk1,´1pNqλ

´
3k`2

2
ř

kě0
Pk
´1,´1pNqλ

´ 3k
2

ř

kě0
Pk0,´1pNqλ

´
3k`1

2

N
ř

kě0
Pk1,0pNqλ

´
3k`1

2
ř

kě0
Pk
´1,0pNqλ

´
3k´1

2
ř

kě0
Pk0,0pNqλ

´ 3k
2

N
ř

kě0
Pk1,1pNqλ

´ 3k
2

ř

kě0
Pk
´1,1pNqλ

´
3k´2

2
ř

kě0
Pk0,1pNqλ

´
3k´1

2

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

. (23)
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Example: one–point open intersection numbers

ÿ

d1,...,dně0

C

n
ź

i“1

τ di
2

p´1qdi`1pdi ` 1q!!

2

di`1
3 λ

di
2
`1

i

G

o

“ (24)

“

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

´
ř

gě1
2

3g`2
P
g`1
0,0 pNqλ

´
3g`1

2
1 n “ 1

´ 1
n

ř

iPSn

Tr
Apλi1

q¨¨¨Apλin
q

pλi1
´λi2

q¨¨¨pλin
´λi1

q
´

δn,2
˜

λ

1
2
1 ´λ

1
2
2

¸2 n ě 2.
(25)

Generating function of one–point I.N. [B.-Ruzza ’17]

Itzykson–Zuber ’92

ÿ

rě0

xτr´2yc X
r
“ e

X3

24 ñ xτ3h´2yc “
1

24hh!

B.–Ruzza ’17
ÿ

dě0

xτ d
2
´2
yo X

d
2 “ e

X3

6

¨

˝

2F2

¨

˝

1
2
´ N 1

2
` N

1
2

1
2

ˇ

ˇ

ˇ

ˇ

ˇ

´
X3

8

˛

‚

`N X
3
2 2F2

¨

˝

1 ´ N 1 ` N

1 3
2

ˇ

ˇ

ˇ

ˇ

ˇ

´
X3

8

˛

‚

˛

‚
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(Noncommutative) Painlevé equations
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(Noncommutative) Painlevé equations

Paul Painlevé studied (1900) and classified all second order ODEs

x2 “ Rpx1, x, tq (26)

with R a rational function, such that the only moveable singularities of the solutions
are poles (i.e. not essential singularities or branchpoint).
50 canonical forms; 6 genuinely transcendental (not reducible to known ODEs and
special functions).

P-I

x2 “ 6x2 ` t (27)

P-II

x2 “ 2x3 ` xt` α (28)

P-III

t x x2 “ tpx1q2 ´ xx1 ` δt` βx` αx3 ` γtx4 (29)

Etc.
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Painlevé and RHP

All the Painlevé equations are related to a Riemann–Hilbert problem. For example P-II

Lp
s1
q

Ups2q

Lps3 q

Up
s1
q

Lps2q

Ups3 q

Lpsq :“

«

1 0

s e
i4
3
z3`ixz 1

ff

,

Upsq :“

«

1 s e´
i4
3
z3´ixz

0 1

ff

s1 ´ s2 ` s3 ` s1s2s3 “ 0

Γpzq „ 1`Opz´1q

u “ upx;~sq “ 2 lim
zÑ8

z Γ12pz;x,~sq
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Non-Commutative Painlevé Hamiltonians
(B.-Cafasso-Rubtsov ’17)

tpt´ 1qHV I “ Tr

«

qpq´ 1qpq´ tqp2
`

`

´

`

θ0
` 1´ rp,qs

˘

qpq´ 1q ` θtpq´ 1qpq´ tq ` pθ ` 2θ81 ´ 1qqpq´ tq
¯

p`

`pθ ` θ81 qpθ
0
` θt ` θ81 qq

ff

tHV “ Tr
”

ppp` tqqpq´ 1q ` βpq` γp´ pα` γqtq
ı

,

tHIV “ Tr
”

pqpp´ q´ tq ` βp` αq
ı

,

tHIIIpD6q “ Tr
”

p2q2
´ pq2

´ βq´ tqp´ αq
ı

,

tHIIIpD7q “ Tr
”

p2q2
` αpq` tp` q

ı

,

tHIIIpD8q “ Tr
”

p2q2
` pq´ q´ tq´1

ı

,

tHII “ Tr
”

p2
´ pq2

` tqp´ αq
ı

,

tHI “ Tr
”

p2
´ q3

´ tq
ı

.

Ω “ Tr p dp^ dqq rp,qs “ const
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General procedure:

We start with a Lax pair of type
$

’

’

’

&

’

’

’

%

B

Bz
Ψpz; tq “ Apz;q,q

´1
,p, tqΨpz; tq

B

Bt
Ψpz; tq “ Bpz;q,q

´1
,p, tqΨpz; tq,

ùñ 9q “ Apq,p, tq, 9p “ Bpq,p, tq

with A,B polynomials (rationals) in q,p such that the equations above are Hamiltonians and

A is of degree at most 1 in p and B is of degree at most 2 in p.

rp,qs is a constant of motion: flow preserves coadjoint orbits

On special Kazhdan-Kostant-Sternberg orbit

rp,qs “ ig

»

–

0 1 . . . 1
1 0 1 . . .
1 . . . 1 0

fi

fl (30)

ùñ

$

&

%

9X “ ApX,Y, tq ` rX,F s,

9Y “ BpX,Y, tq ` rY, F s.

X “ Diagpq1, . . . , qnq, Y “ Diagpp1, . . . , pnq `

ˆ

ig

qj ´ qk

˙

j‰k
,

27 / 36



General procedure II:
Proposition :

pxi ´ xjq
2Fi,j “

´

rApX,Y q, Xs
¯

i,j
, i ‰ j,

Fjj “ ´
ÿ

k:k‰j

Fjk `K, K :“
1

n

ÿ

`,m:`‰m

F`,m.

All entries of F are rational functions of px1, . . . , xnq only.

Proof :

rX, 9Xs “ 0 ùñ
”

X, rX,F s
ı

“

”

ApX,Y q, X
ı

. (This gives the first equation).

0 “
d

dt
rX,Y s “ rApX,Y q, Xs ` rY,BpX,Y qs `

´

“

rX,F s, Y
‰

`
“

X, rY, F s
‰

¯

.

On the other hand

rApq,pq,ps ` rp,Bpq,pqs “ 0 ùñ rApX,Y q, Xs ` rY,BpX,Y qs “ 0.

Hence
0 “

“

rX,F s, Y
‰

`
“

X, rY, F s
‰

“ ´
“

rY,Xs, F
‰

“ rigpv
T
vq, F s

The off–diagonal entries of the equation above give the linear system of equations

fi `
ÿ

j‰i

Fi,j ´ fk ´
ÿ

j‰k

Fj,k “ 0, i, k “ 1, . . . , n; i ‰ k.
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General procedure III:

From non-commutative Painlevé to Calogero–Painlevé systems.

(Using Takasaki (’10) canonical transformations.)

HV I :
ÿ̀

j“1

˜

p2
j

2
`

3
ÿ

n“0

g
2
n℘pqj ` ωnq

¸

` g
2

ÿ

j‰k

˜

℘pqj ´ qkq ` ℘pqj ` qkq

¸

.

HV :
ÿ̀

j“1

˜

p2
j

2
´

α

sinh2pqj{2q
´

β

cosh2pqj{2q
`
γt

2
coshpqjq `

δt2

8
coshp2qjq

¸

`

`g
2

ÿ

j‰k

˜

1

sinh2ppqj ´ qkq{2q
`

1

sinh2ppqj ` qkq{2q

¸

.

HIV :
ÿ̀

j“1

˜

p2
j

2
´

1

2

ˆ

qj

2

˙6

´ 2t

ˆ

qj

2

˙4

´ 2pt
2
´ αq

ˆ

qj

2

˙2

` β

ˆ

qj

2

˙´2
¸

`

`g
2

ÿ

j‰k

˜

1

pqj ´ qkq2
`

1

pqj ` qkq2

¸

.

HIII :
ÿ̀

j“1

˜

p2
j

2
´
α

4
e
qj `

βt

4
e
´qj ´

γ

8
e
2qj `

δt2

8
e
´2qj

¸

` g
2

ÿ

j‰k

1

sinh2
`

pqj ´ qkq{2
˘ .

HII :
ÿ̀

j“1

˜

p2
j

2
´

1

2

´

q
2
j `

t

2

¯2
´ αqj

¸

` g
2

ÿ

j‰k

1

pqj ´ qkq2
.

HI :
ÿ̀

j“1

˜

p2
j

2
´ 2q

3
j ´ tqj

¸

` g
2

ÿ

j‰k

1

pqj ´ qkq2
.
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Monodromy and non-commutative Stokes manifold: PII case

d

dz
Ψpt; zq “ Apt; zqΨpt; zq; Apt; zq :“

¨

˚

˚

˚

˝

i
z2

2
` iq

2
` i

t

2
zq´ ip´

θ

z

zq` ip´
θ

z
´i
z2

2
´ iq

2
´ i

t

2

˛

‹

‹

‹

‚

.

There exists a unique piecewise analytic solution Ψ “ tΨν , ν “ 0, . . . , 7u satisfying

Ψpt; zq „

ˆ

1`
α1 b σ3 ´ qb σ2

z
`Opz´2

q

˙

e
pln z`iπεqrq,psb1

e
i
2

ˆ

z3

3
`tz

˙

pσ3
,

The corresponding (matrix) Stokes operator
X,Y,Z satisfy the noncommutative relations

pX` Z`XYZqQ`Q´1Y “ 2i sinpπθq

pXY ` 1qQ´Q´1
pYX` 1q “ 0

ZQX´XQ´1Z`Q´Q´1
“ 0

pYZ` 1qQ´Q´1
pZY ` 1q “ 0

YQ`Q´1
pX` Z` ZYXq “ 2i sinpπθq,

Q :“ eiπrp,qs.

eiπrp,qsb1eiπrp,qsb1

„ 1
X

0
1



„

1 0
Y 1



„

1
Z0

1


„ 1
0

X
1



„

1 Y
0 1



„

1
0Z

1


Ψ0

Ψ1Ψ2

Ψ3

Ψ4

Ψ5 Ψ6

Ψ7
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“Classical” and deformed cubics I

If Q “ eiπrp,qs “ ˘1 then we recover the classical case:

rX,Ys “ rX,Zs “ rY,Zs “ 0

X`Y ` Z`XYZ “ const,

For rp,qs “ i~ (only operatorial setting) we obtain “quantized” Stokes manifold,
giving explicit presentation to (Mazzocco-Rubtsov ’12).
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Spectral asymptotics in Tomography and inverse
problems
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Asymptotics of spectral problems in Tomography

In tomography applications with partial data:

a8Ii

Ie

a1 a2
a7

a4a3 a5 a6

Theorem

The integral operator pK̂φqpzq “
ş

I Kpz, xqφpxqdx from L2pIq to L2pIq, where

Kpz, xq “
w

1
2 pxqw´

1
2 pzqχepzqχipxq ` w

1
2 pzqw´

1
2 pxqχipzqχepxq

2iπpx´ zq
, (31)

or equivalently

pK
ˇ

ˇ

Ii
f “

ż

Ii

d

wpzq

wpxq

fpxq dx

2iπpx´ zq
χIe pxq ,

pK
ˇ

ˇ

Ie
g “

ż

Ie

d

wpxq

wpzq

gpzq dz

2iπpx´ zq
χIi pzq

(32)
where

wpxq :“
b

|x´ a1||x´ a2g`2| (33)

The function wpxq can be replaced by almost any smooth positive function.
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Exact spectral information

Theorem

The operator pK is self-adjoint and Hilbert-Schmidt (in fact even Trace-Class); the
spectrum is t˘λnu with λ1 ą λ2 ą . . . . The eigenvalues are simple. In fact pK pK: is
the direct sum of two endomorphisms of L2pIiq, L

2pIeq both of which are totally
positive.

Because of the underlying total positivity, the eigenfunctions satisfy a sort of
Sturm-theorem, by which they change signs as many times as the ordinal of the
eigenvalue.

Figure: Two pairs of the corresponding singular functions pf12, h12q and pf24, h24q, obtained
numerically simultaneously with λn. Note, the envelope of the oscillations is already visibly the
same, as expected from the asymptotic description below.
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Reformulation as a matrix Riemann–Hilbert Problem

Problem

Find a 2ˆ 2 matrix-function Γ “ Γpz;λq, λ P Czt0u, which is analytic in CzI, where
I “ Ii Y Ie, admits non-tangential boundary values from the upper/lower half-planes
that belong to L2

loc in the interior points of I, and satisfies

Γ`pz;λq “ Γ´pz;λq

«

1 0
iw
λ

1

ff

, z P Ii; Γ`pz;λq “ Γ´pz;λq

«

1 ´ i
λw

0 1

ff

, z P Ie, (34)

Γpz;λq “ 1 ` Opz
´1
q as z Ñ 8, (35)

35 / 36



Theorem (B.-Katsevich-Tovbis ’14)

The spectrum of the operator corresponds to
values of λ for which the RHP above has no
solution; asymptotically

λn “ e
´n iπ

τ11
`Op1q

. (36)

Theorem (B.-Katsevich-Tovbis ’17, in progress)

If ` of the gaps shrink to zero, the spectrum becomes continuous in r0, 1s with
multiplicity 2`.
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