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Abstract— This paper presents a method for automatic gener-
ation of best polynomial approximations dedicated to hardware
implementation. The generated polynomial approximations lead
to high-speed and small hardware operators because of the
use of sparse coefficients (i.e. we include fixed strings of zeros
in the binary representation of the coefficients). Two different
solutions have been investigated for the generation of the sparse-
coefficient polynomial approximations. Our first results show
up to 47% smaller coefficients compared to standard minimax
approximations for comparable accuracy.

INTRODUCTION

Polynomial approximations are widely used in digital sys-
tems. For instance, elementary functions (i.e. sine, cosine,
exponential, logarithm, arctangent, etc) are often evaluated
using polynomials. A presentation of elementary function
algorithms that use polynomial approximation can be found
in [1]. In some digital signal processing applications, such
as frequency demodulation, low degree polynomials are often
used for evaluating reciprocals. Other algebraic functions, such
as square root or square root reciprocal can be efficiently
approximated using polynomials.

In hardware implementation of polynomial approximations,
the size of the multipliers is a major concern. Several solutions
have been investigated to limit their size. For instance, in [2] a
method based on argument reduction and series expansions, is
used for the evaluation of reciprocals, square roots, reciprocal
square roots, and some elementary functions using small
multipliers and tables. A method based on a small table and
a modified multiplication is presented in [3]. In [4] a method
based on a degree-2 polynomial and a specialized squaring unit
is proposed. That solution leads to 50% area savings compared
to standard methods. Table and add methods, such as the
multipartite table method [5], [6], [7], have been introduced
to avoid the use of multipliers. Those methods are limited to
moderate precision and use large silicon area for each function
being evaluated.

In this work we focus on “small” multiplications with
sparse coefficients (i.e. the multiplier operand can be written
using fixed strings of bits stuck at 0) for the polynomial
approximations. The sparse coefficients allow to replace the
complete reduction tree of the multipliers by smaller ones.
This leads to smaller and faster circuits.

This paper is organized as follows. A method [8] for gen-
erating polynomial approximation with exactly representable
coefficients is summarized in Section I. The two proposed
methods for generating sparse-coefficient polynomial approx-
imations are presented in Section II. The first results of the
proposed method are presented in Section III.

I. POLYNOMIAL APPROXIMATION WITH EXACTLY

REPRESENTABLE COEFFICIENTS

When implementing a given function f on a given real
compact interval [a, b], one usually uses polynomial approxi-
mations, such as minimax approximations which minimize the
distance

||p − f ||∞,[a,b] = sup
a≤x≤b

|p(x) − f(x)|,

where p ∈ Rd[X], the vector space of polynomials with real
coefficients and degree at most d, d being a given integer.
Minimax approximations, that can be computed thanks to an
algorithm due to Remez [9], have a major drawback: in most
cases, their coefficients are not exactly representable with a
finite number of bits. In [8], the authors propose an efficient
method for computing a polynomial which minimizes the
distance ||p − f ||∞,[a,b] among the polynomials p ∈ Rd[X]
that fulfill some given constraints on the size in bits of their
coefficients.

More precisely, let m0, . . . ,md be a finite sequence of
integers. Let

Pm
d =

{
q(x); ai ∈ Z,∀i = 0, . . . , d,
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where

q(x) =
a0

2m0
+

a1

2m1
x + · · · +

ad

2md
xd

}
.

We look for for a polynomial p ∈ Pm
d which minimizes

||q − f ||∞,[a,b] where q is any polynomial of Pm
d . The key

idea is to construct a rational polytope P of R
d+1, which

the numerators of the coefficients of p belong to, such that
P contains a number as small as possible of points of Z

d+1.
Once this polytope is built, we perform an exhaustive search
by computing the norms∥∥∥ a0

2m0
+

a1

2m1
x + . . .

ad

2md
xd − f

∥∥∥
∞,[a,b]

with (a0, a1, . . . , ad) ∈ P∩Z
d+1. We use linear programming

tools to efficiently run through all the points of P ∩ Z
d+1.

This method is flexible since it also applies if some other
constraints (such as requiring some coefficients to be equal to
some predefined constants, or minimizing relative error instead
of absolute error) are required.

This method is implemented in the machine-efficient poly-
nomial library (MEPLib [10]) by the authors (C library under
LGPL license). This library generates polynomial approxima-
tions with exactly representable coefficients with respect to
arbitrary precision requirements.

II. SPARSE-COEFFICIENT POLYNOMIAL APPROXIMATIONS

In this work, we deal with polynomial approximations
in Pm

d with sparse coefficients. This means that in all the
coefficients, there are several bits fixed to 0 such as coefficient
examples presented in Figure 1. Our method generates the best
possible approximations of f among the polynomials of Pm

d

with sparse coefficients. The presented method ensures that
all generated polynomials p are such that ||p − f ||∞,[a,b] is
minimal with p in Pm

d with sparse coefficients.
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Fig. 1. Kinds of target coefficients. The grey areas are only composed of
0s. Cases a and b show respectively 2 and 3 chunks coefficients.

Each numerator ai of the polynomial coefficient is a mi-
bit integer (with i ∈ {0, 1, . . . , d}). The sparse-coefficient

formulation splits the value ai into k chunks ci,j . The chunks
are small signed integers. The size of the different chunks are
the values si,j with j ∈ {1, . . . , k}. The weight of the chunk
ci,j is the value 2wi,j as illustrated on Figure 1. The weight
of the least significant chunk is wi,1 = 0. The value of a
coefficient ai is then:

ai =
k∑

j=1

ci,j × 2wi,j .

The goal of this sparse-coefficient formulation is to find
polynomials with all coefficients having a number of nonzero
bits smaller than

∑d
i=0 mi.

d∑
i=0

k∑
j=1

si,j <<

d∑
i=0

mi.

We have to modify the method presented in Section I. We
investigated two different solutions. The first one is based on
filtering the results from Section I. The second one is based
on formulation of a new polytope.

A. Filtering

The results produced by MEPLib can be filtered. For each
candidate polynomial, the filter verifies that all its coefficients
can be represented using the target sparse format.

First of all, the list of the possible coefficients is built from
the specifications of the target format. Let us consider a small
example. On a 7-bit format, we consider 3 chunks with the
following sizes and weights:

chunk ci,3 ci,2 ci,1

size si,3 = 1 si,2 = 1 si,1 = 1
weight wi,j = 6 wi,j = 3 wi,j = 0

Based on this format the list of the possible coefficients
greater than 0 is:

0, 1, 7, 8, 9, 55, 56, 57, 63, 64, 65, 71, 72, 73.

The algorithm scans for each candidate polynomial if all its
coefficient are in the list. If yes the polynomial is a sparse-
coefficient polynomial. If not, the polynomial is discarded.

Among all sparse-coefficient polynomials filtered out by
our method, the result is the polynomial with the smallest
approximation error (this sorting is done using Maple).

B. New Polytope Formulation

Some additional constraints are required to handle this
sparse-coefficient formulation. Indeed, we now have to build
a rational polytope of R

k(d+1) which the ci,j belong to. In
this new polytope formulation the ci,j are limited to si,j-bit
integers. I.e., for all possible values of i and j, we have:

|ci,j | ≤ 2si,j − 1.

The algorithm incrementally scans values for k and si,j with
respect to an arbitrary accuracy target. At each iteration the
accuracy of the best generated polynomials is verified. In case
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of a not precise enough result the values of k and si,j are
incremented.

Some other constraints should be verified (non-overlapping
of the chunks, non-overflow of the chunk with respect to the
mi-bit words. . . ). Those constraints are verified before the first
production of polytope to avoid a memory increase. Those
constraints are not useful to the polytope scanning but only to
verify that the polytope represents a well formed polynomial.

C. Comparison of the Two Solutions

The two methods have been implemented. Our first results
show that the current implementation of the second one
(the new polytope formulation) leads to polytopes defined
by higher dimension matrices and requires significantly more
memory than the first one (filtering).

III. EXAMPLES

All the following examples have been tested on a 15-
bit format and degree-2 polynomials. The target format is
composed of 4 chunks (chunk number 4 is the most significant,
and chunk number 1 is the least significant). All the following
examples have been tested using the first method (filtering).

For each function, we compare the accuracy of the best
sparse-coefficient polynomial with the accuracy of the min-
imax polynomial given Remez’s algorithm (computed using
Maple). This gives an idea of the “degradation” of the accuracy
compared to the best theoretical polynomial (but with not
representable coefficients).

A. Cosine Function

The cos function is approximated on the interval [0, π/4].
The upper bound π/4 is approximated using the value
351/452.

The Remez algorithm gives the best polynomial (with real
coefficients) with 10.01 bits of accuracy (this is the reference
accuracy).

Our method returns the best sparse-coefficient polynomial
with the following format:

chunk 4 3 2 1
size 2 3 2 1

weight 14 8 5 0

For this target format (illustrated on Figure 2), our method
returns only 1 polynomial with an approximation error of 9.93
bits (which is very close to the best possible one). This leads
to a 47% size reduction of the coefficient useful width. The
corresponding best sparse-coefficient polynomial is:

p =
32799
32768

− 609
32768

x − 14881
32768

x2.

0123456789101112131415

Fig. 2. Target format for cos function.

If we allow larger chunks, the accuracy improves but only
in a very small amount. For instance, with respect to the target
format:

chunk 4 3 2 1
size 3 3 3 3

weight 13 8 4 0

our method returns 134 sparse-coefficient polynomials. The
best one has an approximation error up to 9.96 bits. This leads
to a 20% size reduction of the coefficient useful width. The
corresponding best sparse-coefficient polynomial is:

p =
32800
32768

− 607
32768

x − 14887
32768

x2.

B. Sine Function

The sin function is approximated on the interval [0, π/4].
The Remez algorithm gives the best polynomial with 8.76

bits of accuracy.
Our method returns the best sparse-coefficient polynomial

with the following format:

chunk 4 3 2 1
size 1 2 4 4

weight 15 11 5 0

For this target format (illustrated on Figure 3), our method
returns 62 polynomials with an approximation error up to 8.75
bits. This leads to a 27% size reduction of the coefficient useful
width. The corresponding best sparse-coefficient polynomial
is:

p = − 75
32768

+
34538
32768

x − 6169
32768

x2.

0123456789101112131415

Fig. 3. Target format for sin function.

C. Exponential Function

The function exp is approximated on the interval [0, 1/2].
The Remez algorithm gives the best polynomial with 10.21

bits of accuracy.
Our method returns the best sparse-coefficient polynomial

with the following format:

chunk 4 3 2 1
size 2 3 4 3

weight 14 10 5 0

For this target format (illustrated on Figure 4), our method
returns 1 polynomial with an approximation error of 10.17
bits (which is very close to the best possible one). This leads
to a 20% size reduction of the coefficient useful width. The
corresponding best sparse-coefficient polynomial is:

p =
32793
32768

+
31836
32768

x +
21146
32768

x2.
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0123456789101112131415

Fig. 4. Target format for exp function.

D. Reciprocal Square Root Function

The function 1√
1+x

is approximated on the interval [0, 1/4].
The Remez algorithm gives the best polynomial (with real

coefficients) with 13.25 bits of accuracy.
Our method returns the best sparse-coefficient polynomial

with the following format:

chunk 4 3 2 1
size 3 1 3 2

weight 13 10 6 0

For this target format (illustrated on Figure 5), our method
returns 1 polynomial with an approximation error of 13.20
bits (which is very close to the best possible one). This leads
to a 40% size reduction of the coefficient useful width. The
corresponding best sparse-coefficient polynomial is:

p =
32765
32768

− 16131
32768

x +
9277
32768

x2.

0123456789101112131415

Fig. 5. Target format for 1√
1+x

function.

IV. CONCLUSION AND FUTURE PROSPECTS

Solutions for generating sparse-coefficient polynomial ap-
proximations have been investigated. The proposed methods
produce coefficients with up to 47% of bits stuck at 0 with
fixed positions (with an average value around 30%). These
results will lead to smaller and faster circuits.

In a near future, we plan to work on the polytope scan-
ning algorithms in order to reduce the memory requirements.
We also plan to generate VHDL descriptions of polynomial
evaluation circuits using our method.
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