Stochastic reversal dynamics of two interacting magnetic dipoles: A simple model experiment
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We report an experimental study of the dynamics of two coupled magnetic dipoles. The experiment consists in two coplanar permanent disk magnets separated by a distance $d$, each allowed to rotate on a fixed parallel axis—each magnet’s axis being perpendicular to its dipolar moment vector. A torque of adjustable strength can be externally applied to one of the magnets, the other magnet being free. The driving torque may be time-independent or temporally fluctuating. We study the influence of the parameters of the driving torque on the dynamics of the coupled system, in particular the emergence of dynamical regimes such as stochastic reversals. We report transitions between stationary and stochastic reversal regimes. All the observed features can be understood by a simple mechanical dynamical model. The transition between statistically stationary regimes and reversals is explained introducing an effective potential energy incorporating both the coupling between magnets and the external driving. Relations between this simple experimental model with macroscopic models of magnetic spin coupling, as well as with chaotic reversals of turbulent dynamos, are discussed.
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I. INTRODUCTION

Multistable stochastic processes play a crucial role in many fundamental problems in all fields of science (physics, chemistry, geophysics, biology, etc.) [1]. In such processes, a dynamical system can transit between stable deterministic states separated by an energy barrier; the transition is generally activated by natural or external fluctuations (stochastic noise) promoting the escape of the system from one state to the other. The investigation of the probability of such escape events is a classical and complex problem (known as Kramers problem [2]), and an active research field of multistable stochastic systems. It depends on many aspects, such as the amplitude of the energy barrier between stable states, the type of activating noise (additive, multiplicative), the correlation time, and the color of the noise. In particular, multistable stochastic systems are omnipresent in spin systems or magnetic dipole-dipole interaction. For instance, finite-size ensembles of magnetic dipoles exhibit transitions between ferromagnetic phases and chaotic regimes (zero average magnetization) at zero temperature, as shown in [3], the transition being dependent on the number of dipoles and on the strength of the coupling [4]. Similar transitions are often observed in fluid mechanics systems. For instance, closed turbulent flows generated between counter-rotating impellers (so called von Kármán flows) are known to exhibit hysteresis and multistability [5] with transitions between states activated by turbulent fluctuations. Recent experiments by de la Torre and Burguete [6] have shown, for instance, that a perfectly symmetric von Kármán flow can exhibit such transitions between two asymmetric flow configurations (the global symmetry being then statistically recovered). Another example is given by the long-term Lagrangian dynamics of a large particle in symmetric von Kármán flows [7], which have been shown to be preferentially trapped in two stable attractors (in the close vicinity of each impeller), with rare and sudden transitions between both sides of the flow activated by turbulent fluctuations. Such transitions have also been reported in dynamo experiments. In these systems involving electrically conducting fluids, an instability converting kinetic energy into magnetic energy is at the origin of the growth of a large-scale magnetic field. Reversals between two opposite polarities of the magnetic field have been observed, for instance, in the homogeneous von Kármán sodium (VKS) experiment [8], as well in the semisynthetic Bullard–von Kármán dynamo setup [9].

The present study explores the possibility of revisiting some generic properties of the influence of noise on such multistable systems by considering a simple tabletop experiment with two coupled magnetic dipoles. The free dynamics of two coupled, identical, frictionless magnetic dipoles has already been described in [10] with analytical solutions depending on initial conditions. We consider here a similar geometry but with coupled dipoles having distinct moments of inertia, and we incorporate losses. Moreover, in the present study, the angular position of one of the dipoles is forced by a driving torque (which could be the realization of a stochastic noise), the other dipole being free. The study is in the same vein as the one reported in [11], which highlighted magnetic frustration at a macroscopic scale with an ensemble of macroscopic magnetic dipoles.

The article is organized as follows: In Sec. II, we describe the setup of the tabletop experiment. In Sec. III, the computation of the fixed points of the system are detailed. The different dynamical regimes obtained for specific parameters are explained in Sec. IV, and a phenomenological model is given in Sec. V to explain qualitatively the observed regimes. Arguments are given in Sec. VI to compare our model experiment with the dynamical regimes observed in dynamo experiments. In particular, our tabletop experiment shares similar statistical properties with the reversals observed in the VKS experiment, such as transitions between stationary dynamos and reversals, distribution of the waiting time between reversals, as well as the relative influence of the noise on the dynamics.

II. EXPERIMENTAL SETUP

The experimental setup is schematically displayed in Fig. 1. Two neodymium-iron-bore dipolar magnets are fixed at the tip of two rotating parallel shafts. These magnets are very thin circular plates (of diameter 30 mm and thickness 1 mm)
magnets studied in this article. (b) Schematic of the experimental magnetized along one diameter, with dipolar moments $\mathcal{M}_1$ and $\mathcal{M}_2$, respectively. Both magnets are set in the same vertical plane ($x, y$) (perpendicular to their rotation axis) and separated by a distance $d$. Note that the distance $d$ sets the amplitude of the coupling between the two magnets and can be modified at will. The angular positions of each dipolar magnet are denoted $\theta_1$ and $\theta_2$, relative to the reference horizontal axis $x$ [see Fig. 1(a)]. When magnets are left interacting without external driving, the stable fixed points are $\theta_1 = \theta_2 = 0 \pmod{\pi}$ and the unstable fixed points are $\theta_1 = \pm \pi/2 \pmod{\pi}$. When an external torque is applied to shaft 1 such that $\theta_1 > 0$, it leads to a stable equilibrium angle $\theta_2 < 0$, as displayed in Fig. 1. Such an external torque is applied by a magnetic driving system added to the opposite end of shaft 1 (on which $\mathcal{M}_1$ is set)—the magnetic nature of the drive was designed to avoid additional mechanical friction. The driving system is also schematically displayed in Fig. 1 and consists of a quadrupolar stator-rotor system. The rotor is composed of small permanent magnets while the stator is composed of eight coils. The currents in these coils impose the strength of the maximum torque applied to shaft 1 as well as preferential orientations for $\theta_1$. This is achieved by driving currents $I_i$ in coil $i$ as $I_1 = I_3 = -I_5 = I_7 = I_9 = I_0 \cos \alpha$ and $I_2 = I_6 = -I_4 = -I_8 = I_0 \sin \alpha$: the maximum strength of the externally applied torque is thus proportional to $I_0$ and the preferential orientation of $\theta_1$ is $\alpha/2 \pmod{\pi}$ (reached when the driving torque overcomes the coupling between the magnets). Figure 1 displays the situation with $\alpha = \pi/2$ (with the external driving torque dominating over the dipolar magnets interaction) for which $\theta_1 = \alpha/2 = \pi/4$. The choice of this quadrupolar forcing has been favored since (i) the strength and direction of the driving torques can be independently set, and (ii) the modulus $\pi$ of fixed points is preserved (see the next section). Note that both $I_0$ and $\alpha$ may depend explicitly on time.

The present study focuses on the experimental observation of the relative influence of the coupling between the two magnets and of the external driving torque on the dynamics of the system—the coupling being controlled by the distance $d$ for a fixed couple of magnets and the driving by the current in the external coils (both the amplitude $I_0$ and the angle $\alpha$).

Currents in the coils are driven by two bipolar current amplifiers Maxon LSC30/2, feeding the odd and even coils up to $I_0^{\max} = 2$ A. These amplifiers are controlled by analog outputs of a National Instruments PCIe 6321 digitized at 400 Hz. Around each dipolar magnet, the projections of the magnetic field created by the dipolar moments $\mathcal{M}_1$ and $\mathcal{M}_2$ along the $x$ horizontal axis (at locations $H_1$ and $H_2$) and along the $y$ vertical axis (at locations $V_1$ and $V_2$) are measured using AnalogDevices 22151 Hall effect sensors, sampled at a rate of 400 Hz by National Instruments PCIe 6321 analog digitizers. The angular positions $\theta_1$ and $\theta_2$ of the interacting magnets are then computed from these measurements after a calibration procedure. Details about the experiment are provided in Appendix A.

The dynamics of the system is described by a set of two coupled differential equations (see Appendix A for detailed calculations) in their normalized form:

$$J_1^{*} \frac{d^2\theta_1}{dt^2} = A \sin (\alpha - 2\theta_1) - \sin \theta_2 \cos \theta_1 - 2 \sin \theta_1 \cos \theta_2$$

$$- F_1^{*} \frac{d\theta_1}{dt} - K_1^{*} \text{sgn} \left( \frac{d\theta_1}{dt} \right),$$ (1)

$$J_2^{*} \frac{d^2\theta_2}{dt^2} = - \sin \theta_1 \cos \theta_2 - 2 \sin \theta_2 \cos \theta_1$$

$$- F_2^{*} \frac{d\theta_2}{dt} - K_2^{*} \text{sgn} \left( \frac{d\theta_2}{dt} \right),$$ (2)

with $J_1^{*}$, $F_1^{*}$, and $K_1^{*}$, respectively, denoting the moments of inertia of shaft $i$, the fluid friction coefficient, and the solid friction coefficient acting on shaft $i$, normalized by the coupling strength $\mu_0 \mathcal{M}_1 \mathcal{M}_2 / 4\pi d^3$. Introducing $D$ as an effective driving efficiency of the magnetic drive, $A$ denotes the normalized driving torque as $A = -\mu_0 \mathcal{M}_1 \mathcal{M}_2 / 4\pi d^3$—in other words, $A$ is the ratio between the maximum driving torque $DI_0$ and the coupling between the two magnets.

When the system is uncoupled (infinite $d$) or when one of the shafts is kept static, the dynamics simplifies as a second-order differential equation with damping. In that case, each of the parameters of Eqs. (A1) and (A2) can be determined by fitting experimental data with a second-order model system. These measurements are straightforward and are described in Appendix B.

### III. COMPUTATION AND MEASUREMENT OF STATIONARY FIXED POINTS

Stationary fixed points of the system (A1) and (A2) can be computed as solutions of the system:

$${\frac{A}{3}} \sin (\alpha - 2\theta_1) + \sin \theta_2 \cos \theta_1 = 0,$$ (3)

$$\sin \theta_1 \cos \theta_2 + 2 \sin \theta_2 \cos \theta_1 = 0,$$ (4)
and fixed points depend on the values of $A$ (or equivalently on $I_0$ and $d$) and $\alpha$.

It is also instructive to investigate the nature of these stationary fixed points from an energy point of view. It is convenient to introduce an effective potential energy from which the conservative dynamics of the system can be derived. The interaction potential, normalized by $\mu_0 M_1 M_2 / 4 \pi d^3$, reads

$$V_{\text{int}} = -3 \cos \theta_1 \cos \theta_2 + \cos(\theta_2 - \theta_1),$$

from which the normalized torque applied by magnet 2 on magnet 1 is computed as $\Gamma_{\text{int}} = - \frac{\partial V_{\text{int}}}{\partial \theta_1}$ and the normalized torque applied by magnet 1 on magnet 2 is computed as $\Gamma_{\text{int}} = - \frac{\partial V_{\text{int}}}{\partial \theta_2}$.

Equivalently, the normalized potential accounting for the driving torque applied to magnet 1 by the driving system reads

$$V_{\text{drive}} = - \frac{A}{2} \cos(\alpha - 2\theta_1),$$

from which the normalized driving torque acting on magnet 1 is computed as $\Gamma_{\text{drive}} = - \frac{\partial V_{\text{drive}}}{\partial \theta_1}$. We thus introduce a normalized effective potential energy $V$ accounting for both the coupling between magnets and the external drive as

$$V = -3 \cos \theta_1 \cos \theta_2 + \cos(\theta_2 - \theta_1) + \frac{A}{2} \cos(\alpha - 2\theta_1) + C,$$

where the constant $C$ is adjusted for the minimum value of $V$ to be zero.

From system (3) and (4), it is readily checked that eight fixed points exist for $(\theta_1, \theta_2)$ and that if $\theta_1^0$ and $\theta_2^0$ are solutions of the above system, then $\theta_1^0 + \pi$ and $\theta_2^0 + \pi$ are also solutions. The quadrupolar driving scheme thus preserves the modulus $\pi$ of the stationary fixed points. However, in the present setup, only four fixed points are easily accessible to the dynamics of the system. This can be understood by investigating the evolution of potential $V$ in the configuration space $(\theta_1, \theta_2)$, which is displayed in Fig. 2 without driving ($i.e., A = 0$). Two stable fixed points correspond to global minima of potential $V$ and are displayed as white circles [$\theta_1 = \theta_2 = 0$ (mod $2\pi$) and $\theta_1 = \theta_2 = \pm \pi$ (mod $2\pi$)]. The two reachable unstable fixed points, which are saddle points in the configuration space $(\theta_1, \theta_2)$, are displayed as white crosses. Four other unstable fixed points (either saddle points or global maxima) are displayed as black diamonds, with potential values $3$ and $4$, respectively (i.e., three and four times larger than the potential of the two saddle points displayed as white crosses). In the context of our study, the dynamics will be confined in the dark energy valley of Fig. 2—along the diagonal $\theta_2 = -\theta_1$ when $A \sim 0$—and the four fixed points at higher potential (black diamonds) are never observed (see Fig. 5). From the initial eight fixed points, only four of them (two stable and two unstable ones) are thus accessible. The situation remains similar when considering cases for which $A \neq 0$; as shown below, the potential landscape is modified, however the dynamics is still confined to low-energy valleys of the potential landscape.

Let us now focus on the stable fixed points in the more general situation for which $A$, the preferential orientation of magnet 1 occurring from the driving torque, and $A$, the strength of the driving torque, are nonzero. When $A \neq 0$, two asymptotic behaviors are identified:

(i) $A \ll 1$: when the coupling between the two interacting magnets dominates over the driving, $\theta_1 \rightarrow 0$ (mod $\pi$) (in the experiment, for vanishing values of $I_0$ and finite $d$ value).

(ii) $A \gg 1$: when the driving dominates over the coupling between the two interacting magnets, $\theta_1 \rightarrow \alpha / 2$ (mod $\pi$) (in the experiment, for large $I_0$ values at finite $d$).

![Fig. 2. (a) Evolution of potential $V$ in the configuration space $(\theta_1, \theta_2)$ when $A = 0$; contour lines for 0.2, 0.6, 1, 2, 3, and 3.6 energy values. (b) Fixed points as in (a) and associated magnets $M_1, M_2$ configurations: stable fixed points (white circles), unstable saddle points (white crosses), and inaccessible unstable fixed points (black diamonds).]
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For a given value of the interaction length \( d = 45 \text{ mm} \), the stationary stable fixed points \( \theta_1 \) have been measured as a function of \( A \) and systematically compared to the solutions computed for system \((3)\) and \((4)\) for several values of \( \alpha \), three of which are displayed in Fig. 3. Experimental points are displayed as symbols together with the solutions of system \((3)\) and \((4)\), displayed as full lines (black filled symbols and black full line for \( \theta_1 \) and open red symbols and red line for \( \theta_2 \)). The agreement is very good, within the error bars of the experimental data. The asymptotic limits are clearly observed, especially for the largest values of \( \alpha \). Note that the relation for fixed points according to Eq. (4) reads \( \tan(\theta_i) = -2 \tan(\theta_j) \) since the driving torque is applied only on \( M_1 \).

This evolution of the stable fixed points as a function of \( A \) can also be understood from the evolution of the potential landscape \( V(\theta_1, \theta_2) \). Figure 4 shows the evolution of \( V \) for six values of \( A \) and \( \alpha/2 = 1.56 \) [corresponding to the experimental points (black circles) in Fig. 3]. Both the amplitude of the potential and the shape of the potential landscape as a function of \( \theta_1 \) and \( \theta_2 \) are modified. In particular, global minima are observed around \( \theta_1 - \theta_2 \sim 0 \text{ (mod } \pi) \) at low values of \( A \) (below 0.5), which correspond to the stable fixed points of Fig. 2. When \( A \) increases, a shift of the global minima toward \( \theta_1 \sim \alpha/2 \text{ (mod } \pi) \) and \( \tan(\theta_2) = -\tan(\theta_1)/2 \) is observed. In particular, for \( A > 2 \) in Fig. 4, the energy landscape drastically changed as compared to the \( A = 0 \) case: the low-energy valley is no longer along the diagonal \( \theta_1 \sim -\theta_2 \), but has shifted toward vertical lines around \( \theta_1 \sim \alpha/2 \text{ (mod } \pi) \). The potential barrier between stable fixed points increases as \( A \) increases (note the color scales in Fig. 4).

This can be understood in the following way: when \( A \gg 1 \), the driving torque is dominant and magnet 1 barely rotates around its axis even if magnet 2 rotates. In this configuration, the unstable fixed point with the lowest energy is now \( \theta_1 \sim \theta_2 \); this unstable fixed point is now easily accessible to the system.

IV. DYNAMICS WITH TIME-VARYING DRIVING

Let us now investigate the dynamics of the coupled system \((A1)\) and \((A2)\) with time-varying driving. Several choices may be made for the time-dependent variation of the driving torque through time variation of the driving current \( I_0 \) or the driving angle \( \alpha \). In the remainder of the paper, \( \alpha \) is kept constant and the time dependence arises from the amplitude of the driving current \( I_0 \), or equivalently \( A \) at constant \( d \). Since similar dynamics have been obtained for the time-dependent phase and/or the time-dependent magnitude of the driving torque, we will focus on cases with time-dependent magnitude of the driving torque without any loss of generality. \( \hat{A}(t) \) was chosen as the digital realization of a \( \delta \)-correlated Gaussian process, with average \( \langle \hat{A} \rangle \) and standard deviation \( \hat{A} \). This choice was motivated by the observation of nontrivial dynamics even in the presence of such simple noise realizations. The choice of the nature of the noise is further discussed in the conclusion, in particular when discussing the possible application of this analog model to turbulent systems, for which the fluctuations are much more complex than Gaussian \( \delta \)-correlated noise. The angle \( \alpha/2 = 1.3 \) was chosen as a typical value (quantitatively identical regimes were obtained for values of \( \alpha/2 \) in the range \([\pi/8; \pi/2]\)).

We first consider the influence of the standard deviation of the driving \( \hat{A} \) for a fixed time-averaged value \( \langle \hat{A} \rangle \) and fixed interacting distance \( d = 45 \text{ mm} \). Let us first investigate the case in which the driving fluctuations are kept very small (i.e., small values of \( \hat{A} \)). The interacting magnets then fluctuate around their stable stationary fixed points, and typical time
series of $\theta_1(t)$ and $\theta_2(t)$ are given in Figs. 5(a) and 5(b). The associated $(\theta_1(t),\theta_2(t))$ configuration space is displayed in Fig. 5(c), and it shows that the dynamics is confined to the potential well centered on $(\theta_1 \sim 0.6, \theta_2 \sim -0.33)$. The trajectory of the fluctuating system is confined to an island in the configuration space, and no reversals are observed. This results in a constant large-scale dipolar magnetization of the system, with fluctuations around the time-averaged dipole strength. The amplitude of the noise is large enough to explore locations in the configuration space where the potential is nonzero close to the stable fixed point (black circle), but it is too weak to drive the system toward the nearest unstable fixed points (white crosses). For higher values of the driving noise amplitude $\bar{A}$, the dynamics is more complex and reversals of the magnet orientation can be observed. Typical time series of $\theta_1(t)$ and $\theta_2(t)$ in this regime are given in Figs. 5(d) and 5(e). The system now explores regions close to the unstable fixed points. This is evidenced when investigating the dynamics of the reversals displayed in Figs. 5(d) and 5(e) in the $(\theta_1(t),\theta_2(t))$ configuration space, as given in Fig. 5(f). In this situation, the noise amplitude is strong enough to drive the system close to the unstable fixed points (white crosses), eventually leading to reversals of the magnet orientations. The trajectory is no longer confined to an island. The system explores potential wells around the stable fixed points (black circles) during long intervals, leading to dense trajectories in the vicinity of these stable fixed points. However, the noise is strong enough to drive the system close to the unstable fixed points for short periods of time, before the trajectory is confined again close to a new stable fixed point. From Figs. 5(c) and 5(f), it is also clear that the dynamics is confined to valleys of low potential values—darker regions—as schematically explained in Fig. 2(b). This dynamics results in the occurrence of two opposite large-scale dipolar magnetizations (i.e., the dipolar structure can be oriented toward the $x$ direction or the $-x$ direction), with stochastic reversals between these two states. A video displaying the dynamics of such regimes is provided in the Supplemental Material [12]. It shows the view of the magnets (where the red dot locates the north pole of the magnet), together with the time evolution of angular positions.

![Figure 5](image_url)

**FIG. 5.** (a,d) $\theta_1(t)$ time series and (b,e) associated $\theta_2(t)$ time series for $\alpha/2 = 1.3$. (c,f) Corresponding trajectory in configuration space (gray scale codes for the amplitude of potential $V$). Left column: statistically stationary regime; right column: reversals. See text for details.
\(\theta_1\) and \(\theta_2\) and of the \(x\) component of the magnetic field, measured with a Hall effect sensor halfway between the two magnet axes.

Let us now investigate in greater detail the evolution of the dynamics as a function of both the time-averaged value \(\langle A \rangle\) and the standard deviation \(\tilde{A}\) of the normalized driving torque. The experimental evolution of the time-averaged angular position \(\langle \theta_1 \rangle\) of magnet 1 as a function of \(\langle A \rangle\) is displayed as dots in Fig. 6(a)—an evolution in very good agreement with the stable fixed points computed from system (3) and (4) plotted as a full black line. The evolution of \(\tilde{\theta}_1\), the standard deviation of the fluctuations of the angular position of magnet 1 around \(\langle \theta_1 \rangle\), is displayed in Fig. 6(b) as a function of \(\langle A \rangle\) for several values of the driving fluctuations \(\tilde{A}\). Let us first examine the case for which the amplitude of the noise is weak enough so that the dynamics is confined to potential wells around the fixed points in the \((\theta_1, \theta_2)\) configuration space [as in Fig. 5(c)]. This is the case, for instance, for the green (vertical) crosses in Fig. 6(b), for which \(\tilde{A} = 0.35\). The standard deviation \(\tilde{\theta}_1\) first increases when \(\langle A \rangle\) is increased up to 0.66 and then decreases for higher values of \(\langle A \rangle\). Similar behaviors are observed for higher values of \(\tilde{A}\); the evolution of \(\tilde{\theta}_1\) normalized by \(\tilde{A}\) nearly collapses onto a single curve, as shown in the inset of Fig. 6(b). We provide a phenomenological explanation of these features in the next section.

In this regime, the interacting magnets fluctuate around their mean angular positions \(\langle \theta_1 \rangle\) and \(\langle \theta_2 \rangle\) without reversals. For higher values of the driving noise amplitude \(\tilde{A}\), we already mentioned more complex dynamics, with magnet orientation reversals. For sufficiently large driving noise, the system may explore regions close to the unstable fixed points [displayed in Fig. 6(a) as a dashed line]. These reversals are only observed for a narrow range of \(\langle A \rangle\) values, displayed as arrows in Fig. 6(b). We will describe in detail the case for which \(\tilde{A} = 0.79\)—purple squares in Fig. 6(b). For values of \(\langle A \rangle\) up to 0.7, the fluctuations of the angular position \(\tilde{\theta}_1\) remain below \(3\pi/16\), and the regimes correspond to statistically stationary regimes (with magnets fluctuating around their mean angular positions). For higher values of \(\langle A \rangle\) (between 0.75 and 1.2), stochastic reversals of the magnet orientation are observed.

In this regime, the angular positions switch randomly between two angular positions—with a large level of fluctuations. These positions correspond to the stationary fixed points, and each reversal consists in a rapid rotation of angle \(\pi n\), \(n\) being an unsigned integer. The extent of these regimes is depicted as a full arrow in Fig. 6(b) (since reversals of the magnets occur, the standard deviation is no longer an illustrative variable to consider for these regimes). Then, as \(\langle A \rangle\) is further increased, the system does not exhibit reversals any longer, and it recovers a statistically stationary dynamics with a decreasing evolution of \(\tilde{\theta}_1\) with \(\langle A \rangle\).

The first observation is that stochastic reversals can be observed with Gaussian white noise driving if the noise amplitude is sufficiently large. A second observation is that the extent of the occurrence of these reversals depends on the driving noise amplitude. A third observation is that, close to the onset of existence of stochastic regimes—i.e., for the smallest noise amplitude where reversals have been observed—these regimes are bounded by statistically stationary regimes as a function of \(\langle A \rangle\) when \(\tilde{A}\) is kept constant.

The determination of the extent of the regimes where reversals are observed as depicted in Fig. 6(b) is somewhat arbitrary. This can be best understood from the analysis of Fig. 7(a), which displays the evolution of the mean waiting time \(\langle T_{\text{rev}} \rangle\) between reversals as a function of \(\langle A \rangle\) for a fixed value of \(\tilde{A} = 1.14\) and \(d = 45\) mm. For these parameters, the situation is similar to the one presented in Fig. 6(b): reversals are bounded by statistically stationary regimes. Data presented in Fig. 7(a) were obtained from 86 400-s-long (24 h) time series. The first observation is that reversals are more frequent in the center of the occurrence region than at its boundary. The second observation is that the mean waiting time between reversals increases rapidly as \(\langle A \rangle\) is decreased or increased to values corresponding to the statistically stationary regimes. Whether the mean waiting time between reversals diverges or not as \(\langle A \rangle\) approaches the values for which no reversals occur cannot be stated definitely from these data (this would require extremely long time series), but divergence is compatible with the evolution depicted in Fig. 7(a). Boundaries between regimes should thus be defined as when the mean time between reversals diverges. However, given the evolution provided in Fig. 7(a), a precise determination of boundaries between regimes in the parameter space \((\langle A \rangle, \tilde{A})\) for various values of \(d\) is a rather difficult task (which would require a very large number of extremely long time series—a task beyond the scope of this study). We provide in Fig. 7(b) an estimate of these boundaries from the analysis of finite length time series (at least two reversals over 480-s-long time series) for three values of the coupling distance \(d\) and a fine scan in the \((\langle A \rangle, \tilde{A})\) parameter space. Let us first focus on the case \(d = 45\) mm, which corresponds to the (blue) squares. In this figure, the lower and upper thresholds in \(\langle A \rangle\) for the occurrence of stochastic reversals are plotted as a function of
FIG. 7. (a) Evolution of the mean waiting time between reversals ($T_r$) as a function of $\langle A \rangle$ for $\tilde{A} = 1.14$. (b) Estimated boundaries between regimes in the ($\tilde{A}$, $\langle A \rangle$) parameter space for $\alpha/2 = 1.3$. (c) Probability density function of waiting times between reversals for $\tilde{A} = 1.14$, and $d = 45$ mm for the three values of $\langle A \rangle$. See text for details.

$\tilde{A}$—this corresponds to the extent of the full arrows in Fig. 6(b). Schematically, three distinct regimes are observed for a given amplitude of the driving noise (equivalently $\tilde{A}$): (i) for the lowest values of the driving noise, only statistically stationary regimes are observed [left-hand side of Fig. 7(b)]; (ii) for moderate amplitude of the driving noise, reversals are bounded by statistically stationary regimes as $\langle A \rangle$ increases; and (iii) for large amplitude of the driving noise, reversals are observed when $\langle A \rangle$ is below a threshold, while statistically stationary regimes are observed above. We provide a phenomenological explanation of this sequence in the next section. The influence of the coupling strength on the occurrence of the stochastic regimes is also displayed in Fig. 7(b) for two other values of the coupling distance $d$, namely 40 mm (black stars) and 55 mm (empty red circles). A first striking observation is that the onset of stochastic regimes is observed for lower values of the noise when the coupling is stronger. A second observation is that for a given value of the noise amplitude, the window of occurrence for these regimes is smaller for stronger coupling. Finally, the time statistics of waiting time between reversals is studied through their probability distribution functions (PDFs) displayed in Fig. 7(c). These PDFs have been computed from 259 200-s-long (72 h) time series for $\langle A \rangle = 0.97$ and 324 000-s-long (90 h) time series for the other two values of $\langle A \rangle$. These PDFs are compatible with an exponential distribution on a first approximation, with characteristic times (or equivalently mean-waiting times between reversals) $\tau = 56.2$, 12.1, and 26.3 s, respectively, for $\langle A \rangle = 0.44$, 0.97, and 1.36.

V. PHENOMENOLOGICAL MODEL

In this section, we analyze the features of the coupled stochastic system in a simplified framework that explains qualitatively most of the experimental observations. This analysis relies on the interpretation of the potential energy $V$ introduced earlier. In the presence of fluctuations of the driving torque, the potential $V$ can then be written as the sum of two contributions: a time-averaged potential $\langle V \rangle$ and a noise $\eta$,

$$V(t) = \langle V \rangle + \eta(t),$$

where

$$\langle V \rangle = -3 \cos \theta_1 \cos \theta_2 + \cos(\theta_2 - \theta_1) + \frac{\langle A \rangle}{2} \cos(\alpha - 2\theta_1) + C$$

and

$$\eta(t) = \frac{\langle A \rangle - \langle A \rangle}{2} \cos(\alpha - 2\theta_1).$$

Let us now make the approximation that the energy landscape is set by the time-averaged value of the potential $\langle V \rangle$, while the fluctuations of the driving act as a noise that allows us to reach locations of the configuration space where the potential is positive. In the real system, fluctuations of the driving indeed modify the instantaneous energy landscape, but for the sake of simplicity we neglect these modifications at leading order. Under our approximation, trajectories in the $(\theta_1, \theta_2)$ configuration space evolve within the time-averaged potential $\langle V \rangle$. We assume that excursions in the $(\theta_1, \theta_2)$ configuration space are restricted to locations where the value of the mean potential is lower than a maximal value proportional to $\bar{\eta}$, where $\bar{\eta}$ is the standard deviation of the noise. The evolution of isolines of the potential as a function of $\langle A \rangle$ thus provides useful insight of the expected dynamics of the system; these are displayed in Fig. 8. For each value of $\langle A \rangle$, three isolines are represented, namely 0.5 (full line), 0.66 (dash-dotted line), and 1.01 (dotted line), respectively. We will assume that these isolines represent the accessible locations in the $(\theta_1, \theta_2)$ configuration space for increasing values of the driving noise. The analysis of each of the three cases allows for providing a phenomenological understanding of the stationary and reversals regimes, their evolutions, and the transitions between them, as described in Fig. 7(b).

We will first focus on the evolution of isolines for potential $\langle V \rangle = 0.5$ (full lines). For all values of $\langle A \rangle$, isolines separate islands around a stable fixed point. The noise is not strong enough to drive the system close to an unstable fixed point: the dynamics of the system is restricted to fluctuations around one of the stable fixed points. This is the situation encountered when $\tilde{A} < 0.7$ in Fig. 6: no reversals are observed regardless of the value of $\langle A \rangle$. The trends observed in Fig. 6(b) for the evolution of $\tilde{A}$ (namely
increasing with $\langle A \rangle$ at low values and decreasing with $\langle A \rangle$ at large values) can also be understood from the evolution of the isocontours of the potential landscape. Indeed, the extent of the islands—and thus the accessible range of $\theta_1$ values—first increases with $\langle A \rangle$ (at low values) and then decreases with $\langle A \rangle$ (for larger values). Let us now consider the isocontours for potential 0.66 (dash-dotted lines). For $\langle A \rangle$ values below 0.4 and above 1.3, the potential isocontours separate islands around stable fixed points: no reversals are observed [similarly to the evolution depicted in Fig. 6(b) for $\tilde{A} = 0.88$ at the lowest and highest values of $\langle A \rangle$]. On the contrary, when $0.4 \leq \langle A \rangle \leq 1.3$, isocontours encompass both stable fixed points. In this $\langle A \rangle$ interval, the noise amplitude is strong enough to explore the vicinities of the unstable fixed points and leads to reversals of the magnet orientation. Once again, the evolution of $\tilde{\theta}_1$ as a function of $\langle A \rangle$ for the stationary regimes can be understood from the extent of the isocontour islands. Finally, isocontours for potential 1.01 (dotted lines) show a connection between stable fixed points as long as $\langle A \rangle$ is below 1.7, allowing for reversals of the magnet orientations. For values of $\langle A \rangle$ above 1.7, the isocontours separate islands around stable fixed points, and statistically stationary regimes are recovered. While the direct computation of the relation between the amplitude of the fluctuations of the driving current $\tilde{I}_0$ and the maximum potential value accessible to the system is a difficult task, the above rationale gives an accurate understanding of the observed dynamics and reproduces the three regimes described above, as well as the evolution of $\tilde{\theta}_1$ in the $(\langle A \rangle, \tilde{A})$ parameter space. Regime (ii) described above (namely that for moderate values of the driving noise, reversals are bounded by statistically stationary regimes when modifying the time-averaged value of the driving) can be understood the following way: for intermediate values of $\langle A \rangle$, adding a driving torque to magnet 1 strongly modifies the energy landscape and lowers the energy gap between stable and unstable fixed points and eases the observation of reversals.

FIG. 8. Isolines of $V$ for increasing values of $\langle A \rangle$ in the configuration space $(\theta_1, \theta_2)$ from top left to bottom right. Isopotentials 0.5 (full lines), 0.66 (dash-dotted lines), and 1.01 (dotted lines). See text for details.
VI. DISCUSSION AND CONCLUSION

We reported the rich dynamics displayed by a simple tabletop experiment involving the coupling of two macroscopic magnetic dipoles in the presence of a driving torque on one of the magnets—which preserves a π-rotation symmetry of the fixed points of the system. The accessible fixed points are accurately determined introducing an effective potential accounting for both the coupling and the driving. In the presence of fluctuations of the driving torque, two distinct behaviors are observed: the dipoles fluctuate around their stable fixed points (typically for low amplitudes of the fluctuations) or they can display stochastic reversals between stable fixed points (when fluctuations are strong enough to drive the system close to unstable fixed points). The mapping of these two regimes in the parameter space is accurately described when considering an energy argument: the dynamics is then restricted to locations in the configuration space for which the effective potential energy is lower than a threshold (related to the energy of the fluctuations). For low energy of the fluctuations, the dynamics is restricted to disjoint basins of attraction close to the stable fixed points. For higher fluctuation energies, these basins become connected (now including an unstable fixed point) and the dynamics displays stochastic reversals with Poisson-distributed waiting time between reversals.

Our tabletop experiment was built somehow in the spirit of the one in [11]. It could be considered as a building block of a macroscopic experiment of a finite number of interacting dipoles, as reported numerically in [3,4]. Our driving scheme preserves symmetries and could be used to mimic defects in the lattice and/or noise mimicking thermal fluctuations. It could also be used as a macroscopic benchmark for the dynamical studies of slow-relaxing low-dimensional magnetic systems, such as one-dimensional single-chain magnets [13].

The present experiment has also been designed to develop a simple model of the dynamics of chaotic reversals of the turbulent liquid-metal dynamo experiment VKS (Von Kármán sodium)—in which liquid sodium is set into motion in a cylindrical container by the rotation of coaxial impellers fitted with blades. Under specific parameters, the observed magnetic field can exhibit complex dynamics, including random and sudden reversals between opposite polarities [14]. A model has been proposed [15] that explains the occurrence of such reversals as a stochastic transition (activated by the turbulent fluctuations of the flow) between two large-scale magnetic modes. In turn, these large-scale modes (dipole and quadrupoles) and their stability properties can be understood from the interaction between dipoles localized in the vicinity of each ferromagnetic impeller (such as two parallel or antiparallel localized dipoles) [16]. The tabletop experiment described in the present article was inspired by this interpretation: each of the magnet dipoles represents one of the localized dynamos, and the time-dependent driving models the influence of large-scale turbulent fluctuations (which are modeled by Gaussian white noise). The present experiment shares very similar behaviors with the ones observed in the VKS experiment, such as (i) the existence of pockets of dynamical regimes bounded by stationary regimes [17], (ii) Poisson distribution of the waiting time between reversals [8], and (iii) divergence of the waiting time between reversals at the transition between stationary and dynamical regimes. This setup thus allows us to understand, in a very simplified framework, the relative influence of the coupling between the two localized modes and the fluctuations of the driving on the occurrence of reversals. In particular, we showed a counterintuitive result: a higher level of fluctuations is required to obtain reversals when the coupling strength between the two magnets decreases (i.e., the coupling distance increases). However, keeping in mind the comparison between the present work and the actual magneto-hydrodynamic (MHD) system, several points are worth mentioning: (i) in the present system, the localized dipoles have constant amplitude and are only allowed to rotate, whereas in the case of the actual MHD dynamo, the amplitude also fluctuates; (ii) the noise mimicking turbulent fluctuations is imposed here as Gaussian white noise and only on one of the dipoles. Our results show that in spite of its simplicity and apparent naiveness, this simple system reproduces correctly some basic dynamical features of the magnetic field in VKS.

Evolution of this simple experiment could also be implemented in view of providing a quantitative understanding of other stochastic phenomena. For instance, a spontaneous bifurcation between symmetric and asymmetric flow configurations has been reported in fully turbulent von Karman flows subject to multistability [5]. Similar bifurcations might be observed in our simple tabletop experiment when driving both magnets with independent stochastic torques, and they would pave the way to provide a simple analysis of the dynamics of complex systems.
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APPENDIX A: SYSTEM DIFFERENTIAL EQUATION

1. Torque applied to shaft 1 by the drive

In this appendix, the system of differential equations describing the coupled dynamics of the rotating shafts is determined. Let us first describe the driving scheme. It consists of a quadrupolar permanent magnet fixed on shaft 1 upon which a torque is imposed by an external quadrupolar magnetic field created by current circulation in eight coils arranged around the quadrupolar permanent magnet (see Fig. 1). The quadrupolar permanent magnet of magnetic moment $M_q$ is aligned with the dipolar moment $M_1$ (if $\theta_1 = 0$, the outgoing directions of the magnetic-field lines from the permanent quadrupolar magnet are 0 and $\pi$, relative to axis $x$). It is assembled from four small dipolar cylindrical segment magnets of moment 0.354 Am$^2$. The eight coils create a magnetic field $Q_{\text{coils}}$ of amplitude $Q_{\text{coils}}$ and whose outgoing field lines are oriented at an angle $\alpha/2$ (modulo $\pi$) relative to the $x$ axis. This is achieved by driving currents $I_i$ in coil $i$ as $I_1 = I_5 = -I_3 = -I_7 = I_6 \cos \alpha$ and $I_2 = I_6 = -I_4 = -I_8 = I_0 \sin \alpha$. The strength of the externally applied magnetic field $Q_{\text{coils}}$ is then proportional to the current $I_0$. The angle $\alpha/2$ sets a preferential orientation for magnet 1 (reached when $I_0 \to \infty$ for finite $d$). The driving torque applied by the
external magnetic quadrupolar field \( \mathbf{Q}_{\text{coils}} \) on the quadrupolar permanent magnet reads

\[
\Gamma_{\text{drive}} = \mathbf{Q}_{\text{coils}} \mathcal{M}_q [2(\alpha/2 - \theta_1)] = D I_0 \sin(\alpha - 2\theta_1),
\]

with \( D \) an effective driving efficiency accounting for the coupling between the quadrupolar permanent magnetic field and the applied quadrupolar magnetic field.

2. Differential equations from mechanical analysis

The full mechanical system is obtained when applying Newton’s laws to each of the two shafts. The torque applied by magnet 2 on magnet 1 reads

\[
\Gamma_{12} = \mathcal{M}_1 \times B_2 = -\frac{\mu_0 \mathcal{M}_1 \mathcal{M}_2}{4 \pi d^3} (\sin \theta_2 \cos \theta_1 + 2 \sin \theta_1 \cos \theta_2).
\]

Similarly, the torque applied by magnet 1 on magnet 2 reads

\[
\Gamma_{12} = \mathcal{M}_2 \times B_1 = -\frac{\mu_0 \mathcal{M}_1 \mathcal{M}_2}{4 \pi d^3} (\sin \theta_1 \cos \theta_2 + 2 \sin \theta_2 \cos \theta_1),
\]

with \( J_i, F_i, \) and \( K_i \) the moments of inertia of shaft \( i \), the fluid friction coefficient, and the solid friction coefficient acting on shaft \( i \), respectively. The coupled dynamics of the system is then described by the set of two differential equations (A1) and (A2),

\[
\begin{align*}
J_1 \frac{d^2 \theta_1}{dt^2} &= DI_0 \sin(\alpha - 2\theta_1) - \frac{\mu_0 \mathcal{M}_1 \mathcal{M}_2}{4 \pi d^3} (\sin \theta_2 \cos \theta_1 + 2 \sin \theta_1 \cos \theta_2) - F_1 \frac{d\theta_1}{dt} - K_1 \text{sgn}\left(\frac{d\theta_1}{dt}\right), \\
J_2 \frac{d^2 \theta_2}{dt^2} &= -\frac{\mu_0 \mathcal{M}_1 \mathcal{M}_2}{4 \pi d^3} (\sin \theta_1 \cos \theta_2 + 2 \sin \theta_2 \cos \theta_1) - F_2 \frac{d\theta_2}{dt} - K_2 \text{sgn}\left(\frac{d\theta_1}{dt}\right).
\end{align*}
\]

(A1)

(A2)

APPENDIX B: PARAMETER IDENTIFICATION

All parameters of the differential system (A1) and (A2) have been directly measured or identified from the dynamics of the uncoupled system (i.e., with an infinite \( d \) or with one of the shafts kept static), which simplifies as the dynamics of a damped second-order system.

Measurement of \( \mathcal{M}_1, \mathcal{M}_1, \) and \( \mathcal{M}_2 \) have been computed by fitting the evolution of the magnetic field created by each small dipolar magnet as a function of the distance \( z \) along the axis of magnetization from the center of the magnet. The theoretical calculation gives \( B = \frac{\mu_0 \mathcal{M}_1}{2\pi z} \). The logarithmic evolution is linear for \( z > 25 \) mm and gives \( \mathcal{M}_1 = \mathcal{M}_2 = 0.775 \) A m\(^2\).

Measurement of \( J_1, F_1, K_1, \) and \( D \). Mechanical parameters were estimated from the relaxation dynamics of uncoupled or coupled shafts in the presence of a magnetic field.

(i) A first set of measurements can be performed in the presence of a uniform, static magnetic field. Three different configurations were studied:

(a) A uniform, static, dipolar magnetic field \( B_{\text{out}} \) is applied from external large electrical coils in a Helmholtz configuration along the reference horizontal axis around the small permanent magnet, for one single shaft. The uncoupled dynamics of shaft \( i \) is then

\[
J_i \frac{d^2 \theta_i}{dt^2} = -\mathcal{M}_1 B_{\text{out}} \sin \theta_i - F_i \frac{d\theta_i}{dt} - K_i \text{sgn}\left(\frac{d\theta_i}{dt}\right). \tag{B1}
\]

(b) When shaft \( j \) is maintained at a fixed angular position \( \theta_j = 0 \), a static dipolar magnetic field \( B_j \) (created by the permanent magnet \( j \)) is applied to the small permanent magnet on shaft \( i \). The system considered here is the one displayed in Fig. 1, for which one of the two shafts is set static. The dynamics of shaft \( i \) is then

\[
J_i \frac{d^2 \theta_i}{dt^2} = -\frac{\mu_0 \mathcal{M}_1 \mathcal{M}_2}{2\pi d^3} \sin \theta_i - F_i \frac{d\theta_i}{dt} - K_i \text{sgn}\left(\frac{d\theta_i}{dt}\right). \tag{B2}
\]

(c) A static driving quadrupolar magnetic field is applied from current circulation in the eight driving coils. When \( \alpha = 0 \), the dynamical equation for the uncoupled dynamics of shaft 1 is then

\[
J_1 \frac{d^2 \theta_1}{dt^2} = DI_0 \sin(-2\theta_1) - F_1 \frac{d\theta_1}{dt} - K_1 \text{sgn}\left(\frac{d\theta_1}{dt}\right). \tag{B3}
\]

For all these configurations, the dynamics of a single shaft is described by a second-order differential equation with damping. The temporal evolution of the relaxation from \( \theta_1 \neq 0 \) is then recorded for various values of the magnetic field strength \( B_{\text{out}} \) (i.e., varying either \( B_{\text{out}}, I_0, \) or \( d \) for the three cases specified above). An estimate of the linear relaxation pulsations \( \sqrt{\mathcal{M}_1 J_1} / J_1 \), \( \sqrt{\mathcal{M}_1 J_2} / 2 \pi d^3 J_2 \), or \( \sqrt{2D f_1} \) is computed from the temporal evolution—see, for instance, Fig. 9(a) for a typical relaxation of uncoupled shaft 1 with an applied \( B_{\text{out}} \) around magnet 1. An estimate of the fluid friction coefficient \( F_1 \) is provided by the temporal evolution of \( \ln(\theta_1) \) [whose envelope is linear with time at initial stages; see the inset Fig. 9(a)]. Eventually, the solid friction coefficient \( K_1 \) is estimated from the latest stage of the temporal evolution of the envelope of \( \theta_1 \), which is linearly decreasing at the latest times; see Fig. 9(a). From these first-guess estimates, a least-squares fitting method is applied between the experimental relaxation and numerical integration of Eqs. (3), (4), or (5). An example of the comparison between the experimental data and the best fit obtained is given in Fig. 9(a).

(ii) The determination of the coefficients is also made possible when driving uncoupled shaft 1 with a constant driving current \( I_0 \) and a harmonic variation of \( \alpha = 2A \cos(2\pi f t) \) (shaft 1 has to be uncoupled from shaft 2, i.e., \( d \rightarrow \infty \)).
that case, the dynamics is governed by

\[ J_1 \frac{d^2 \theta_1}{dt^2} = DI_0 \sin[2A \cos(2\pi ft) - 2\theta_1] \]
\[ - F_1 \frac{d\theta_1}{dt} - K_1 \text{sgn} \left( \frac{d\theta_1}{dt} \right). \]

The evolution of the amplitude of the response \( \Delta \theta_1 \) is typical of a resonant second-order system, with a static—low frequency—response \( \Delta \theta_1 \) equal to \( A \) and a resonance giving access to the resonance frequency and to the damping. Typical evolutions of \( \Delta \theta_1 \) as a function of \( f/\sqrt{\mathcal{F}_0} \) are displayed in Fig. 9(c).

From these methods, the following values for the coefficient have been measured:

(a) \( M_1 = M_2 = 0.775 \text{ A m}^2 \).
(b) \( J_1 = 1.64 \times 10^{-6} \text{ kg m}^2 \) and \( J_2 = 8.3 \times 10^{-7} \text{ kg m}^2 \), values compatible with rough computation from geometrical considerations.
(c) \( D = 1.45 \times 10^{-3} \text{ T m}^2 \).
(d) \( F_1/J_1 \sim F_2/J_2 \sim 2.2 \text{ s}^{-1} \).
(e) \( K_1/J_1 \sim 2.8 \text{ s}^{-2} \) and \( K_2/J_2 \sim 7.5 \text{ s}^{-2} \).