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Single Stranded Tiles 
Nanotubes
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Single stranded Nanotubes

10-helix nanotube schematic, 
Yin et al. ’08

4 domains = 4 glues
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Growing them
Seed  

=  
DNA Origami 

encoding 
an input

STT 
assembly  

= 
Computation

S3 System design abstraction level: binding-domain schematics
In this section we give the binding-domain schematics level of abstraction, which is below the abstraction
level of aTAM proofreading tiles and above that of DNA sequence design.

S3.1 Strand-level system design of SST lattice, input-adapter strands, seed
attachment

Concerns at this level of abstraction include choosing (a) appropriate domain lengths (in number of bases)
for good DNA crossover positions between helices and for structural stability, for SSTs, input adapters, and
origami seed staples/scaffold, and (b) appropriate positions on SSTs for biotin modifications. As shown in
Figure 1 in the main text, each square tile, post-proofreading, is mapped to an abstract SST strand. We
used the SST motif from ref. [13], which has domains of length 10 and 11 bases. Altogether 355 SSTs were
designed. The number 355 was calculated in Section S2.3.1, at the abstraction level of 2 × 2 proofreading
tiles; here at the SST binding-domain level of abstraction we simply convert each square (proofreading) tile
to an abstract SST strand with four binding domains.

Figure S10 gives the domain-level design of our SST set, and the caption describes some of the key features.
SST strands are designed to grow a nanotube lattice, so that the top of the SST lattice in Figure S10 is
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Figure S10: SST lattice showing from left to right the DNA origami seed scaffold (light blue), input-adapter strands
(red, plus other colours), and SSTs (yellow, brown and blue), seam (grey), seam block (grey), and biotin locations
(red and green disks/circles, coloured according to their wire index being even or odd). Each of the four domains
on an SST are colour coded: yellow represents bit 1, brown represents bit 0, blue represents a domain that is unique
to the proofreading block it is in. The presence of biotins is indicated by red and green solid disks, and is used
to denote the encoding of a 1 bit on the proofreading block output domains that are on the same wire. A biotin is
present on a strand if its closest bit-encoding output domain, along the same strand, is yellow (encodes bit 1), and
otherwise the biotin is not present (denoted as a hollow circle, to help visualize all possible positions where biotins
could be on other arbitrary computations). Relevant portions of the DNA origami seed scaffold strand are shown
as light blue on the left-hand side. Input-adapter strands are shown with red on the domains connecting to the
scaffold, and the domains binding to tiles are colored using the same bit convention as the tiles. Although input
adapters do not have biotin modifications, red or green ‘x’s are used to indicate locations were biotins would have
been had we chosen to include them.
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All scale bars 10µm 
Each datapoint is a separate ~24 hour temperature hold experiment 

Fluorescence microscopy  images: cy3 label 
Error bars show SEM for n=5 experiments for blue, and n=2 for red

Lower concentration 
=>  bigger barrier to nucleation!

2.5ºC gap!

Too hot: free tiles do not 
bind to each other

Too cold: nanotubes along with 
blobs & nanotube tangles

Just right: 
long 

nanotubes

100nM

16-helix. 100nM. 52.2 C14-helix. 100nM. 52.2 C12-helix. 100nM. 52.2 C8-helix. 100nM. 53.0 C

~2.5ºC

8 Helix. 53.3C (Too cold: 
nanotubes & blobs)

8-helix. 1µM. 57.0 C 10-helix. 1µM. 57.0 C 12-helix. 1µM. 56.2 C 14-helix. 1µM. 56.2 C 16-helix. 1µM. 56.2 C

Experiments give a (narrow) temperature range at 
which we make good-quality, long, nanotubes!

Higher concentration
=> longer nanotubes!

1μM

8-helix. 1µM. 90 -> 56, hold 
for 1 day. Then room temp 
to 58.9 C, and hold for 1 
more day. 10µM scale bar

Too hot: free tiles do not 
bind to each other

Too cold: nanotubes along with 
blobs & nanotube tangles

Just right: 
long 

nanotubes

Seeded growth: barrier to nucleation at [tile]=100nM
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Scale bars 10µm. ~24 hour temperature hold experiments. cy3 label

Lower concentration 
=>  bigger barrier to nucleation!

2.5ºC gap!

Too hot: free tiles do not 
bind to each other

Too cold: nanotubes along with 
blobs & nanotube tangles

Just right: 
long 

nanotubes

100nM

16-helix. 100nM. 52.2 C14-helix. 100nM. 52.2 C12-helix. 100nM. 52.2 C8-helix. 100nM. 53.0 C

~2.5ºC

Everything 
melts

Everything  
sticks 

together

Growth from  
seed only

Controls: 0 seed nanotubes => 0 nanotubes/image 

scale bar: 10µm. 100nM tile concentration 

seeds: 8-helix nanotubes, Alexa647 labelled  
growth from seed: 8-helix tiles, Cy3 labelled  

End-to-end joining

Seed
Growth 
from seed

5030 70 9010

Temperature (C)

Many 
nanotubes

(per image)
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Single stranded

Take pre-formed seed 
nanotubes, at room 
temperature and heat 
to temperature T
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temperature

Joy Hui

[tile] =

Seeded growth: barrier to nucleation at [tile]=100nM



Seeded growth only
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(a) (b)
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Temperature (C)

Figure S28: Exploiting a kinetic barrier to nucleation for seeded growth (a) Schematic: SSTs are cooled from 90 ◦C
down to a temperature T , that lies between the nucleation and melting temperature (determined from previous 24-
hour temperature-hold experiments). Pre-formed nanotubes are added at temperature T . T is too hot for spontaneous
nucleation to occur (away from the seeds) and too cold for nanotubes to melt, also since T is below the ‘24-hour
melting temperature’, the seeds grow. (b) Data from Figure S27(b), illustrating a temperature range of approximately
2.5 ◦C where seeded growth may occur according to the schematic in (a). (c) Example experiment demonstrating
seeded growth. Seeds are pre-formed 8-helix SST nanotubes with one tile type having a 5′ cy3 modification for
visualisation via fluoresce microscopy. At 100 nM concentration of each tile type, and in the presence of seeds,
nanotubes grow. Without seeds, nanotubes do no form (data not shown).

as red datapoints in Figure S27(b).
Two distinct temperature regimes were observed; a high temperature range where no structures were

visible and thus we concluded that the nanotubes had melted, and a low temperature range were nanotubes
were visible (and thus had not fully melted). Below, we use the term “melting temperature” to refer to the
approximate transition temperature between these two ranges for a given nanotube circumference (which
lies in the range 58–60 ◦C in Figure S27(a); depending on nanotube circumference).

For a given circumference, a larger gap between the nucleation temperature and melting temperature
is consistent with a larger kinetic barrier to nucleation according to standard nucleation theory (see, for
example, [23, 7, 24]). Although some circumferences showed a measurable gap between their nucleation and
melting temperature at 1 µM, we deemed the gap too small for seeded growth (technique described below).

We hypothesised that a lower tile type concentration might result in a larger gap between nucleation and
melting temperatures for SST nanotubes. This hypothesis comes from the observation that standard theories
of nucleation and elongation predict that the rate of nucleation scales as the kth power of the monomer
concentration, where the critical nucleus contains k monomers, while elongation rates scale proportionally
with the monomer concentration. Initial experiments showed that at a tile type concentration of 100 nM
SST nanotubes formed well, but at significantly lower concentration yields were low and nanotubes were
short (and thus difficult to image). Hence in the next step we choose a monomer concentration of 100 nM
for each tile type.

Data set II: Tile type concentration of 100 nM. We repeated the experiments for h ∈ {8, 12, 14, 16}
but at a lower tile type concentration of 100 nM (instead of 1 µM). Figure S27(b) shows the data. There
were two clear differences between the 100 nM and 1 µM data sets. First, the nucleation and melting
temperature for the the 100 nM is significantly lower than that of the 1 µM data set. Second, the 100 nM
data set has a wider gap between nucleation and melting temperatures than 1 µM. This gap, of roughy
2.5 ◦C between nucleation and melting temperatures, was deemed sufficiently large for our intended seeded
growth experiments to implement IBCs.

The largest circumference tested was 16-helix, hence we used a 16-helix DNA nanotube implementation
of IBC, which via our abstraction corresponded to a 6-bit IBC.
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Imaging the results
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Principle of  
Atomic Force Microscopy

The microscope works by scanning the surface with a sharp 
probe and gently touching the DNAs that arrange on the mica.

(Artwork: Ebbe Andersen- Slide by Cody Geary) !9



Laser deflection

!10



The forces involved in AFM

TEM image of the tip
1 µm

10 µm

They are interaction 
forces between the 
atoms of the end of 
the tip and the atoms 
on the sample 
surface.
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Tip convolution

Tip radius 2-20 nm

Moskalenko !12



High resolution imaging

DOI: 10.1126/science.1176210 
, 1110 (2009); 325Science

  et al.Leo Gross,
Atomic Force Microscopy
The Chemical Structure of a Molecule Resolved by

 www.sciencemag.org (this information is current as of October 2, 2009 ):
The following resources related to this article are available online at

 http://www.sciencemag.org/cgi/content/full/325/5944/1110
version of this article at: 

 including high-resolution figures, can be found in the onlineUpdated information and services,

 http://www.sciencemag.org/cgi/content/full/325/5944/1110/DC1
 can be found at: Supporting Online Material
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, 4 of which can be accessed for free: cites 25 articlesThis article 
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: subject collectionsThis article appears in the following 
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 is aScience2009 by the American Association for the Advancement of Science; all rights reserved. The title 
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atomic composition and the geometry of the tip,
as well as the relatively low stability of the sys-
tem, which can result in unintentional lateral or
vertical manipulation of the molecule during
imaging. As will be shown below, both problems
can be solved by preparing a well-defined tip by
deliberately picking up different atoms andmole-
cules with the tip apex. The exact knowledge of
the tip termination also facilitates quantitative com-
parison with first-principles calculations, which
is essential for understanding the nature of the
tip-sample interaction.

To benchmark AFM resolution on molecules,
we investigated pentacene (C22H14, Fig. 1A), a
well-studied linear polycyclic hydrocarbon con-
sisting of five fused benzene rings. State-of-the-
art scanning tunneling microscopy (STM) studies
of pentacene on metal, such as Cu(111) (10), and
thin-film insulators, such as NaCl on Cu(111)
(11, 12), have been performed recently. On in-
sulating films, STM was used to image the mo-
lecular orbitals near the Fermi level, EF, whereas
on metals the molecular orbitals were broadened
and distorted because of coupling to the elec-
tronic states of the substrate. STM is sensitive to
the density of states near EF, which extends over
the entire molecule. This prevents the direct im-
aging of the atomic positions (or core electrons)
in such planar aromatic molecules by STM. In
this work, we present atomically resolved AFM
measurements of pentacene both on a Cu(111)
substrate and on a NaCl insulating film.

For atomic resolution with the AFM, it is
necessary to operate in the short-range regime of
forces, where chemical interactions give substan-
tial contributions. In this force regime, it is de-
sirable to work with a cantilever of high stiffness
with oscillation amplitudes on the order of 1Å, as
pointed out byGiessibl (13). Our low-temperature
STM/AFM has its basis in a qPlus sensor design
(14) and is operated in an ultrahigh vacuum at a
temperature of 5 K. The high stiffness of the
tuning fork [spring constant k0 ≈ 1.8 × 103 N/m
(15), resonance frequency f0 = 23,165 Hz, and
quality factor Q ≈ 5 × 104] allows stable opera-
tion at oscillation amplitudes down to 0.2 Å. A
metal tip (16) was mounted on the free prong of
the tuning fork, and a separate tip wire (which is
insulated from the electrodes of the tuning fork)
was attached tomeasure the tunneling current (17).
The bias voltage V was applied to the sample.

Modification of the STM tip apex is known
to have a profound influence on the achievable
image resolution (10, 11, 18, 19). We explored
the effects of controlled atomic-scale modifica-
tion of the AFM tip and show that suitable tip
termination results in dramatically enhanced atomic
scale contrast in NC-AFM imaging. We imaged
pentacene molecules (Fig. 1A) in STM (Fig. 1B)
andAFM (Fig. 1, C andD)modes on Cu(111) by
using a CO-terminated tip. For these measure-
ments, a COmolecule was deliberately picked up
with the tip (16), which led to an increased resolu-
tion in the AFMmode (see below). From previous
investigations, it is known that the CO molecule is

adsorbed with the carbon atom toward the metal
tip (18, 19).

The CO molecule slightly affects the STM
image, and several faint maxima and minima
are visible because of the interaction of the CO
with the pentacene orbitals, similar to the effect
of a pentacene-modified tip (10). The AFM im-
ages (Fig. 1, C and D) were recorded in constant-
height mode; that is, the tip was scanned without
z feedback parallel to the surface while the
frequency shift Df was being recorded (16). In
this and all of the following measurements, the
tip height z is always given with respect to the
STM set point over the substrate. The use of
constant-height operation was critical because it
allowed stable imaging in the region where Df is a
nonmonotonic function of z. In the AFM images
(Fig. 1, C andD), the five hexagonal carbon rings
of each pentacene molecule are clearly resolved.

We observed local maxima of Df(x, y) above the
edges of the hexagons, near the carbon atom
positions, and minima above the centers of the
carbon rings (hollow sites), in concordance to the
measurements on SWNTs (7). Even the carbon-
hydrogen bonds are imaged, indicating the posi-
tions of the hydrogen atoms within the pentacene
molecule. Additionally, each molecule is sur-
rounded by a dark halo.

To demonstrate that imaging conditions are
also stable for the case of organic molecules
on insulators, we used a thin insulating layer
[NaCl(2 ML)/Cu(111), that is, two atomic layers
of NaCl on Cu(111)] as substrate (Fig. 2). Fur-
thermore, to study the influence of the tip
termination, we performed measurements with
different atomic modifications of the tip apex. In
addition to the Ag- (Fig. 2A) and CO-terminated
(Fig. 2B) tips, we also recorded Df images with

B

C

1.3Å

0Å5Å

5Å

-2Hz

-7Hz

+1Hz

-5Hz20Å

D

5Å

A

Fig. 1. STM and AFM imaging of pentacene on Cu(111). (A) Ball-and-stick model of the pentacene
molecule. (B) Constant-current STM and (C and D) constant-height AFM images of pentacene acquired
with a CO-modified tip. Imaging parameters are as follows: (B) set point I = 110 pA, V = 170 mV; (C) tip
height z = –0.1 Å [with respect to the STM set point above Cu(111)], oscillation amplitude A = 0.2 Å; and
(D) z = 0.0 Å, A = 0.8 Å. The asymmetry in the molecular imaging in (D) (showing a “shadow” only on the
left side of the molecules) is probably caused by asymmetric adsorption geometry of the CO molecule at
the tip apex.

A B

C -1Hz

-9Hz

-0.8Hz

-3.5Hz

-0.8Hz

-3.5Hz

-1.5Hz

-8Hz

5Å

5Å

5Å

5Å

D

Fig. 2. Constant-height AFM images of pentacene on NaCl(2ML)/Cu(111) using different tip modifications
(16). (A) Ag tip, z= –0.7 Å, A= 0.6 Å; (B) CO tip, z=+1.3 Å, A= 0.7 Å; (C) Cl tip, z= –1.0 Å, A= 0.7 Å; and
(D) pentacene tip, z=+0.6 Å, A=0.5 Å. The z values are given with respect to a STM set point of I=2 pA, V=
200 mV above the NaCl(2 ML)/Cu(111) substrate.
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About AFM scale

Mont Blanc : 

4807 mCantilever 100 km

Man: 2 m

Oscillation : 20 m

expanding to our scale : multiply all by 109

… how to shake the Mont Blanc over 
little men heads without crushing them

Moskalenko !14



Marking 0s and 1s
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Streptavidin-biotin marker

Streptavidin : a "huge blob"

Biotin can easily be attached 
to DNA strand at order

Together they make one of the 
strongest non-covalent bond

!16



Streptavidin-biotin marks

When added to the solution while imaging,  
Streptavidin attaches to biotin,  

marking the corresponding single stranded tiles

We can order single DNA strand with biotin attached 
(the tiles encoding a 1!)

!17



Streptavidin-biotin marks

S3 System design abstraction level: binding-domain schematics
In this section we give the binding-domain schematics level of abstraction, which is below the abstraction
level of aTAM proofreading tiles and above that of DNA sequence design.

S3.1 Strand-level system design of SST lattice, input-adapter strands, seed
attachment

Concerns at this level of abstraction include choosing (a) appropriate domain lengths (in number of bases)
for good DNA crossover positions between helices and for structural stability, for SSTs, input adapters, and
origami seed staples/scaffold, and (b) appropriate positions on SSTs for biotin modifications. As shown in
Figure 1 in the main text, each square tile, post-proofreading, is mapped to an abstract SST strand. We
used the SST motif from ref. [13], which has domains of length 10 and 11 bases. Altogether 355 SSTs were
designed. The number 355 was calculated in Section S2.3.1, at the abstraction level of 2 × 2 proofreading
tiles; here at the SST binding-domain level of abstraction we simply convert each square (proofreading) tile
to an abstract SST strand with four binding domains.

Figure S10 gives the domain-level design of our SST set, and the caption describes some of the key features.
SST strands are designed to grow a nanotube lattice, so that the top of the SST lattice in Figure S10 is
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wire 2
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= 0 

Figure S10: SST lattice showing from left to right the DNA origami seed scaffold (light blue), input-adapter strands
(red, plus other colours), and SSTs (yellow, brown and blue), seam (grey), seam block (grey), and biotin locations
(red and green disks/circles, coloured according to their wire index being even or odd). Each of the four domains
on an SST are colour coded: yellow represents bit 1, brown represents bit 0, blue represents a domain that is unique
to the proofreading block it is in. The presence of biotins is indicated by red and green solid disks, and is used
to denote the encoding of a 1 bit on the proofreading block output domains that are on the same wire. A biotin is
present on a strand if its closest bit-encoding output domain, along the same strand, is yellow (encodes bit 1), and
otherwise the biotin is not present (denoted as a hollow circle, to help visualize all possible positions where biotins
could be on other arbitrary computations). Relevant portions of the DNA origami seed scaffold strand are shown
as light blue on the left-hand side. Input-adapter strands are shown with red on the domains connecting to the
scaffold, and the domains binding to tiles are colored using the same bit convention as the tiles. Although input
adapters do not have biotin modifications, red or green ‘x’s are used to indicate locations were biotins would have
been had we chosen to include them.
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kTAM model for 
algorithmic assembly

!19



Algorithmic self-assembly

Winfree. 1998.  
PhD Thesis

=

Rothemund, Papadakis, Winfree 2004

self-assembly.net

tiles = program

crystal growth =  
program execution

Erik Winfree had the idea that a growing lattice of DNA tiles 
could run a computer program, like Wang tiles or a CA 

!20



Thermodynamical model
Attachement rate 

=  
kf ⋅ [ Strand ] 

= 
kf ⋅ e–Gmc 

(mainly entropy)


Detachment rate 
=  

kf ⋅ e–(b⋅Gse) 

where b is the number of bonds 
and Gse = ΔG/RT  

the bonding unit energy in RT units  
(mix of entropy and enthalpy)

TAGAG

TCACT CATAC

TCTTG

AGAAC

GTATG AGTGA

ATCTC

fk kr,1

fk kr,2 fk kr,2

fk kr,1

(a)

(b)

Fig. 2. (a) Assembly of two double-crossover tiles via hybridization of 5-nucleotide
sticky ends. kf is the forward rate constant, in /M/sec, and kr,1 = kfe−Gse is the
reverse rate constant, in /sec. (b) Assembly of a double-crossover tile into a site on
the growth front of a crystal via hybridization of two 5-nucleotide sticky-end pairs. The
forward rate constant is assumed to be the same as for the single sticky-end reaction
of (a), while the reverse rate constant is assumed to require twice as much energy to
simultaneously break both sticky-end bonds – i.e., binding is cooperative – and thus
kr,2 = kfe−2Gse . Gse is the free energy of dissociation for a single sticky end, in units
of RT .

molecular interactions, i.e., the number of base pairs that must be broken in or-
der for the tile to dissociate. Thus, single tiles (monomers) that either totally or
partially mismatch their neighbors arrive at a site with equal frequency as tiles
that correctly match their neighbors, but the correctly-matching tiles stay much

Winfree, Bekbolatov DNA9

mc = monomer concentration

se = sticky end bond strength!21
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Fig. 3. (a) Phase diagram [28] for crystal growth of tiles implementing a BCA, under
the kTAM. “Good crystals” (growth rate comparable to kf [DX] and error rate smaller
than ε) are obtained for large Gse and Gmc, below the τ = 2 boundary marking the
melting transition where Gmc = 2Gse. (b) Model for kinetic trapping. The growth site
may (E) be empty; (C) contain a correct tile; (M) contain a mismatched tile; (FC) be
“frozen” with the correct tile in place; or (FM) be “frozen” with the mismatched tile.
r∗ represents the rate at which tiles on the growth front are covered. The error rate is
taken to be the probability that, starting in E, the system reaches FM .

The parameters Gmc and Gse represent the “physical conditions” under
which tile-based assembly can take place. Gmc can be made large (or small)
by using DNA tiles at low (or high) concentrations. Gse can be made large (or
small) by letting the self-assembly take place at a cold (or hot) temperature.4
For what settings of these parameters does the kTAM obey the aTAM rules with
high probability? First note that if 2Gse > Gmc > Gse, then the tile additions
shown in figure 1b are favorable, as rf > rr,2, but all other tile additions are un-
favorable, as they make at most 1 bond and rf < rr,1. Thus, the aTAM correctly
abstracts which reactions are favorable, and which are unfavorable, with respect
to the kTAM. However, in the kTAM, unfavorable reactions also occur with some
frequency, so we expect assembly errors. Figure 4a shows several snapshots from
a Monte Carlo stochastic simulation; single growth errors occur in the 3rd and
4th frames, causing subsequent error-free growth to develop into an undesired
pattern. How frequent are these errors, and how can they be minimized?

4 Naturally, the assumption that Gmc and Gse both remain constant is likely to be
violated in actual experiments, both for reasons under our control (e.g., using a
temperature annealing schedule) and for reasons not easily under our control (e.g.,
the depletion of ambient monomer tile concentrations as a significant fraction of tiles
become incorporated into crystal assemblies.

Winfree, Bekbolatov DNA9 !22



Simulations
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Fig. 3. (a) Phase diagram [28] for crystal growth of tiles implementing a BCA, under
the kTAM. “Good crystals” (growth rate comparable to kf [DX] and error rate smaller
than ε) are obtained for large Gse and Gmc, below the τ = 2 boundary marking the
melting transition where Gmc = 2Gse. (b) Model for kinetic trapping. The growth site
may (E) be empty; (C) contain a correct tile; (M) contain a mismatched tile; (FC) be
“frozen” with the correct tile in place; or (FM) be “frozen” with the mismatched tile.
r∗ represents the rate at which tiles on the growth front are covered. The error rate is
taken to be the probability that, starting in E, the system reaches FM .

The parameters Gmc and Gse represent the “physical conditions” under
which tile-based assembly can take place. Gmc can be made large (or small)
by using DNA tiles at low (or high) concentrations. Gse can be made large (or
small) by letting the self-assembly take place at a cold (or hot) temperature.4
For what settings of these parameters does the kTAM obey the aTAM rules with
high probability? First note that if 2Gse > Gmc > Gse, then the tile additions
shown in figure 1b are favorable, as rf > rr,2, but all other tile additions are un-
favorable, as they make at most 1 bond and rf < rr,1. Thus, the aTAM correctly
abstracts which reactions are favorable, and which are unfavorable, with respect
to the kTAM. However, in the kTAM, unfavorable reactions also occur with some
frequency, so we expect assembly errors. Figure 4a shows several snapshots from
a Monte Carlo stochastic simulation; single growth errors occur in the 3rd and
4th frames, causing subsequent error-free growth to develop into an undesired
pattern. How frequent are these errors, and how can they be minimized?

4 Naturally, the assumption that Gmc and Gse both remain constant is likely to be
violated in actual experiments, both for reasons under our control (e.g., using a
temperature annealing schedule) and for reasons not easily under our control (e.g.,
the depletion of ambient monomer tile concentrations as a significant fraction of tiles
become incorporated into crystal assemblies.

Gse < Gmc < 2Gse

Fastest when

Gmc ~ 2Gse – ε

Sweet spot

Winfree, Bekbolatov DNA9 !23
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Proofreading tiles

• Cut every tile into 
k x k tiles


• Now, you need to 
make an other 
error to 
compensate for 
an error


• The error rate is 
squared for k = 2!

0+0=0 1+1=01+0=10+1=1

rule tiles boundary tiles

a’ x1
x2a

x3
c’ d’

d

b’

ba
x1

x2

x4
x4

x3cc d

b (4 tiles)tile X 2x2 block X

(c)

(b)

(d)

(a)

Fig. 6. (a) The general 2× 2 proofreading construction for rule tiles. (b) The original
Sierpinski tiles. (c) The 2×2 proofreading Sierpinski tiles. (d) Growth of the proofread-
ing Sierpinski tiles. Small tiles illustrate that when a mismatched tile is incorporated,
further growth on one side must involve a second mismatch.

growth without making an additional error. This is illustrated by the small tiles
in figure 6d: after the initial (lowest) small tile arrives, forming a mismatch
on one side, any further tile assembling on that side will either (a) agree with
the initial tile but, because it therefore must be part of the same proofreading
block, mismatch on its lower right side, or (b) agree with its lower right input,
but therefore form a mismatch with the initial small tile. The assembly process
stalls, giving time for the initial mismatched tile to fall off and be replaced by
a correct tile. The final assembly therefore has no record of the mishap having
occurred.

Winfree, Bekbolatov DNA9 !25



Proofreading tiles

k = 2 k = 3
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Proofreading tiles 
compared to other tiles

Figure S35 shows a non-algorithmic tile set38 that was designed to reuse tile types along the circumference
of a 16-helix nanotube, along with AFM images showing the results.

The AFM images are not totally conclusive. However, it would appear that the tubes successfully grow
from the origami seeds, but occasionally shrink in diameter as the tube grows, and in a few cases the tubes
appear to split into two. We did not carefully test this hypothesis, but the images suggest that single-
stranded tiles are possibly too floppy to prevent such lattice errors. In addition to the approach used in
this paper, wherein each row is hard-coded by sequence, general theoretical methods for ensuring correct
self-algorithmic self-assembly in the limit of “arbitrarily floppy” tiles have been explored [91].

S5.7 Comparison of DX, TX, and SST motifs for algorithmic self-assembly

(a) DX motif (b) TX motif (c) SST (d) SST proofreading

Figure S36: Comparison of tile motifs used in algorithmic self-assembly. The top diagram in each panel shows the
tile structure, with the binding domains used for tile-tile attachments colored green, red, blue, and orange, and the
tile core colored cyan. For the four SST shown in a proofreading motif, the uniquely addressed binding domains
specific to that proofreading block are shown in cyan. The bottom diagram in each panel displays a connectivity
graph for the structure. The green, red, blue, and orange dots represent strands on a hypothetical neighboring tile.
For DX and TX motifs, each (light or dark) cyan dot represents a strand of the motif. For the SST motif and the
SST proofreading block, each black dot represents a single strand. Edges between dots indicate hybridization to form
a double-helix, either within the tile or involving binding domains attaching a tile to a neighbor. Thin edges indicate
the strength of a tile-tile interactions; thick edges indicate intra-tile binding that is twice as strong or more, in terms
of the number of base pairs formed.

To date, three general DNA tile motifs have been used for algorithmic self-assembly. The DX tile motif was
introduced in ref. [76], shown to form periodic two-dimensional (2D) lattices [12] and nanotubes [86, 92],
used in finite uniquely-addressed arrays [16], and exploited for 2D algorithmic self-assembly [6, 93, 94, 7, 8,
9, 10, 11, 95]. The DAO variant of the DX tile motif is shown in Figure S36(a). The TX tile motif was
introduced in ref. [96] and used to make 2D lattices in the same work; it has also been shown capable
of forming nanotubes [97] and exploited for one-dimensional (1D) algorithmic self-assembly [5]. A variant
of the TX tile motif is shown in Figure S36(b). The SST motif was introduced in ref. [13] and used to
make nanotubes in the same work; it has been used in finite uniquely-addressed arrays [15] and in simple
2D algorithmic self-assembly [98]. The SST variant used in this work is shown in Figure S36(c). While
periodic three-dimensional (3D) crystals have been designed using a DNA tensegrity triangle tile [99] and
finite uniquely addressed 3D structures have been created using SST [80, 17], algorithmic self-assembly in
3D has not yet been demonstrated.

The self-assembly of DX and TX tiles share several notable features that are in contrast to SST. Both DX
and TX tiles are designed to have a substantial “rigid” core that, during an anneal from a high temperature
to a low temperature, assembles from the tile’s constituent strands (four of them, for the variants shown in
Figure S36) before the tiles have significant interactions with each other to form lattices, arrays, or nanotubes.

38One could think of this tile set as logically equivalent (ignoring the repeating of tile types along the circumference) to the
Copy tile set of Section S8.9, but without the presence of any tiles representing 1, if one thinks of glues a, a′, b, b′ as both
representing 0.

68
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Implementing 
boolean circuits
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Tile as gates

4 domains = 4 glues

i1 = b9 a9 = o1

i2 = a8* b8* = o2

i1 o1

i2 o2

r

gate gr

==

Tiles assembly is a rewriting system
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DNA nanotube circuit model
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DNA nanotube circuit model

S3 System design abstraction level: binding-domain schematics
In this section we give the binding-domain schematics level of abstraction, which is below the abstraction
level of aTAM proofreading tiles and above that of DNA sequence design.

S3.1 Strand-level system design of SST lattice, input-adapter strands, seed
attachment

Concerns at this level of abstraction include choosing (a) appropriate domain lengths (in number of bases)
for good DNA crossover positions between helices and for structural stability, for SSTs, input adapters, and
origami seed staples/scaffold, and (b) appropriate positions on SSTs for biotin modifications. As shown in
Figure 1 in the main text, each square tile, post-proofreading, is mapped to an abstract SST strand. We
used the SST motif from ref. [13], which has domains of length 10 and 11 bases. Altogether 355 SSTs were
designed. The number 355 was calculated in Section S2.3.1, at the abstraction level of 2 × 2 proofreading
tiles; here at the SST binding-domain level of abstraction we simply convert each square (proofreading) tile
to an abstract SST strand with four binding domains.

Figure S10 gives the domain-level design of our SST set, and the caption describes some of the key features.
SST strands are designed to grow a nanotube lattice, so that the top of the SST lattice in Figure S10 is
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Figure S10: SST lattice showing from left to right the DNA origami seed scaffold (light blue), input-adapter strands
(red, plus other colours), and SSTs (yellow, brown and blue), seam (grey), seam block (grey), and biotin locations
(red and green disks/circles, coloured according to their wire index being even or odd). Each of the four domains
on an SST are colour coded: yellow represents bit 1, brown represents bit 0, blue represents a domain that is unique
to the proofreading block it is in. The presence of biotins is indicated by red and green solid disks, and is used
to denote the encoding of a 1 bit on the proofreading block output domains that are on the same wire. A biotin is
present on a strand if its closest bit-encoding output domain, along the same strand, is yellow (encodes bit 1), and
otherwise the biotin is not present (denoted as a hollow circle, to help visualize all possible positions where biotins
could be on other arbitrary computations). Relevant portions of the DNA origami seed scaffold strand are shown
as light blue on the left-hand side. Input-adapter strands are shown with red on the domains connecting to the
scaffold, and the domains binding to tiles are colored using the same bit convention as the tiles. Although input
adapters do not have biotin modifications, red or green ‘x’s are used to indicate locations were biotins would have
been had we chosen to include them.
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S3 System design abstraction level: binding-domain schematics
In this section we give the binding-domain schematics level of abstraction, which is below the abstraction
level of aTAM proofreading tiles and above that of DNA sequence design.

S3.1 Strand-level system design of SST lattice, input-adapter strands, seed
attachment

Concerns at this level of abstraction include choosing (a) appropriate domain lengths (in number of bases)
for good DNA crossover positions between helices and for structural stability, for SSTs, input adapters, and
origami seed staples/scaffold, and (b) appropriate positions on SSTs for biotin modifications. As shown in
Figure 1 in the main text, each square tile, post-proofreading, is mapped to an abstract SST strand. We
used the SST motif from ref. [13], which has domains of length 10 and 11 bases. Altogether 355 SSTs were
designed. The number 355 was calculated in Section S2.3.1, at the abstraction level of 2 × 2 proofreading
tiles; here at the SST binding-domain level of abstraction we simply convert each square (proofreading) tile
to an abstract SST strand with four binding domains.

Figure S10 gives the domain-level design of our SST set, and the caption describes some of the key features.
SST strands are designed to grow a nanotube lattice, so that the top of the SST lattice in Figure S10 is
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Figure S10: SST lattice showing from left to right the DNA origami seed scaffold (light blue), input-adapter strands
(red, plus other colours), and SSTs (yellow, brown and blue), seam (grey), seam block (grey), and biotin locations
(red and green disks/circles, coloured according to their wire index being even or odd). Each of the four domains
on an SST are colour coded: yellow represents bit 1, brown represents bit 0, blue represents a domain that is unique
to the proofreading block it is in. The presence of biotins is indicated by red and green solid disks, and is used
to denote the encoding of a 1 bit on the proofreading block output domains that are on the same wire. A biotin is
present on a strand if its closest bit-encoding output domain, along the same strand, is yellow (encodes bit 1), and
otherwise the biotin is not present (denoted as a hollow circle, to help visualize all possible positions where biotins
could be on other arbitrary computations). Relevant portions of the DNA origami seed scaffold strand are shown
as light blue on the left-hand side. Input-adapter strands are shown with red on the domains connecting to the
scaffold, and the domains binding to tiles are colored using the same bit convention as the tiles. Although input
adapters do not have biotin modifications, red or green ‘x’s are used to indicate locations were biotins would have
been had we chosen to include them.
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DNA nanotube circuit model

S3 System design abstraction level: binding-domain schematics
In this section we give the binding-domain schematics level of abstraction, which is below the abstraction
level of aTAM proofreading tiles and above that of DNA sequence design.

S3.1 Strand-level system design of SST lattice, input-adapter strands, seed
attachment

Concerns at this level of abstraction include choosing (a) appropriate domain lengths (in number of bases)
for good DNA crossover positions between helices and for structural stability, for SSTs, input adapters, and
origami seed staples/scaffold, and (b) appropriate positions on SSTs for biotin modifications. As shown in
Figure 1 in the main text, each square tile, post-proofreading, is mapped to an abstract SST strand. We
used the SST motif from ref. [13], which has domains of length 10 and 11 bases. Altogether 355 SSTs were
designed. The number 355 was calculated in Section S2.3.1, at the abstraction level of 2 × 2 proofreading
tiles; here at the SST binding-domain level of abstraction we simply convert each square (proofreading) tile
to an abstract SST strand with four binding domains.

Figure S10 gives the domain-level design of our SST set, and the caption describes some of the key features.
SST strands are designed to grow a nanotube lattice, so that the top of the SST lattice in Figure S10 is
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Figure S10: SST lattice showing from left to right the DNA origami seed scaffold (light blue), input-adapter strands
(red, plus other colours), and SSTs (yellow, brown and blue), seam (grey), seam block (grey), and biotin locations
(red and green disks/circles, coloured according to their wire index being even or odd). Each of the four domains
on an SST are colour coded: yellow represents bit 1, brown represents bit 0, blue represents a domain that is unique
to the proofreading block it is in. The presence of biotins is indicated by red and green solid disks, and is used
to denote the encoding of a 1 bit on the proofreading block output domains that are on the same wire. A biotin is
present on a strand if its closest bit-encoding output domain, along the same strand, is yellow (encodes bit 1), and
otherwise the biotin is not present (denoted as a hollow circle, to help visualize all possible positions where biotins
could be on other arbitrary computations). Relevant portions of the DNA origami seed scaffold strand are shown
as light blue on the left-hand side. Input-adapter strands are shown with red on the domains connecting to the
scaffold, and the domains binding to tiles are colored using the same bit convention as the tiles. Although input
adapters do not have biotin modifications, red or green ‘x’s are used to indicate locations were biotins would have
been had we chosen to include them.
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The seam which can be unzipped to flatten the assembly for imaging
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Damien Woods

• n-bit copying: n+1 copy gates

Example nanotube circuits

!33

0 
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input output

6-bit copying circuit

i1 i1

i2 i2

r

copy gate
i1, i2 ∈ {0,1}

0 
0 
1 
0 
1 
1

• n-bit binary sorting: n+1 sort gates 

input output
1 
1 
1 
0 
0 
0

6-bit sorting circuit
sort gate 

truth table

0 
0 
1 
0 
1 
1

i1 max(i1,i2)

i2

r

sort gate
min(i1,i2)

i1 i2 o1 o2
0 0 0 0
0 1 1 0
1 0 1 0
1 1 1 1

copy gate 
truth table

i1 i2 o1 o2
0 0 0 0
0 1 0 1
1 0 1 0
1 1 1 1

Note that 2 gates are single input, single output



Damien Woods

• Lazy sorting! Take the union of the copy gate set and the sort gate set. 
Copying fights to slow down the sorting process, but assuming a fair 
execution, sorting will eventually win. 

!34
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Example nanotube circuits

• Since, in any given circuit, each gate “knows” its row number r, we will 
also write circuits (programs) that exploit this feature, do something that 
is interesting and (more importantly) provably impossible without that 
feature 

input output
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6-bit slow randomised sorting
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Circuits
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Behaviour: 63 layers to see  
the same thing twice! 
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Circuits: randomised

!36

Randomised programs may be a useful tool to calculate energetics of tile binding, 
or groups of tiles binding, from AFM data 

A nice method to assess the quality of our sequence design 
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problem studied in cellular automata, distributed computing, networks, CRNs
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Circuits
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Pattern: Monotone / horizontally connected

Nonmontonic widely-spaced patterns are provably 
impossible in the deterministic circuit model
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• What is the computational power of our circuit model? 

• With n input bits, depth-2 layer, and poly(n) depth circuit, what can be solved? 

• No more than P (proof: simulate poly(n) depth circuit in polynomial time on 
a Turing machine)  

• We’ve seen already that the model can solve SORTING, PARITY both of 
which are outside AC0

Computational power of DNA  
(DNA = DNA nanotube algorithms)

!38
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Rule 110
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https://automatas.wordpress.com/2008/11/10/rule-110/

input

output

• Theorem: Rule 110 is an efficient and general purpose computer
Cook. Complex 
Systems. 15:1-40 2004

Neary, Woods. 
ICALP 2006

Rule 110

start



Damien Woods

• What is the computational power of our circuit model? 

• With n input bits, depth-2 layer, and poly(n) depth circuit, what can be solved? 

• No more than P. Proof: simulate poly(n) depth circuit in polynomial time on a 
Turing machine 

• All of P: Proof: simulate Rule 110

Computational power of DNA  
(DNA = DNA nanotube algorithms)

!40
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Computational power of DNA  
(DNA = DNA nanotube algorithms)
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• What is the computational power of our circuit model? 

• With n input bits, depth-2 layer, and poly(n) depth circuit, what can be solved? 

• Answer:  Exactly P, via Rule 110 simulation 
T. Neary, D. Woods. P-completeness of cellular automaton Rule 110. ICALP 2006. Springer LNCS 4051(1):132-143
Cook, M.: Universality in elementary cellular automata. Complex Systems 15 (2004) 1–40


