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1. (a) Let ρA ∈ S(A). Recall

H(A)ρ = −D(ρA||11A) , (1)

and

D(ρ||σ) =

{
Tr[ρ(log ρ− log σ)] if supp(ρ) ⊂ supp(σ)

+∞ otherwise.
(2)

Show that

0 ≤ H(A)ρ ≤ log dim(A) . (3)

Hint: use Jensen’s inequality : let ϕ(x) be a real concave function, x1, . . . xn be numbers in its domain and
ai > 0. Then ∑

j ajϕ(xj)∑
j aj

≤ ϕ

(∑
j ajxj∑
j aj

)
, (4)

with equality if and only if x1 = x2 = . . . = xn or ϕ(x) is linear on a domain containing x1 = x2 = . . . = xn.

(b) Show that H(A)ρ = 0 iff ρ is a pure state and that H(A)ρ = log dim(A) if and only if ρ is maximally
mixed.

(c) Let ρAB ∈ S(A⊗B). Show that, if ρAB = σ ⊗ ω, then

H(AB)ρ = H(A)σ +H(B)ω . (5)

Hint: show that, for σ, ω of maximal rank,

log(σ ⊗ ω) = log(σ)⊗ 11B + 11A ⊗ log(ω) . (6)

2. (a) Let ρAB ∈ S(A⊗B). Recall

H(A|B)ρ = −D(ρAB ||11A ⊗ ρB) . (7)

Show

H(A|B)ρ = H(AB)ρ −H(B)ρ . (8)

(b) Let

ρAB =
∑
x,y

p(x, y) |x, y〉 〈x, y| , (9)

be a classical state. Show

H(A|B)ρ ≥ 0 . (10)

(c) Show that (10) is not true in general. Hint: take the maximally entangled state ρAB = |ϕ〉 〈ϕ|, with

|ϕ〉 =
1√
2

(|0〉A |0〉B + |1〉B |1〉B) . (11)
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3. (a) Let ρAB ∈ S(A⊗B). Recall

I(A : B) = D(ρAB ||ρA ⊗ ρB) . (12)

Show that

I(A : B) = H(A) +H(B)−H(AB) . (13)

(b) Show the subaddtivity of entropy

H(A) +H(B) ≥ H(AB) . (14)

How large can I(A : B) be for fixed dimensions?

4. Use the data processing inequality for the relative entropy to show strong subadditivity, i.e.,

H(A|C) +H(B|C) ≥ H(AB|C) . (15)

Hint: It may be helpful to write this inequality in the equivalent form

H(A|BC) ≤ H(A|C) . (16)


	

