
Embedded Systems Energy Chara
terization UsingNon-intrusive Measurements
Abstra
tThis paper presents a non intrusive methodology for building embedded systemsenergy 
onsumption models. The method is based on measurements on real hardwarein order to get a quantitative approa
h that takes into a

ount the full ar
hite
ture.Based on these measurements, data are grouped into 
lass of instru
tions and events.These 
lasses 
an then be reused in software simulators and in 
ost fun
tions for high-level sour
e 
ode transformation in optimizing 
ompilers. The 
omputed power modelis mu
h simpler than previous ones while being a

urate at the platform level. Themethodology is illustrated using experimental results obtained on an ARM Integratorplatform for whi
h an a

urate and 
omplete system energy model is build.

1 Introdu
tionWith present day te
hnology, it is possible to build very small platforms with enormouspro
essing power. However, physi
al laws di
tate that high pro
essing power is linked to1



high energy 
onsumption. Sin
e these platforms are mostly used in hand held applian
es,and sin
e battery 
apa
ity does not in
reases at the same pa
e, their designers are fa
edwith the problem of minimizing power requirements under performan
e 
onstraints.The �rst approa
h is the devising of low-energy te
hnologies, but this is outside the s
opeof this paper. The se
ond approa
h is to make the best possible use of the available energye.g. by adjusting the pro
essing power to the instantaneous needs of the appli
ation, or byshutting down unused parts of the devi
e. These tasks 
an be delegated to the hardware;however it is well known that the hardware only sour
e of knowledge is the past of theappli
ation; it is only software that 
an anti
ipate future needs. Energy 
an also be minimizedas a side e�e
t of performan
e optimization. For instan
e, repla
ing a 
onventional Fouriertransform by an FFT greatly improves the energy budget; the same 
an be said of lo
alityoptimization, whi
h aims at repla
ing 
ostly main memory a

esses by low-power 
a
hea

esses.The ultimate judge in the matter of energy 
onsumption is measurement of the �nishedprodu
t. However, designers, 
ompilers and operating systems need handier methods forassessing the qualities of their designs and dire
ting possible improvements. Hen
e the needfor simple analyti
al models, whi
h must be expressed in term of software visible eventslike instru
tions, 
a
he hits and misses, peripheral a
tivity and the like. There are severalways of 
onstru
ting su
h models. One possibility is ele
tri
al simulation of the design; thismethod is too time-
onsuming for use on systems of realisti
 size. Another method is tointerpolate/extrapolate from measurements on a prototype. This is the method we haveapplied in this work. 2



The paper is organized as follows. After reviewing state of the art te
hniques, we presentin Se
t. 3 our experimental setup and our measurement methodology. Se
t. 4 presents ourresults for an ARM development platform, evaluates their a

ura
y and des
ribes the modelwhi
h represents them. Se
t. 5 validates this model on a more signi�
ant pie
e of 
ode, thethread swit
hing servi
e of a simple operating system. We then 
on
lude and dis
uss futurework.
2 Related WorkPrevious works on energy 
onsumption modeling 
an be 
hara
terized using two main 
ri-teria: their level of abstra
tion and their building method. For the �rst 
riterion, we 
angroup the models in three main 
ategories, whi
h are, by in
reasing level of abstra
tion,transistor/gate level models, ar
hite
tural level models and �nally instru
tion level models.There are three methods for building 
onsumption models. The �rst method is analyti-
al 
onstru
tion, the se
ond one is simulation based, and the third is based on physi
almeasurements.These two 
riteria of 
lassi�
ation are not fully orthogonal, sin
e all 
ombination are notpossible or pertinent. Indeed, analyti
ally built models targets low level units due to the
omplexity of the building pro
ess. As far as simulation based model are 
on
erned, theyare rarely used in the highest level of granularity sin
e they are highly time 
onsuming atbuilding time. Finally we do not �nd lower level model based on measurements sin
e itis 
ompli
ated to extra
t low level informations from measures whi
h are representing thewhole system 
onsumption. 3



The basi
 model Before giving examples of models by ar
hite
tural layer 
lass, we presenthere the basi
 power model of VLSI (Very Large S
ale Integration) 
ir
uits. This model isone of the lowest level power model, sin
e it models the 
onsumption of the most elementarygate, the inverter (2 transistors). It is generalized to all gates.The 
onsumption of a gate 
an by divided into two main parts: stati
 and dynami
power. The �rst part, stati
 power, does not depend on the gate input 
hanges and hen
egate a
tivity. However, the se
ond part, dynami
 power, is 
orrelated to these input signal
hanges and 
an be subdivided into short-
ut power and output 
apa
itan
e load power.In present day te
hnologies, stati
 and short-
ut power dissipations are negligible againstthe amount of power that the third represents. The power 
onsumption of the inverteris then simpli�ed to the output 
apa
itan
e load des
ribed by equation (1). This formulaexpress the fa
t that the energy stored in the output 
apa
itan
e is shorted to ground whenthe input swit
hes from 1 to 0. P = 12CV 2dd (1)where C is the output 
apa
itan
e of the gate. This model is generalized to full blo
ks or
hips by the extension given in equation (2).P = 12CmV 2ddf� (2)where Cm is the total output 
apa
itan
e of the system, f is the operating 
lo
k frequen
yand � is the proportion of gates swit
hing from 0 to 1 in a 
lo
k 
y
le. The parameters �and Cm are di�
ult to estimate but 
an be obtained by detailed simulation.This latter model is widely used, even in other models, where it gives the shape of the4



power 
onsumption of a system or blo
k, but it is not adapted to the spe
i�
ity of the logi

ontained in the blo
k.Transistor/Gate-level models One of the most a

urate methods to estimate power
onsumption before a 
ir
uit is realized is doubtlessly transistor/gate level simulation. Infa
t most of synthesis tools provide power 
onsumption predi
tion, as for example PowerMill[7℄ from Synopsys and Qui
kPower [6℄ from Mentor. These tools are low level (
ir
uit orHDL) simulators. Other simulators operate at 
ir
uit level, su
h as Spi
e-based simulators(Star-Sim [9℄ for example). This kind of simulation gives a

urate �ne-grained results, butare very time 
onsuming. In fa
t the simulation time limits the number of events simulated.A �rst improvement for this situation is gate level simulation. The elementary unit is notthe transistor anymore but the gate (an assembly of transistor). Myno
h [14℄ for example,runs 450 times faster than Spi
e based simulation.The models (and simulators based on these models) presented here requires detailedinformation on the hardware modeled, HDL sour
e or equivalent information. At softwaredevelopment phase, it is almost impossible to get these information from the manufa
turers.Besides this kind of models do not meet our needs for simpli
ity. Moreover measurementbased model does not exist and are probably impossible to build at su
h a low level ofgranularity.Ar
hite
tural-level models The main spe
i�
ity of ar
hite
tural level models is thatthey divide the targeted system into fun
tional units, and that ea
h unit 
an have its ownenergy model. Kim et al. [8℄ even make their ar
hite
tural model re
ursive, whi
h means5



that ea
h unit 
an be divided in turn in sub-units.The ability of using di�erent models for blo
ks allows Chen et al., in [5℄, to use bit-dependent or bit-independent models for blo
ks depending if the blo
k's 
onsumption varieswhen input is 
hanging. In Watt
h [2℄ the di�erent models are 
hosen a

ording to thestru
ture of the units.Parameters of these models are mainly based on behavioral (
a
he misses, . . . ) andar
hite
tural (
a
he geometry, . . . ) informations ([8℄). The main advantage of these models isthat they are �exible, their main aim is the reuse of part of the model between di�erent targetsystem. Indeed, there is no need to re
reate an entirely new model for a new ar
hite
ture,but to add, remove or modify existing fun
tional blo
ks.Some of the models presented in this family are easily adaptable to our obje
tives ofmodelling the full platform, sin
e they 
an be augmented to take into a

ount the full system(CPU plus peripherals, memories, . . . ). Unfortunately most of the models of this 
ategoryare not measurement based.Instru
tion-level models Instru
tion level models are 
entered on CPU 
onsumption.The main task in these models is to list all instru
tions 
onsumptions ([18℄, [10℄, [15℄). A�rst enhan
ement of this approa
h is given by Tiwari et al. in [18℄, it 
onsists in 
hara
teriz-ing the inter-instru
tions power 
onsumption, whi
h represents the logi
 swit
hing betweentwo di�erent instru
tions. Others works also take into a

ount the logi
 swit
hing due todata parameters [16℄. Measurement-based methods are widely used at this level of abstra
-tion, some of the building methods proposed here have the 
hara
teristi
s we want for ourmethodology: simpli
ity and minimum ar
hite
tural information.6



The solutions proposed for measurement setups have a wide range of 
omplexity. Itranges from a simple ammeter in [17℄ to 
omplex 
y
le a

urate setups in [4℄, via 
urrentmirrors in [12℄. The most relevant proposition in our 
ase is the one in [15℄. The dataa
quisition solution use a digital os
illos
ope 
onne
ted to a resistor pla
ed in series withthe power supply. For this kind of measurement, they use a high performan
e os
illos
ope(LeCroy LC534) whi
h has a high sample rate. This setup is augmented with a trigger signal,whi
h gives the beginning and the end of the measurement period.To 
on
lude, simulation and analyti
al model building methods are generally orientedfor early stage of VLSI design, before hardware produ
tion. Conversely measurement basedmethod needs less information on the underlying ar
hite
ture. These last points drive usto propose a measurement based methodology, sin
e at software development phase, allinformation needed for simulation based method will not ne
essarily be available.Finally, all instru
tion level models proposed before are 
entered on a CPU, and do nottake into a

ount peripherals. The whole system is then not taken into a

ount with thesemodels. Some ex
eptions are present in the ar
hite
tural level models. For example, Li etal. [11℄ propose a model in whi
h CPU, memory and busses are di�erent units. Our modelwill be 
loser to system-level modeling than the instru
tion-level ones.

7



3 Ar
hite
tural Level Energy Consumption Model3.1 Measurement setupThe 
hoi
e of measurement point is very important. In fa
t, this 
hoi
e will have an in�uen
eon many other 
hoi
es in the following steps. The most important thing is that it is tightly
oupled with the informations we 
an/want to extra
t from the measures.The point here is that we want our model to be built and used by people who do nothave ne
essarily the skills to build a 
omplex ele
troni
 measurement setup. To meet this
onstraint we made the de
ision to use measures 
olle
ted at the power supply input of thesystem. This is the best way to make non-intrusive simple measures.This point of measure is where the battery is 
onne
ted, hen
e all measured values willrepresent exa
tly what is 
onsumed on it. By this we mean the 
onsumption of the main
hips (System-On-Chip, . . . ) and their integration 
omponents (
apa
itors, . . . ).3.2 Model Parameters Sele
tionFrom se
tion 2, we 
an draw the 
on
lusion that the resulting model should be an extensionof an ar
hite
tural level model. In that 
ondition, the model parameter sele
tion is 
omposedof two main steps made by the model builder, i.e. the software developer.The �rst step is the 
omponents identi�
ation. By ar
hite
tural exploration, it should bepossible to build an exhaustive list. Main 
omponents are generally memories, peripherals,inter
onne
ts and CPU.The se
ond step 
onsists in de�ning all possible parameters for these 
omponents. Due8



to the limited literature available, the developers would not ne
essarily know the behavior ofintra-blo
ks logi
. The parameters for the blo
ks are then limited to behavioral parameters(
a
he misses, . . . ) and their hardware 
on�guration su
h as operating mode.Finally sin
e the main interest of software developers is the software appli
ation, we 
anassume that the model will be used in a 
y
le a

urate simulation framework. The resultingmodel may work as follows. A base operating energy 
onsumption will be added for ea
htime slot (probably CPU 
y
le) and penalties will be a

ounted on top of this base 
ostfor spe
ial behavioral events (
a
he misses, bus a

esses, . . . ) or 
on�guration modi�
ation(peripheral state modi�
ation). This type of energy a

ounting model is more adapted to thedata we are gathering, sin
e no details are available on the distribution of the 
onsumptionwhen measures are made, more parti
ularly on base 
onsumption.On top of the di�erent ar
hite
tural units of the overall system our model should alsotake into a

ount spe
ial features of the hardware target whi
h are 
hanging the energy
onsumption. Indeed, frequen
y s
aling and dynami
 voltage s
aling should be taken asparameters. This kind of parameters 
ould in�uen
e the length and the energy 
ost of theevents whi
h were previously sele
ted as parameters.3.3 Ben
hmark Stru
tureThe next step in the model 
onstru
tion is the parameters 
ost measurement. As our pa-rameters would probably range from instru
tions to operating system servi
es, it is attendedthat the attainable time a

ura
y of the setup will fall below the ne
essary time resolution.To solve this problem, we built mi
ro-ben
hmark for ea
h of the event sele
ted as a9



possible model parameter. The ben
hmark is built as a repetition of the event in a loop.In the 
ase where the system has 
a
hes, the loop body size is 
hosen by minimizing thein�uen
e of 
a
he misses for 
a
he loading of the loop and loop overhead.The ben
hmark 
hanges the state of the trigger signal before entering in the loop andafter exiting it. These a
tions allows us to measure the 
onsumption of an exa
t number ofrepetition of the targeted event.The last 
hara
teristi
 of these ben
hmarks is that they are built over a lightweightoperation system (OS), Mutek [13℄. Only the hardware initialization part of the OS is used,OS initialization is repla
ed by the ben
hmark body. The use of this lightweight OS allowsus to have a full 
ontrol on what is running on the system during the measures.
4 Experimentation on an ARM Integrator PlatformThis methodology was applied to an ARM Integrator platform. This platform is a develop-ment board based on an ARM922T. The ar
hite
tural exploration reveals that it has a twolevels bus ar
hite
ture and three distin
t levels of memory. The third level is main mem-ory, the se
ond level is s
rat
h pad memory and �nally the �rst level is 
a
he memory. Allperipherals are a

essible through the two levels of bus. The measurement setup used forthese experiments is 
lose to the one depi
ted in [15℄. We used a digitalizing os
illos
ope,the shunt resistor is repla
ed by a 
urrent probe, and we also used a voltage probe.The power signal measured at the power supply input of the board is varying with afrequen
y of about 500 kHz. This frequen
y is the operating frequen
y of the onboardvoltage stabilizers. This 
on�rms the fa
t that we 
ould not have enough a

ura
y to dire
tly10



measure instru
tions events.The sele
ted parameters for our model are the CPU instru
tions, the bus a

esses, thes
rat
h pad memory a

esses, the memory a

esses and the peripheral operating modes.4.1 Ben
hmarksHere is a short list of ben
hmarks that were used, and their target event:� insn-
mp: This ben
hmark is 
omparing di�erent instru
tions exe
uted in the CPU (add,mul, mov, . . . ). It is only exe
uting the instru
tion in a loop.� I-and-D-
a
he: With this ben
hmark we 
an get the load/store instru
tion 
ost. Whenthe a

essed information and the instru
tions are in 
a
he.� AHB-reg-write: This one gives the bus a

ess (level 1 and 2) overhead. We write ina peripheral register a value that has no e�e
t on the peripheral. The register must bea

essible through the �rst level of bus.� I-
a
he-D-mem: To get data memory a

ess overhead with this ben
hmark, we dea
tivatethe D-
a
he. All load or store instru
tions a

ess the main memory.� I-
a
he-D-spm: The aim of this ben
hmark is to get the s
rat
h pad memory overhead.The D-
a
he is dea
tivated. Every memory a

ess is then made on the SP-SRAM.� timer-test: As an example of peripherals energy 
hara
terization, this ben
hmark allowsus to get running/stopped timer 
onsumption. It is subdivided into two ben
hmarks, onein whi
h the timer is stopped and the se
ond in whi
h the timer is running. The stru
tureof the loop is the same as the insn-
mp ben
hmark with a nop instru
tion, sin
e it is theinstru
tion generating the less a
tivity. 11



� loop-
alibration: Finally, this ben
hmark is the one whi
h gives loop skeleton overhead.By running an empty loop ben
hmark, we 
an estimate the loop overhead.On top of these various ben
hmarks, whi
h 
orrespond to most of the parameters events,the ben
hmarks are all 
on�gurable to allow us to estimate the remaining parameters ofthe model. All ben
hmarks 
an be run at di�erent frequen
ies. As we mentioned before,frequen
y and voltage s
aling are potential parameters of the model, and our tested platformonly allows us to modify frequen
y. However, we 
an extrapolate our results to a platformwith Dynami
 Voltage S
aling (DVS) by assuming that the supply voltage 
an be s
aleddown in proportion to the 
lo
k frequen
y, whi
h is a reasonable approximation if far awayfrom the threshold voltage.4.2 Results ben
h name length energy (nJ) error (pJ)loop-
alibration 4 61.026 48.594insn-
mp_nop 1 15.005 6.7025AHB1-reg-write 7 105.93 159.22AHB2-reg-write 12 180.37 232.35I-and-D-
a
he_ldr 1 16.853 9.9561I-
a
he-D-mem_ldr 40 682.69 251.21I-
a
he-D-spm_ldr 8 117.62 63.055Table 1: Results of ben
hmarksThe results presented in table 1 summarizes the full measurements available in [1℄. Themeasures allow us to 
on
lude that we have four 
lasses of instru
tions. The �rst 
ontainsthe intra-CPU instru
tion. This 
ategory is represented by insn-
mp ben
hmark in table1. Class 2 represents load/store instru
tions from the 
a
he (I-and-D-
a
he_ldr). In the
lass 3 we put all load/store a

essing the busses (AHB1-reg-write, AHB2-reg-write). The12



I-
a
he-D-spm 
an also be 
onsidered as a bus a

ess, sin
e s
rat
h pad 
onsumption seemsto be negligible against the bus 
onsumption. Finally, 
lass 4 instru
tions are memorya

esses (I-
a
he-D-mem).4.3 Frequen
y S
alingAs we stated before, the Integrator/CM has no dynami
 voltage s
aling (DVS) 
apabilities,hen
e when we redu
e the frequen
y we 
annot de
rease energy 
onsumption.When repeating �ve ben
hmarks at di�erent frequen
ies, we obtain the 
urves in �gure1. This �gure represents the per event energy values for the �ve ben
hmarks as a fun
tionof the 
lo
k divisor, rf = freff where fref is the nominal frequen
y (198 MHz in our 
ase).We must underline that all �ve ben
hmarks generate a
tivity in the modi�ed 
lo
k do-main, but not on the remaining part of the platform. As we 
an see from this �gure, the �veexperiments gives linear results against the frequen
y ratio. Hen
e, the event energy 
ost
an be modeled as: Eevt = E
y
lebase � levt � rf + Eeffevt (3)where E
y
lebase is the base energy 
onsumed by the remaining part of the platform in one fullspeed CPU 
y
le. The CPU 
y
le is the unit of time sin
e it is the shortest event whi
h 
anbe measured and also whi
h 
an happen on the platform. The Eeffevt represents the unvarying
onsumption of the event, the e�e
tive energy 
onsumption. This part 
an be model asfollows: Eeffevt = 12CV 2�levt (4)13
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Figure 1: Multiple frequen
ies experiments: This �gure shows that the energy per eventin
reases linearly against frequen
y ratio.
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This formula is derived from the equation (2). We 
an see here that it is not dependenton the frequen
y. levt is the event length in terms of full speed CPU 
y
les. This termexplains the slope di�eren
e between the �ve lines, sin
e ea
h ben
hmark exe
utes an eventof di�erent length.Linear regressions on the results presented in �gure 1 gives the following results:Ben
hmark name E
y
lebase (nJ) Eeffevt (nJ) error (pJ)insn-
mp_mul 9.34 17.62 340.8loop-
alibration 9.38 25.96 992.5insn-
mp_nop 9.37 5.73 97.49Table 2: Linear regression resultsEquation (3) gives a good explanation for the experiments on 
lo
k frequen
y variation.These results gives us an estimation of what we 
an 
onsider as base energy, whi
h is not
hanging against software exe
ution. The value obtained is about 9:37 nJ �1:4 10�2.4.4 Model4.4.1 Basi
 ModelAs we presented in se
tion 3.2, the energy model 
an be viewed as the sum of the instru
tion
osts and peripherals state 
osts. We 
annot extra
t exa
t energy 
onsumption of peripheralsfrom global measures. In that 
ase we 
an manage the peripherals 
onsumption as a statema
hine that 
ontains extra 
ost relative to a base 
ost. This base energy 
ost is part of theinstru
tion energy 
ost.The energy 
onsumption model is then given by equation (5).
15



Eapp =XEevt +XEoverperi (5)Eapp is the appli
ation energy 
onsumption, Eevt is the sum of the events 
osts and Eoverperirepresents the peripheral state energy overhead relative to the state 
hosen as basis.The Eevt values are given by equation (3). As we 
an realize from this formula, one partis time dependent, the �rst, whereas the se
ond is not.A �rst step is then to express the total time of appli
ation. This quantity is given byequation (6). t =X 
i � riffi (6)where 
i represents the durations of events of 
lass i expressed in CPU 
y
les, rif isthe frequen
y ratio of 
lass i event domain frequen
y presented before, fi is the nominalfrequen
y of domain i. Class 1 is 
ontaining CPU instru
tions, 
lass 2 
ontains loads andstores from the 
a
he, 
lass 3 are loads and stores a

essing to the bus and �nally 
lass 4
ontains memory a

esses.As far as energy is 
on
erned, we 
an extend the �rst member of equation (5) as follows.XEevt = t� E
y
lebase +XEeffi � 
i (7)where Ei represents the energy for ea
h 
lasses of event.The 
omplete model is depi
ted in equation (8).Eapp =XEeffi � 
i + t� E
y
lebase +XEoverperi (8)
16



4.4.2 DVS ExtrapolationIn this se
tion we present an hypotheti
al extension of the previous model for a DVS en-abled platform. The e�e
tive energy of di�erent 
lasses events presented before as Eeffi areapproximated by the basis dynami
 power model (equation (4)).As we saw before the frequen
y in�uen
e on these part is null. This is the reason whyfrequen
y s
aling has no e�e
t on energy 
onsumption in our experiments. But if we intro-du
e the fa
t that Vdd 
an be adjusted this not true any more. We take the assumption thatif we divide the frequen
y by rf we 
an divide Vdd by the same amount. This is true when weare not too 
lose to the transistor threshold voltage. In that situation the Eeffevt is modi�edand expressed in equation (9).Eeffevt = Pevttevt = 12CV 2ddr2f �freftrefevt (9)The bene�t is then of 1r2f . In our parti
ular 
ase, we 
an apply this on the three �rst 
lassof events sin
e they are all three is the same 
lo
k domain. The fourth is not in the same
lo
k domain, hen
e the Vdd 
an not be modi�ed in the same way.It is 
lear that voltage and frequen
y s
aling would have been of great interest for theelements of our platform outside the CPU 
lo
k domain.
5 Model ValidationAt this point we showed that it is possible to build a model of energy 
onsumption byusing simple non-intrusive measurements. The last step is to validate this model. This17



validation is made by testing the a

ura
y of an appli
ation 
onsumption estimation againstreal 
onsumption. Estimations are obtained as presented in se
tion 4.4, by estimating themodel parameters and 
omputing the appli
ation 
onsumption. The e�e
tive 
onsumptionis obtained by the same method than the one used for model building, by using the samemeasurement setup and ben
hmark 
onstru
tion.A �rst approximation of the model a

ura
y was obtained by reprodu
ing this pro
edureby hand on an operating system servi
e, the 
ommutation routine. To build a ben
hmarkwhose stru
ture is similar to the one 
reated before, we make the 
ommutation pro
eduresave and restore the same 
ontext. The overall stru
ture of the ben
hmark is the same as inthe previous experiments.The estimation of the energy 
onsumption is 814:10 nJ. By physi
al measurement weobtained a 
ost of 772:02 nJ per 
ommutation, whi
h means that our estimation has an errorsmaller than 6%. This results gives a �rst approximation of the model a

ura
y. Furthervalidation tests will be made on more 
omplex appli
ations by deriving event 
ounts froma fun
tional simulator. However, this �rst test allows us to 
on�rm that the model is validand gives a

urate results.
6 Con
lusionIn this paper we have explained how an a

urate energy 
onsumption model for a full embed-ded system 
an be built from external measurements and mi
ro-ben
hmarks. Our method-ology ne
essitates a prototype platform of 
omparable te
hnology. Quantitative energy dataare gathered at the battery output, and are translated into per instru
tion energy �gures by18



data analysis.The resulting model is thus driven by the embedded software a
tivity. It is for instan
epossible to augment a software simulator with an energy estimator, or to use the analyti
almodel to arbitrate between possible implementation at the 
ompiler or library level. Theresulting model is simple enough to be used e�
iently in a simulator. Consumption data
learly identify power hungry operations, thus o�ering guidelines for design tradeo�s.Our immediate aim is to integrates our model in a simulator su
h as SimpleS
alar [3℄.Other work will provide extensions to this methodology in order to support advan
ed energy
onsumption optimization te
hniques su
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