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Whereas the computing power of DSP or general-purpose processors was sufficient for 3G baseband
telecommunication algorithms, stringent timing constraints of 4G wireless telecommunication sys-
tems require computing-intensive data-driven architectures. Managing the complexity of these
systems within the energy constraints of a mobile terminal is becoming a major challenge for
designers. System-level low-power policies have been widely explored for generic software-based
systems, but data-flow architectures used for high data-rate telecommunication systems feature
heterogeneous components which require specific configurations for power management. In this
study, we propose an innovative power optimization scheme tailored to self-synchronized data-flow
systems. Our technique, based on the synchronous data-flow modeling approach, takes advantage
of the latest low-power techniques available for digital architectures. We illustrate our optimiza-
tion method on a complete 4G telecommunication baseband modem and show the energy savings
expected by this technique considering present and future silicon technologies.
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1. INTRODUCTION

In signal processing or wireless telecommunication, Systems-on-Chip (SOCs) with
tens of millions of gates are quite common. These chips have stringent constraints
in terms of energy consumption, as do their applications in terms of performance.
In addition, the current trend for wireless communication is reconfigurability: SOCs
have to support multiple and very different operating modes. Because each oper-
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ating mode has its own constraints and execution profile, it becomes very difficult
to design a generic power management policy which fits all modes.

In this study, a systematic method for computing the configuration of a compute
intensive SOC is developed for a given application scenario and its associated con-
straints, in order to minimize its energy dissipation. The method takes advantage
of the latest possibilities offered by silicon technology, such as voltage and frequency
scaling. The applicative scenario is translated into a set of linear constraints for
each individual component of the system, which capture not only the throughput
constraint of the system, but also the initial latency. The method computes the
voltage and frequency parameters which optimize the energy dissipation of the SOC
globally, i.e. taking both transient and established mode into account.

This technique can be used in combination with the widely used on-off technique,
which is limited to powering the individual components of the system off and on. It
offers a significant gain with negligible added complexity on the embedded system
itself. The technique is illustrated on a specific baseband processor SOC for high
data-rate wireless communication. However, the technique may be generalized to
any self-synchronized data-flow system as long as they are instrumented both for
on-off power management and voltage and frequency scaling.

2. PROBLEM STATEMENT
2.1 General problem statement

From an abstract point of view, a distributed data-flow system is considered as
a set of N functional units U;, which operate asynchronously and communicate
via synchronization FIFOs. The applications considered have periodic behavior.
The time is divided into frames of constant duration 7%, including a guard period
of sufficient length to ensure that all processing is finished before the next frame
begins. During a frame and for a given mode, the amount of processing to be done
by each unit is known and predefined.

It is assumed that the system is self-synchronized, and that every unit switches
off when its processing is complete. The number of iterations of each function
is known, and for each unit, the intrinsic delay, i.e. the number of clock cycles
necessary to generate the output data is predictible. It is also considered that the
depth of synchronization FIFOs is known and guarantees the absence of overflow
even for the most demanding mode of the system.

It is also considered that the individual operating frequencies f; and supply volt-
ages V; of each of the functional units can be adjusted continuously between bound-
aries that depend only on the technology!.

Figure 1 summarizes the parameters relative to each unit. The system supports
K different functional modes either in transmission or in receipt. It may switch
from one mode to another between time frames.

For each mode m, the applicative constraints, i.e. throughput constraints for
the established rate phase and latency constraints for the transient phase, may be

1Some technologies may provide only a discrete scale of voltages and frequencies, in which case
our solution must be rounded up to the nearest scale point at the cost of loss of efficiency
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Fig. 1. parameters influencing power dissipation

broken down into a set of inequalities fm(%, ey fiN) < Cp,, where C,, is a constant
vector. We show later in this study that these inequalities become linear when
expressed in terms of the periods T; = 1/ f;.

For a given mode m, the energy consumption during a time frame FE,, may be
modeled by the sum of the energies E; ,,, consumed by the individual units, which
depends on the mode, the unit operating frequency f; and its supply voltage V;,
plus an overhead energy O,,, which depends only on the mode. Using the operating
clock periods T'¢; = 1/ f;, this may be written as:

N
Em = OnL + Z Ei,m(TCia ‘/l) (1)
i=1
Since the periods T'c; and the voltages V; are coupled variables, we may express
E; m(Tc;,V;) as a non linear function of T; only.
The problem consists in finding a set of periods {70 m, ..., Tnm} that minimizes

E,, during a time frame in mode m, and satisfies the constraints F,,, (Tco, . .., Ten) <
Ch.

2.2 Design considerations

The design of an energy-effective system is a trade-off between architectural choices
and run-time parameters. For a data-flow system, the key parameter is the com-
puting efficiency of the cores, but it in turn impacts the maximum depth of the
synchronization FIFOs, and the size of the embedded memories.

The simplest optimization, called dynamic power management, in brief DPM,
consists in switching the cores off when they are inactive. In a distributed system,
this can be managed at individual unit level without adding extra control. However,
this has a cost in energy and latency, therefore other techniques may be be preferred
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or combined with DPM, as will be shown later in this study.

For real-time, CPU-based systems, fine-grain task scheduling may also help to
save energy, but this does not apply to self-scheduled systems, on which we focus
here. Finally, voltage scaling may be applied as a complement to further reduce
the energy consumption. Recent techniques such as voltage and frequency hopping
[Miermont et al. 2007] offer the possibility to vary both parameters jointly in a quasi-
continuous range at the level of each functional unit, with, of course, a performance
penalty linked with the frequency decrease.

However, maximum performance is not always mandatory: at design time, the
system is dimensioned for the most demanding mode, according to the application
constraints. In real usage, the quality of the air channel may enforce different
modes: this leads to hundreds of different configurations in which the system does
not operate at full rate. In these other modes, excessive dimensioning of the system
can be compensated by reducing the operating frequencies of the blocks, while still
satisfying the application constraints. The goal of this study is to elaborate a
systematic, optimal method for configuring the operating frequencies for all modes.

During a time frame 7T, the system behavior may be be divided into two phases, a
transient phase and an established phase, which give two distinct sets of constraints.
Section 2.3 illustrates this point on a specific case of the FAUST system, and shows
how it translates into a system of linear inequalities. However, in our system, it is
very difficult to change individual frequencies during the frame time, whilst they
are easily set at the beginning of the frame. The main reason is that there is no way
for a central configuration agent to identify the end of the transient phase at the
level of each unit. Therefore, we focus here on optimizing both phases of the frame
globally for a given mode m. Individually optimizing each phase would have been
more straightforward but inapplicable to our design, since it would have required
a centralized fine-grain control, which is difficult to implement in a high data-rate
distributed system.

2.3 The FAUST modem example

FAUST is a complex SOC system, which implements the baseband modem function
of a wireless communication terminal, i.e. encoding of the numerical information
just before its final modulation by the carrier. It targets different 4G wireless
telecommunication protocols such as 4AMORE [Kaiser et al. 2004], or a specific
version of 3GPP/LTE [Phan Huy et al. 2008]. The first version of the system was
released in January 2006 in HCMOS 130 nm technology [Lattard et al. 2008]. A
second version, using a 65 nm technology, should be available in the third quarter
of 2008.

The baseband modem is an aggregation of 46 functional units, some of them spe-
cialized, others more configurable, organized around a high-throughput meshed net-
work. Each of the units is a Voltage/Frequency island which works synchronously
under its own clock, which may be adjusted dynamically. The design is a FIFO-
based implementation of the globally asynchronous locally synchronous (GALS)
approach, which means that the exchange of data between units takes place fully
asynchronously through bounded-size FIFOs [Suhaib et al. 2007]. Figure 2 gives a
global view of the baseband part of the 4AMORE mobile terminal.

This architecture offers several very interesting aspects, in terms of simplification
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Fig. 2. Global topology of the AMORE baseband modem

of the control structure, network bandwidth, and reconfigurability. These aspects,
which were developed in [Durand et al. 2005], are out of scope here. Neverthe-
less, the following two characteristics of the architecture are fundamental for power
management: the fact that processing is self-synchronized, and the Globally Asyn-
chronous Locally Synchronous (GALS) implementation of the chip. Our power
management technique is dependent on these two features, and conversely, may
apply to any system which implements them.

The system must satisfy two types of constraints which derive from the ap-
plication specifications. The rate constraints are associated to the required data
throughput. In simple terms, this means that the system has to sustain a contin-
uous traffic, either in receipt or in transmission, in any mode. For example, the
4MORE air interface protocol [Kaiser et al. 2004] is organized in a Time Division
Duplex fashion: the time is divided into frames of duration Tr = 666us, during
which the modem may be receiving, transmitting data, or be idle. If T is the
time to decode the full frame, i.e. the time between decoding of the first data and
decoding of the last data, the throughput constraint is Tp < Tp.

In our case, the latency constraints derive from the specification of the timing
between decoding of a frame and transmission of another frame. This is very
common in wireless transmissions, where the delay between a transmission and its
acknowledgment has to be kept minimal. For simplification sake, we arbitrarily
break this global constraint down into two constraints, independent from the mode
m: one for the receipt process, which specifies the time Tp g, between the receipt
of the first data sample from the radio and decoding of the first byte of the frame,
and one on transmission, which relates to the time Ty, between submission of the
first data sample for the frame and transmission of the first radio sample. This
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enables independent optimization of receipt and transmission modes.

To sum up, our study focuses practically on determining the optimal frequency
and voltage pairs (V; ,, fi,m) for each of the functional units of the FAUST system,
considering different modes m for different rates of the AMORE protocol either in
receipt or in transmission. Two kind of constraints are considered: throughput
constraints, which depend on the mode, and latency constraints, which do not.

3. OPTIMIZATION OF ENERGY CONSUMPTION FOR DISTRIBUTED TRANS-
MISSION SYSTEMS

3.1 Preliminary estimates

In a preliminary study [Grosse et al. 2006], we ran a power simulation campaign of
the FAUST design with an accurate gate power analyzer?. We based our simulations
on a real transmission/receipt scenario (4More project specifications) considering
two silicon implementations:

—a 130nm implementation corresponding to the first release of the chip (synthesized
with a standard design flow),

—a 65nm implementation synthesized with a power-aware design flow (use of Multi-
VT and automatic gated-clock synthesis).

We used the results of these simulations in the remainder of this section to guide
our optimization.

3.2 Optimization of energy consumption for the FAUST system

The energy consumption of a SOC is the sum of the contributions of its network
on chip (NOC) Enoc, its shared memory buffers Eprgar, its CPU Ecpy and the
sum of the contributions of the dedicated data processing units E; .

In the case of a transmission system such as FAUST, the contributions Enxoc,
Eyvenm, Ecpy do not depend on the mode m. Our simulations have shown that
Enoc depends only on the number of asynchronous nodes and on the amount of
data transferred, and represents 6% of the total consumption. The CPU accounts
for 8% of the energy. However, our specific implementation of the CPU is not
instrumented for DVS. Moreover, a DPM policy would significantly increase the
very critical interrupt response times of the system. Therefore, we do not consider
optimizing the CPU contribution by switching it off and on. We thus concentrate
only on optimization of the energy of the functional units, since they represent 80%
of the whole circuit consumption.

The energy dissipated by these hardware units during a frame time® T is divided
into a static and dynamic contribution:

Ei,m = sta,in + Edyn,i,m (2)

The non-critical paths of the design are implemented with low-leakage transistors
using Multi-Vt synthesis. However, our application is data-intensive, even for the
less demanding modes. Therefore, static dissipation does not represent a significant

2We used a commercially available tool: SYNOPSYS Prime-Power
3Tf includes the guard period between successive frames
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part of the global dissipation: our simulations have shown that the static power
is reduced to less than 2% of the total dissipated power, and this result was later
confirmed by actual measurements in 65 nm [Beigné et al. 2008]. Therefore we can
consider static power as a constant and negligible, and focus on dynamic power
optimization.

Simulations have also shown that the functional units have different but charac-
terized consumptions profiles depending on whether they are active, i.e. processing
data, or inactive, i.e. waiting for data. Therefore, we further separate the dynamic
contributions into two parts:

Nim (M m — 1y m)
Ei,m ~ Edyn,i,m = acti'ue,im’bi7 + Pinactive,i% (3>
fi,m fi,m

where Pyetive (r€Sp. Pipactive) is the power dissipated during active (resp . inactive)
phase, NV; ., is the number of execution cycles for a frame, n; ,, the number of active
cycles during a frame, f; ,, the clock frequency of unit ¢ in mode m and V; ,, is the
supply voltage.

The afore-mentioned study has shown that DVS is the most effective way to
save energy on the most critical blocks of our system, when using the reference 130
nm and 65 nm technologies. Still, it may be envisaged to use a Dynamic Power
Management policy for the smaller blocks, i.e. to switch them on or off when
inactive. However, our simulations showed that gated clock synthesis reduces the
dynamic power dissipated during inactive phases by a factor ten, compared to active
phases. Hence, even for these non-critical blocks, the energy saved by switching on
and off becomes marginal compared to inactive mode only, and does not justify the
overhead of implementing the DPM circuitry.

Therefore, our optimization concentrates on dynamic energy in active phase,
which may be expressed simply as:*

1
Edyn,i,m = nz,micz‘/fm (4)
where C; is the equivalent switched capacitance in active mode for unit 3.

3.3 Related works

The objective of dynamic voltage scaling (DVS) is to reduce the quadratic contri-
bution of V into E during system activity. Recent works have focused on compiler-
based DVS, which exploit the specific instructions which modern processors provide
for controlling their own hardware [Xie et al. 2003]. In this context, voltage ad-
justment is actually implemented by software calls, called scaling points, actually
triggered by scheduler interrupts, either regular (interval-based), triggered by some
event (e.g. task-based) or even fixed at compile time. When active, these scal-
ing points adjust the frequency and voltage of the system, either for specific tasks
(intra-task scheduling) or for the complete system (inter-task scheduling). Some
algorithms exploit only dynamic parameters such as the number of cache misses,
workload, etc. For example, Wu et al describe in [Wu et al. 2005] a method based on
adaptative control for regulating a processor, which is modeled as a set of queues.

4For the sake of clarity, the reference to m is omitted in the remainder of this study.
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The queue occupancy is used as input parameter. However, most techniques use
a preliminary off-line calculation, such as task worst-case computation execution
times (WCET) like in [Pillai and Shin 2001]. Some authors use even more so-
phisticated analysis: for instance, Saputra et al [Saputra et al. 2002] provide a
pre-calculated table of the energy consumption with pre-selected voltages to their
integer linear programming solver. The resulting pre-calculated tables are used at
scaling points to verify that a schedule satisfies the real-time constraint. These
techniques are mainly appropriate for processors, although the underlying meth-
ods for computing the static parameters are often similar to our formulation. For
example, the real-time latency constraints often translate into a system of linear
equations.

Recent progress in the DVS circuitry, such as the use of VDD hopping in ([Mier-
mont et al. 2007]), have masked the switching overhead (i.e. the time to switch
from one voltage to another) which was taking some tens of microseconds in recent
cores, and increased the number of available voltage levels. Thus, DVS becomes
attractive for highly-constrained, data-intensive systems. However, the problem is
quite different for these specialized chips, with little or no CPU control, and where
latencies are counted in nanoseconds rather than in microseconds.

The self-timed execution model [Ghamarian et al. 2006] is better suited to compute-
intensive data-flow system than CPU based control which suffers from the long la-
tencies associated with interruptions. Self-timed circuits are by nature well suited
to DVS, because they are already partitioned into uncorrelated islands, which may
run at different frequencies. The idea of combining both techniques has been re-
ported earlier in the literature [Nielsen et al. 1994]. The central issue is a trade-off
between energy savings and timing constraints, because reducing the supply voltage
increases the gate traversal delay [Khouri and Jha 2002] and affects the execution
times.

Still, many algorithms have been proposed and developed for this kind of system:
here, the classification into off-line and on-line (or run-time) approaches is funda-
mental. In the context of self-timed circuits, central frequency control is very costly
to implement during the normal flow of operations, and cannot be synchronized ac-
curately because of the difference of timescales between a processor and functional
units. Thus, a realistic run-time voltage adjustment can only rely on criteria that
are local to the individual components . Most proposals implement local feedback
controls based on the state of the input (or output) FIFOs at unit level to adapt
the voltage [Alimonda et al. 2006].

Off-line optimization may be used when the application behavior is predictable,
as is the case in most transmission systems. Here, its only drawback is the size of
configuration data that have to be embedded in the system.

Niyogi [Niyogi and Marculescu 2005] proposes a power management method, tai-
lored to data-flows systems, which takes the latency and throughput constraints of
the tasks into account . From a task graph, they compute a set of voltage/frequency
values for the different processing elements, which minimizes the consumption and
fulfills the performance constraints. However, their optimization method does not
guarantee optimality of the computed settings. Furthermore, their latency expres-
sion is simply a sum of worst case execution times which does not take the rate
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mismatches during transient mode into account.

4. POWER MANAGEMENT MODEL
4.1 Basic model and notations

The circuit to be studied is modeled as a system of interconnected units. Each unit
has one or more input ports, and one or more output ports. Ports are connected
by one-to-one channels, which are modeled as perfect FIFO buffers®. The behavior
of each unit is cyclic. The unit waits until enough tokens are present on each of its
input ports, collects these tokens, processes them, and writes the result tokens on
its output ports.

The structure of the system may be represented as a directed graph I' = (U, C),
with a vertex set U (the units) and an edge set C' (the channels). We will assume
this graph to be acyclic. Graphs with feedback edges seldom occur in data process-
ing applications. Their consideration would needlessly complexify the simplified
framework we intend to use.

The system graph can be represented as an incidence matrix I', where element
I';; represents the number of tokens produced (or consumed, in which case I';; is
negative) by unit 4 on FIFO j.

We focus on the case of a system where each FIFO j has exactly one producer,
i, and one consumer k®. At each cycle of the producer, I';; tokens are injected
into channel j; similarly, at each cycle of the consumer, —I'y; tokens are extracted.
Communication systems have periodic behavior: time is divided into frames which
are separated by guard periods. FIFOs are empty at the begining of a frame, and
must be empty again at the end of the next guard period. There is usually one
input unit, which creates or injects tokens, and one output unit, which extracts
processed tokens from the system and transmits them to the outside world. Our
alm now is to collect the time-related and other constraints that such a system
must satisfy for proper operation.

4.2 Consistency constraints

Let Ny be the number of iterations that are executed by unit & during each frame
and the associated guard period. From the assumption that the FIFOs are empty
at frame start time, it follows that the number of tokens in FIFO j at the beginning
of the next frame is:

NiI';; + Npl'y; =0 (5)

and that this quantity must be null. It follows from this that the N; set is a
solution of a system of homogeneous linear equations. This system has a non-zero
solution if and only if the determinant of its coefficient matrix is null; this is a
consistency condition on the design of the system. It depends only on the T'; set
and on the topology of the system. In the remainder of this section, we assume
that the considered graph satisfies this consistency condition.

5In the actual hardware, connection is via an asynchronous Network on Chip. However, prelimi-
nary studies have shown that the delay and power consumption of the NoC are negligible [Grosse
et al. 2006]

6This is reminescent of the classical rule which insure determinism of Kahn Process Networks
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U —{ 1) Uy

Fig. 3. A channel and its producer and consumer

4.3 Balance constraints

Let T; be the period of unit Uj;, i.e. the time interval from acquisition of its input
token(s) to emission of its output token(s). If we adjust all T; to their maximum
value, T; = Ty /N;, then Eq. (5) translates into the balance equation:

which is at the heart of SDF scheduling [Lee and Messerschmidt 1987].

However, for several reasons, the system may not be able to fully satisfy these
equations: one reason may be that the required period is more than the maximum
period allowed by the technology:

Ti7min S Ti S iri,maw (7>

We may also have to decrease T; to meet the latency constraints (in transient
mode), as explained later in Sect. 4.4. It therefore becomes necessary to relax
the equality to a balance inequality, which expresses the necessary condition for
avoiding starvation of the consumer unit.

Lii/T; + T /T, > 0 (8)

When these constraints are satisfied, each unit will firstly wait for enough input
tokens for its first iteration. Tokens will then accumulate in its input FIFOs faster
than it can consume them, and its behavior will be periodic. Eventually, upstream
units will cease producing tokens; the input FIFOs will empty and the unit will stop.
When the T}, and T are known, computing the size of the FIFOs is straightforward.

Additionally, each mode is associated with a given throughput constraint, which
is expressed as follows: at least one unit U, (usually the output node) must run fast
enough to supply the outside world (e.g. a radio interface) with tokens at sampling
period 7:

T, <7T 9)
4.4 Latency
Each unit Uy can be associated with an affine schedule y:
Ox(n) = nTy + Ly (10)

which gives the epoch of the n-th activation of unit & (activations are numbered
starting from 0). Ly, the time of first activation of unit k, is the activation latency.
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Computing the activation latency — or at least having a good approximation — is
important because in many cases the total latency of the design is constrained by
the application.

production

consumption

time

Fig. 4. Latency computation.

Let us again consider the situation of Fig. 3. At time ¢ the producer has executed
L%J iterations and created Lt}L |T';; tokens in channel j. At the same time, the
consumer has extracted —[t}f’ﬂfkj tokens. In these formulas, we have assumed
that I';; tokens are created “in a lump” at the end of an iteration, while —I'y;
tokens are consumed, also in a lump, at the begining of an iteration. This explains
why one of the formulas involves a ceiling and the other a floor. Production and
consumption curves can therefore be plotted (see Fig. 4). The condition for periodic
behavior is that the production curve always dominates the consumption curve.

The lower envelope of the production curve, is given by:

t—T; —L;
N = #Fij (11)
while the upper envelope of the consumption curve is:
t—L
N = (=2 4 1)y, (12)
Tk

According to constraint (8), the slope of the production envelope always exceeds
the slope of the consumption envelope. Hence, it is sufficient to ensure that the

first non-zero point of the second curve, t = Ly, N = —I'y; is on the first curve.
This gives:

Ly—Ti— L

#Fij +I'y; =0 (13)
or:

Ly > Li +T;(1 =T /T'y) (14)
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In addition to these inequalities, some units (the input units) have zero latency,
and at least one unit, Uy, has bounded activation latency”:

L,<L (15)
We must also ensure that all tokens are processed within the frame time:
NTy + Ly < Tf (16)

There are at least two ways of handling the latency constraints. One possibility
is to consider the latencies as supplementary unknowns and to let the solver handle
them as such. Another possibility is to consider all paths in the communication
graph from an input unit to unit U, and to sum the corresponding instances of
(14). This procedure has the advantage of eliminating half of the unknowns, at the
price of introducing as many constraints as there are paths. Each new constraint
is of the form:

> (A -Ty/T)Tk <L (17)
FIFO,€path

The first solution is probably better from the implementation point of view.
However, we will stick to the second one when reasoning about an optimization
algorithm, especially as we will see that the objective function does not depend on
the latencies.

4.5 The objective function

As we have seen in Sect. 3, the energy for one cycle of unit Uy is proportional to
the square of its supply voltage. Besides, we consider that period and voltage are
inversely proportional to each other®. Hence, we may write

Ey = BT ) T0)? (18)

where 77/ is a reference period (e.g., the minimum period according to (7)) and

E,:ef is the corresponding energy. To obtain the total energy consumption, we have
to multiply by the number of iterations per frame, and sum over all the units:

E =Y NE (T T))? (19)
k

This is the quantity to minimize, whilst satisfying the constraints (7,8,9,14, 16)
and (15). The problem has linear constraints, but a non-linear objective function.

7Our solution to the power minimization problem would still stand if there were several latency
constrained units.

8This commonly used assumption is far from obvious for deep submicron technologies: we have
conducted SPICE simulation including parasitic effects for our 65 nm technology. We have ob-
tained a satisfactory linearity for the our 'usable’ voltage range 0.8V - 1.2V, and when considering
0.2 < V4 < 0.5 . Besides, we will see that our solution does not depend on the exact shape of the
period / voltage relation, as long as we can compute the energy gradient, either symbolically or
numerically. In the same way, if static power ever becomes significant, it can be included in the
objective function without materially changing the solution method.
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Hence, we cannot resort to a linear solver. A two-step approach will be used instead.
Firstly, the objective function will be replaced by a linear approximation which is
then applied to a linear solver. Then, starting from this first approximation, an
iterative algorithm will be used to reach the optimum.

4.6 Finding an initial solution

Let us consider the following objective function:

E = r}z{é{ N Er (10 )T )? (20)

Since £/ < E < NF/, it is likely that the minimum of E’ and the minimum
of E are reasonably close to each other. Let us introduce a new variable Z such
that E’ = 1/Z2. Minimizing E’ is equivalent to maximizing Z under the additional
system of constraints:

7 < L
ref ref
17\ NG E]

Now, the objective function Z and all the constraints are all linear, hence the
problem may be solved by the simplex algorithm. The solution may not be the
minimum energy. In fact, according to (20), once the largest Ej has been minimized,
the simplex algorithm may not attempt to minimize the other Ej/, an action which
would reduce the total consumption (19). However, we have found experimentally
that this approximate solution is always close to the actual optimum.

(21)

4.7 Improving the solution

The set of feasible solutions of our optimization problem is defined by constraints
(7,8,9,14, 16) and (15). In order to simplify the presentation, we assume that the
latencies have been eliminated as explained at the end of Sect. 4.4.

There are many methods for solving constrained optimization problems. In our
case, since the constraints are linear and the objective function is convex, the
method of Frank and Wolfe [Frank and Wolfe 1956] is especially convenient. The
method is iterative; the approximate solution which has been found in the preced-
ing section can be taken as the starting point, 7% . Let T) be one of the iterates.
In the vicinity of T()| since the energy gradient (19) is never null, we can use the
following Taylor approximation:

E(T) ~ E(T®) + VE(T®)(T — T®) (22)

This is linear, and hence can be optimized under the constraints of the problem
by any linear programming code. Let T"(") be the optimum. A one-dimensional
minimization of the energy is then executed on the segment [T*), 7'()]. Note that
all points of this segment are feasible. The next iterate, T**t1)  is the point of
minimum energy. There are many algorithms for one-dimensional minimization;
we used a trichotomy algorithm. Since the set of feasible points is bounded, we are
in a position to apply Theorem 9 of Chapter V of [Minoux 1986], which guarantees
convergence of the process to a local optimum. Furthermore, since both the feasible
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set and the objective function are convex, the optimum found in this way is global.
In practice, we have found that the algorithm converges in very few iterations.

5. APPLICATION TO THE FAUST SYSTEM
5.1 Extraction of the linear inequalities

We illustrate the concepts presented in Sect. 4 on the FAUST architecture. We
consider transmission (Tx) and receipt (Rx) as two independent processes. Thus,
each mode m of both processes leads to a different flowgraph representation.

In the remainder, we only consider one graph among the 2 x m which charac-
terize the air interface. We first extract a spanning tree from the incidence matrix
I';; representing the SDFG. Each edge in the spanning tree generates a balance
constraint (8). Furthermore, application of (5) to each tree edge allows calculation
of the N; set. The consistency of the dataflow graph is then verified by checking
that (5) is still valid for non-tree edges. As a consequence, the inequalities (8)
for non-tree edges are redundant. In fact, violation of the consistency constraints
would reveal a serious design flaw.

5.1.1 Structural constraints. As explained earlier in section 4.3, the key of our
method is to accelerate some units beyond the needs of the throughput constraint
in order to accomodate either a latency constraint (15) or a technological constraint
(7). To avoid starvation, this acceleration has to be propagated backwards — from
consumer to producer — with the help of (8), rewritten in linear form:

DyTe +T;1, >0 (23)

The system also obeys technological constraints, which bound the values T; for
each unit. It is useful to break the period T; down into three terms:

—The core data acquisition time, which is function of the operating frequency f;,
the amount of incoming data D;,, and the input throughput ¢; f;°. The core data
acquisition time T; o can be calculated by:

D;.

Tio= —2

i

—The computation time, i.e. the number of clock cycles N, which depends only
on the mode m:

(24)

N

f;

—The core data restitution time which is function of the frequency f;, the amount
of outgoing data (D,,), and the output throughput of the unit (¢;)

Doi
ol (26)

Ti1=

: (25)

Tio =

9We define the input and output throughput as the number of elementary 32-bit data packets
(called ”flits” in FAUST) which can be transferred from the input buffer to the core (¢;) and from
the core to the output buffer (¢;) in one clock cycle.
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The parameters D;, and D,, may be easily derived from the incidence matrix
I, in which the (4, 7) entry represents the size of the token produced or consumed
by unit j on link ¢. Thus, the values of D;, and D, can be calculated by simple
summing:

Dy, = Y [Tyl (27)

§:T4,;<0

> T (28)

j3:Ti ;>0
As a result, the elementary period T; is equal to:

1 D,, D,,

Ti=Tio+Tin+Ti2= f(¢l+1/1i

As explained earlier, we assume that the frequency of unit j is proportional to

the supply voltage V;. T; is therefore related to V; via an experimental parameter (;

such that: T; = 1/8;V;. This parameter is obtained from the simulations. Finally,
since the input voltage is between V,,,;, and V4., we obtain:

L Di D, 1 D, D,
T‘iminzi - 1+Nc STzéT‘zmaazzi - -
' ( ¢l ) ' Vtrm’nﬂi( ¢Z W

maxﬂl
Since all values depend on the design (D;,,D,,, ¢i,1i ) or the technology (Vinaz,Vimin)
or both (8;), we simply obtain a set of upper (resp. lower ) bounds T; ;as (resp.
T min) for each T;.

+ Ne,) (29)

e) (30)

5.1.2  Applicative constraints. The throughput constraint is easily derived from
the sampling rate in a transmission system. It defines the period T, in equation
(9) for the sink or source units (the last one for the Tx and the first one for the
Rx). The set of latency constraints are obtained by applying equation (17).

5.1.3 The objective function. The expression of the objective function is ob-
tained from equation (19).

5.2 Numerical results

We applied the method described above to the FAUST architecture running the spe-
cific 4More wireless transmission protocol ([Kaiser et al. 2004] ). The transmission
and receipt chains are represented in Figure 5 and Figure 6

Fig. 5. FAUST Tx chain communication graph
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Fig. 6. FAUST Rx chain communication graph

We ran our algorithm on two typical MC-CDMA transmission/receipt scenarios
(full-load and half-load mode) [Kaiser et al. 2004] with technology parameters cor-
responding to a 130 nm and 65 nm bulk CMOS implementation of our design.
Some significant parameters of our scenario are listed hereafter:

—The minimal admissible throughput is 1,048 Mb during a 666us time frame for
transmission (Tx). It increases to 2,450 Mb for receipt (RX). This gives the
values for 7 in Eq. (9) for full-load mode.

—For both processes, we considered the latencies for processing the first sample:
this gives the activation latencies for both processes: Lg, < 650us and Ly, <
24us.

—The maximum admissible supply voltage: 1.2V for a frequency of 200 Mhz (for
65 and 130 nm design).

—The minimum admissible supply voltage depending on the technology used: 0.6
V for 130 nm ; 0.4 V for 65 nm based design.

Using the simulation setup described in [Grosse et al. 2006]'°, we compared our
results with two other energy policies:

—Nominal dissipation is obtained by using RTL design techniques alone, e.g. gated
clocks.

—1In what we call balanced DVS, the frequency scaling is linearly derived only from
the balance equations. We obtained these results by implementing an algorithm

very similar to the ”rate derivation” method described in [Niyogi and Marculescu
2005].

105ctual measurements will be available with the 65nm release of the complete system
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Figures 7 and 8 compare the results of these three methods considering the active
and idle power dissipation. The ratio include the energy contributions which we
have considered as constant, i.e. static power, NOC, CPU.

Nominal dissipated Energy
Energy dissipated after balanced DVS
Energy dissipated after gradient F&W optimization algorithm

130nm NO 65nm O 130nm NO 65nm 0
Full Load Half Load

Fig. 7. Comparison of power optimization algorithms for TX chain

Nominal dissipated Energy
Energy dissipated after balanced DVS
Energy dissipated after gradient F&W optimization algorithm

130nm NO 65nm O 130nm NO 65nm O

Full Load Half Load

Fig. 8. Comparison of power optimization algorithms for RX chain
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Simulations compare the average savings obtained by our power optimization
algorithm regarding the nominal energy dissipated by the baseband modem (given
for a slot transmission with all units at Vj,4.) for all admissible latency values.
Analysis of these results leads to the following conclusions:

—Compared to a balanced DV, the Frank and Wolfe optimization algorithm allows
unbalanced unit throughput. Saturating the constraints of the less consuming
units enables the time constraints of the other units to be relaxed and leads to
optimal power consumption.

—After completion of the simplex, the Frank and Wolfe algorithm iterates three
times on average and fullfills the Kuhn Tucker conditions for every simulated
scenario. This guarantees the optimality of the result.

—OQur optimization is more effective on a 65nm implementation. Compared to
a 130nm technology, 65nm bulk CMOS transistor runs faster with the same
supply voltage. Moreover, the supply voltage can be reduced to 0.4V with this
technology (compared to 0.6V for 130nm). Therefore, time constraints are de
facto relaxed and the supply voltage can be further reduced and leads to better
optimization.

—For the Rx chain, the results of the two DVS optimization algorithms are limited
by the performance constraint of a single unit: the Chip de-scrambler. This unit
is so tightly constrained that our algorithm cannot reduce its frequency (while
its consumption is insignificant); hence, the two algorithms achieve the same
optimum.

—The results of optimization can be taken as baseline for design of the system.
For instance, it may be useful to improve the performance of some blocks (e.g.
”Chip de-scrambling” and OFDM for RX, OFDM for TX) and the consumption
of others (e.g. OFDM in RX and TX chain, Mimo decoding in RX chain). Thus,
our power optimization method gives precious hints for improving the system.

6. CONCLUSION

In this study, we have demonstrated a power optimization method which is applica-
ble to any complex data-flow SOC, although it is specially tuned for self-scheduled,
distributed systems running predictable scenarios. The method individually op-
timizes the frequency of each functional unit according to the global constraints
of the scenario in terms of throughput and latency. We have shown the benefit of
taking into account the initial transient phase of the processing in the optimization.
The method is particularly suitable for systems that are dimensioned for worst-case
conditions, as is often the case for high data-rate telecommunications systems: it
helps to reduce energy for less demanding modes without altering the functional
behaviour.

Our technique saves around 40 % of energy compared to application of an on-off
policy alone. However, it is only applicable when fine-grain voltage and frequency
tuning is available on the system: in other words, it may be applied to GALS
designs where the voltage of functional units may be controlled individually. We
strongly believe that this prerequisite will be satisfied by most complex SOCs in
the near future.
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The study presented here also assumes a linearity between the supply voltage
and the traversal delay which may need to be reconsidered for newer technologies,
or if a larger voltage range is considered. However, this only impacts the objec-
tive function, and therefore the gradient value. The other constraints (applicative,
technological) may be safely transposed for smaller technologies.

One strong point is that the method is easily applicable, and will be applied on
LETT’s complex SOCs. Its overhead on the embedded control software is low in
terms of memory footprint, and does not consume CPU time since the frequencies
are computed off-line for each different configuration. When used during the design
phase, it enables fine tuning of the size of the synchronization FIFOs between the
different processing elements of the system.
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