1 A realistic find query

We consider a list of 32 elements and we want to test if a given element $z$ belongs to the list or not. We assume that the probability that the element belongs to the list is $\frac{1}{2}$, and that all the positions within the list are equiprobable. Our strategy is to test the first element, then the second element, ... until the wanted element is found or the end of the list is reached. We denote by $F$ the random variable which is equal to 1 if and only if $z$ is in the list, 0 otherwise.

1. Compute the entropy of $F$.

2. We denote by $L_1$ the random variable corresponding to the result of the first test. Compute the entropy of $L_1$.

3. Compute the distribution of the joint variable $(F, L_1)$, and give the joint entropy $H(F, L_1)$.

4. Compute the conditional entropy $H(F|L_1)$.

5. We denote by $L_1, \ldots, L_n$ the result of the successive tests. Compute directly the conditional entropy $H(F|L_1, \ldots, L_n)$.

6. If we plug $n = 16$ in the previous solution, we find $0.689 > \frac{1}{2}$. Is it reasonable? What is the value of $H(F|L_1, \ldots, L_{32})$?

2 Axiomatic approach to the Shannon entropy

If we require certain properties of our uncertainty measure, then it uniquely specifies the Shannon entropy. Let $\Delta_m = \{(p_1, \ldots, p_m) \in \mathbb{R}^m : p_i \geq 0, \sum_i p_i = 1\}$ be the set of distributions on $m$ elements. Let our uncertainty measure $H_m : \Delta_m \to \mathbb{R}$ be a sequence of functions satisfying the following desirable properties

1. Symmetry: For any $m \geq 1$ and any permutation $\pi$ of $\{1, \ldots, m\}$, $H_m(p_1, \ldots, p_m) = H_m(p_{\pi(1)}, \ldots, p_{\pi(m)})$

2. Normalization: $H_2(\frac{1}{2}, \frac{1}{2}) = 1$

3. Continuity: For any $m \geq 1$, $H_m$ is a continuous function

4. Grouping: For any $m \geq 2$,

$$H_m(p_1, \ldots, p_m) = H_{m-1}(p_1 + p_2, p_3, \ldots, p_m) + (p_1 + p_2)H_2\left(\frac{p_1}{p_1 + p_2}, \frac{p_2}{p_1 + p_2}\right)$$

5. Monotonicity: We have $H_m\left(\frac{1}{m}, \ldots, \frac{1}{m}\right) \leq H_{m+1}\left(\frac{1}{m+1}, \ldots, \frac{1}{m+1}\right)$
Prove that $H_m(p_1, \ldots, p_m) = - \sum_{i=1}^{m} p_i \log_2 p_i$.

You can proceed in the following way. Let $g(m) = H_m(\frac{1}{m}, \ldots, \frac{1}{m})$.

1. Show that $g(n \cdot m) = g(n) + g(m)$.

2. Conclude that $g(m) = \log_2 m$. (Hint: for any $n$, let $\ell_n$ be such that $2^\ell_n \leq m^n \leq 2^{\ell_n+1}$, show that $\frac{\ell_n}{n} \leq g(m) \leq \frac{\ell_n+1}{n}$).

3. Use this to compute the value of $H_2(p, 1-p)$.

4. Conclude with $H_m$.

3 Rényi entropy

The Rényi entropy of order $\alpha$, where $0 \leq \alpha < 1$, is defined as

$$H_\alpha(X) = \frac{1}{1-\alpha} \log \left( \sum_{i=1}^{n} p_i^\alpha \right).$$

where $X$ is a discrete random variable taking value in $\{1, 2, \ldots, n\}$ each with probability $p_i = \Pr[X = i]$ for $i = 1 \ldots n$. To define $\alpha = 0$ setting, we say that $0^0 = 0$.

1. Show that Rényi entropy is non-increasing function of $\alpha$.

2. What is the value of $H_0$ and $H_1$ (here $H_1$ is defined as Rényi entropy when $\alpha \to 1$).

3. Show that $H_\alpha$ is concave function of the distribution $(p_1, \ldots, p_n)$.