Abstract

Recent work addressing the stability analysis of controllers at code level has been mainly focused on the controller alone. However, most of the properties of interest of control software lie in how they interact with their environment. We introduce an extension of the analysis framework to reason on the stability of closed loop systems, i.e., controllers along with a model of their physical environment, the plant. The proposed approach focuses on the closed loop stability of discrete linear control systems with saturations, interacting with a discrete linear plant. The analysis is performed in the state space domain using Lyapunov-based quadratic invariants. We specifically address the automatic synthesis of such invariants and the treatment of floating-point imprecision.

1. INTRODUCTION

While control theorists are familiar with the notion of open and closed-loop stability and have developed various means to study it – e.g. Routh-Hurwitz criterion, Root-Locus or Nyquist stability criteria –, its evaluation or formal verification at code or system level remains an open question.

At the computer science level, these control level properties are rarely known and hard to express or evaluate in the latest stages of system development. In other words, these meaningful requirements of the system tend to disappear when defining the software requirements. This absence precludes a precise analysis of the interaction between the real arithmetic equations characterizing the dynamic of the plant and the actual implementation of the controller in a computer, with all its associated limitations: bounded memory, real time issues, floating point computations, etc.

Addressing these questions, i.e., evaluating control level properties at code level, would allow for a clearer understanding of the behavior of the final system and could avoid detecting issues too late in the development process.

In this paper we adopted the usual approach of control theorists while performing static analysis: our input is a linear and discrete model of the controlled system, or plant, and a linear controller as typically defined in Matlab Simulink or Esterel Scade. This controller represents the actual code that will be compiled and embedded in the final product. We focus here on the closed-loop stability of this system: the plant (described with real arithmetic) + the controller (described with floating point arithmetic).

An interesting outcome of this kind of analyses is the possibility to exhaustively evaluate control-level properties, as usually evaluated through simulation on hybrid systems. It also enables the study of these properties over more complex systems that embed the controller and its safety architecture, including redundancy, voters, data consolidation, etc. To the authors’ knowledge no existing approach is yet able to perform a formal and exhaustive analysis of these control level properties, such as stability, over a complete system.

Stability as considered in control theory can be expressed in different manners. In the so-called temporal domain, it amounts to guarantee a BIBO property: Bounded Input, Bounded Output, i.e., assuming a bounded command, the system starting in a stable position (typically 0) should remain in a bounded set of states. A common approach to address these issues is to rely on the theory of Lyapunov functions, characterizing both variants and invariants, as sublevel sets of the functions.

We propose to extend previous work focused on static analysis of open-loop stable controllers to closed-loop systems. The main difficulty faced is the addition of saturations between the plant and the controller. Without those saturations, closed loop analysis would just amount to open loop analysis of a compound system of controller and plant.

We perform the analysis by first characterizing an invariant – the Lyapunov function – over the global system as a quadratic template; then we compute bounds on this template, using a method called policy iterations. This allows us to bound the set of reachable states of the system. Our analysis also ensures that floating point computations won’t break the stability property computed and the related theorems are formalized within a proof assistant (Coq) to ensure the required confidence.

Related work.

Few analyses address this issue of closed-loop stability in settings comparable to ours.
At control level, this property is historically the earliest considered. Lots of techniques address it through different means, we refer the interested (computer scientist) reader to an introductory lecture on control theory [12]. In control theory, two main approaches exist to analyze systems. Either the temporal domain, mentioned above, or the frequency domain, more commonly used. In the frequency domain, stability is usually analyzed by studying the pole placement of the transfer function, either on the Laplace transform of the signal (negative-real part), or on its Z-transform (within the unit circle). In both cases, the system has to be fully linearized (ie removing saturation around the linearization point) and the analysis assumes a real semantics, without considering floating points computations.

Even in the temporal domains analyses, as computed by control theorists, the effect of floating point computations performed at the controller level and those potentially done during the analysis itself are typically forgotten.

Lyapunov functions rely on a temporal-domain expression of the system. Basically a Lyapunov function expresses a notion of energy that is shown to (strictly) decrease along the evolution of the system. In computer science terms, they act as both a loop invariant – when they are loose – and a variant – when they are strict. In 2010, Férorn [6] proposed to annotate the closed-loop system with Lyapunov based Hoare triples in order to express closed-loop stability at code level. Since then, open-loop stability has been verified at code level, either by proving these Lyapunov annotations [9, 26] or by automatically synthesizing them [20, 21].

On the static analysis side, few existing analyses are able to express the simple property of stability. Most of the existing abstract domains, used to compute an over-approximation of reachable states, rely on linear approximations. Some classes of non linear domains have been introduced specifically to analyze control software, e.g., second order linear filters [5]. Another static analysis approach named policy iteration, see [8] for a global survey, allows to manipulate quadratic properties using semi-definite programming (SDP) numerical solvers [25]. However, an appropriate quadratic template must be provided, and is usually not computed in a tool but rather as a set of scripts in Matlab. In [20], we presented our approach to perform those policy iterations in an automatic manner using the template synthesis of [21]; our analysis is implemented and can be applied on any linear controller. However it was only applicable on globally stable systems while the method proposed in this paper is more suited to deal with saturated systems.

Finally a last line of work has to be mentioned: the vast set of work focusing on hybrid systems [14, 16, 17, 18, 23]. It is difficult to summarize in a few words those analyses. We could however say that usually (1) they address systems of a somewhat different nature with a central continuous behavior described by differential equations and few discrete events (for instance a bouncing ball or an overflowing water tank) whereas controllers perform discrete transitions on a periodical basis, and (2) they focus on bounded time properties rather than invariant generation. These two points can be major obstacles to the adaptation of very interesting techniques to our setting.

For instance, although bounded time analyses do not provide invariants, they enable the use of techniques directly analyzing the continuous plant, such as guaranteed integration [2]. This avoids discretizing the plant, as done in this paper, which can introduce additional conservatism in the analysis.

Outline.
The paper is structured as follows. Section 2 presents the running example, inspired from [6]. Section 3 gives the global approach of our analysis. It performs a static analysis of the closed-loop system by computing an over-approximation of all reachable states. It relies on a policy iteration algorithm parametrized by an appropriate quadratic template. In this first setting, we assume the quadratic template given as well as real arithmetic computation.

Then Section 4 offers ways to automatically compute a quadratic template for closed-loop stable linear systems with saturations.

Finally, the last sections address technical issues when analyzing automatically a closed-loop system and how to solve them: removing linear redundancy from the closed-loop system in Sections 5 and taking floating point computations into account in Section 6.

2. MOTIVATING EXAMPLE

We reuse the running example of [6, 7] and achieve an automatic closed-loop stability analysis of this system. This dynamical system is composed of a single mass and a single spring. The control is performed by a lead-lag controller obtained through classical control recipes where the input is defined as the saturation in the interval $[-1, 1]$ of $y - y_d$ with $y$ the measure of the mass position and $|y_d| \leq 0.5$ a bounded command.

Both controller and plant have been discretized at an execution rate of 100Hz.

The plant is described by a linear system over the state variables $y = [x, x_d]^T \in \mathbb{R}^2$, characterized by the matrices $A_P \in \mathbb{R}^{2 \times 2}$, $B_P \in \mathbb{R}^{1 \times 2}$ and $C_P \in \mathbb{R}^{1 \times 1}$, where $u$ denotes the actuator command of the plant and $y$ the projection of the plant state $p$ over the $y$ sensor:

\[ p_{k+1} = A_P p_k + B_P u_k \]
\[ y_{k+1} = C_P p_{k+1} \]  \hspace{1cm} (1)

with

\[ A_P := \begin{bmatrix} 1 & 0.01 \\ -0.01 & 1 \end{bmatrix}, \quad B_P := \begin{bmatrix} 0.00005 \\ 0.01 \end{bmatrix}, \quad C_P := [1 \ 0] \]

Figure 1: Motivating example: a spring-mass damper
The controller without saturation is similarly described by a linear system over the state variables $c = [x_{c1}, x_{c2}]^T \in \mathbb{R}^2$, controlled by both the feedback from the plant sensors $y \in \mathbb{R}^d$ and the user command $y_d \in \mathbb{R}$, and parametrized by the four real matrices $A_C \in \mathbb{R}^{2 \times 2}$, $B_C \in \mathbb{R}^{1 \times 2}$, $C_C \in \mathbb{R}^{2 \times 1}$ and $D_C \in \mathbb{R}$:

$$c_{k+1} = A_C c_k + B_C (y - y_d)$$

$$u_{k+1} = C_C c_{k+1} + D_C (y_{d,k+1})$$

(2)

with

$$A_C := \begin{bmatrix} 0.499 & -0.05 \\ 0.01 & 1 \end{bmatrix}, \quad B_C := \begin{bmatrix} 1 \\ 0 \end{bmatrix},$$

$$C_C := [564.48 \ 0], \quad D_C := -1280$$

These numerical values have been obtained by control theorists applying any of their classical control recipes.

The resulting closed-loop system is defined by considering Equations (1) and (2) at once. It can be expressed over the state space $x := [c \ p]^T$ as

$$x_{k+1} = Ax_k + By_{d,k}$$

(3)

with

$$A := \begin{bmatrix} A_C & B_C P_C \\ B_P C_C & A_P + B_P D_C P_C \end{bmatrix} = \begin{bmatrix} 0.499 & -0.05 & 1 & 0 \\ 0.01 & 1 & 0 & 0 \\ 0.028224 & 0 & 0.936 & 0.01 \\ 5.6448 & 0 & -12.81 & 1 \end{bmatrix},$$

$$B := \begin{bmatrix} -B_C \\ -B_P D_C \end{bmatrix} = \begin{bmatrix} -1 \\ 0 \\ 12.8 \end{bmatrix}$$

Or, with the saturation over $(y - y_d)$:

$$x_{k+1} = Ax_k + B \text{SAT}(C x_k - y_{d,k})$$

(4)

where

$$A := \begin{bmatrix} A_C & 0 \\ B_P C_C & A_P \end{bmatrix} = \begin{bmatrix} 0.499 & -0.05 & 0 & 0 \\ 0.01 & 1 & 0 & 0 \\ 0.028224 & 0 & 1 & 0.01 \\ 5.6448 & 0 & -0.01 & 1 \end{bmatrix},$$

$$B := \begin{bmatrix} B_C \\ B_P D_C \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ -0.064 \end{bmatrix}$$

and SAT is defined as

$$\text{SAT}(x) = \begin{cases} -1 & \text{if } x < -1 \\ x & \text{if } -1 \leq x \leq 1 \\ 1 & \text{if } x > 1 \end{cases}$$

The closed-loop stability will be expressed as a BIBO property: given a bound on the input $y_d$, find a bound on the vector $x$.

### 3. COMPUTING QUADRATIC INVARIANTS FROM GIVEN TEMPLATES

The word "strategies" is also used in the literature, with equivalent meaning.

- REMARK 1. This corresponds to the system presented in Equation (3) with the input $y_d$ bounded by 0.5 ($|y_{d,k}| \leq 0.5$ for all $k$).

From this control flow graph and a set of expressions $t_i$ on program variables, called templates, policy iterations techniques [8] can compute, for each graph vertex, bounds $b_i$ such that $\bigwedge_i t_i \leq b_i$ is an invariant. This is basically done by reducing the problem to subproblems, called policies\footnote{The word "strategies" is also used in the literature, with equivalent meaning.}, which can be solved thanks to some numerical solver. For instance, linear programming could be used with linear templates.

Focusing on quadratic templates, SDP [25] is used here.

Given the templates $t_1 := x^T P x$, $t_2 := x_{c1}^2$, $t_3 := x_{c2}^2$, $t_4 := x_{p1}^2$, and $t_5 := x_{p2}^2$ where $x$ is the vector $[x_{c1}, x_{c2}, x_{p1}, x_{p2}]^T$ and (rounded to four digits)

$$P := \begin{bmatrix} 1.7776 & 1.3967 & -0.6730 & 0.1399 \\ 1.3967 & 1.1163 & -0.4877 & 0.1099 \\ -0.6730 & -0.4877 & 0.3496 & -0.0529 \\ 0.1399 & 0.1099 & -0.0529 & 0.0111 \end{bmatrix},$$

policy iterations compute the invariant

$$t_1 \leq 0.2302 \land t_2 \leq 51.0162 \land t_3 \leq 15.4720 \land t_4 \leq 10.1973 \land t_5 \leq 1767.75$$

which implies

$$|x_{c1}| \leq 7.1426 \land |x_{c2}| \leq 3.9334 \land |x_{p1}| \leq 3.1933 \land |x_{p2}| \leq 42.0446.$$
Remark 2. The actual maximal reachable values for \( x_{c1}, x_{c2}, x_{p1} \) and \( x_{p2} \) are 2.0234, 0.0850, 0.7796 and 23.1525 respectively. The bounds above are then rather conservative.

### 3.2 With Saturation

Actual controllers usually contain saturations to bound the values read from sensors or sent to actuators, in order to ensure that these values remain in the operating ranges of those devices. With such a saturation on its input, the control flow graph of our running example changes to the one shown in Figure 4.

Remark 3. This corresponds to the system presented in Equation (4) with the input \( y_d \) bounded by 0.5 (\( |y_{d,k}| \leq 0.5 \) for all \( k \)).

Given the templates \( t_1 := x^T P x, t_2 := x_{c1}^2, t_3 := x_{c2}^2, t_4 := x_{p1}^2 \) and \( t_5 := x_{p2}^2 \) where \( x \) is the vector \([x_{c1}, x_{c2}, x_{p1}, x_{p2}]^T\) and (rounded to four digits)

\[
P := \begin{bmatrix}
    0.2445 & 0.3298 & -0.0995 & 0.0197 \\
    0.3298 & 1.0000 & -0.0672 & 0.0264 \\
    -0.0995 & -0.0672 & 0.0890 & -0.0075 \\
    0.0197 & 0.0264 & -0.0075 & 0.0016
\end{bmatrix},
\]

policy iterations compute the invariant

\[
t_1 \leq 0.1754 \land t_2 \leq 6.1265 \land t_3 \leq 0.3505 \\
\land t_4 \leq 4.1586 \land t_5 \leq 1705.1748
\]

which implies

\[
|x_{c1}| \leq 2.4752 \land |x_{c2}| \leq 0.5921 \land |x_{p1}| \leq 2.0393 \land \\
|x_{p2}| \leq 41.2938.
\]

Our static analyzer took 1.39s to produce this result on an Intel Core2 @ 1.2GHz.

### 4. Computing Suitable Quadratic Templates

In the previous section, a quadratic template \( P \) was required to perform the analysis in order to get a fully automatic analysis method, this section addresses the computation of such templates.

#### 4.1 Without Saturation

Given a system with \( x_0 = 0 \) and \( x_{k-1} = Ax_k + By_k \) with a bounded input \( y (\|y_k\|_{\infty} \leq 1 \) for all \( k \)), control theoretic have known for long that this system is stable (i.e., \( x \) remains bounded) if and only if the Lyapunov equation\(^2\) \[3, 13\]

\[
A^T P A - P = 0
\]

admits a positive definite matrix \( P \) (i.e. for all \( x \neq 0, x^T P x > 0 \)) as a solution.

\(^2\)In which \( M < 0 \) means that \( M \) is negative definite (i.e., \( -M \) is positive definite).

This equation can be numerically solved thanks to a SDP solver \([3, 25]\). However, in practice, it has many solutions, some dramatically worse than others (i.e., leading to much less precise invariants). Fortunately enough, simple heuristics \([21]\) allow to easily compute good templates \( P \) (i.e., with which policy iterations can compute small invariants). The matrix \( P \) used in Section 3.1 was computed this way. Thus, the analysis becomes completely automatic, since matrices \( A \) and \( B \), needed to compute \( P \), can just be extracted from the control flow graph of Figure 3. Our static analyzer took 0.76s to produce this template on an Intel Core2 @ 1.2GHz, hence a fully automatic computation in a total of 2.19s.

### 4.2 With Saturation

The previous method does not readily apply for a system with saturation such as the one of Section 3.2.

A first idea could be to try to generate, as previously described, a quadratic template \( P \) for each edge of the control flow graph of Figure 4. This approach sometimes proves successful but fails on our running example. Indeed, only one of the edges of the graph on Figure 4 leads to a template \( P \) (for other edges, the Lyapunov equation has no solution) and this template does not allow policy iterations to compute a worthwhile invariant on the whole program.

Using common Lyapunov functions constitutes a second idea. That is, looking for a solution to the conjunction of Lyapunov equations for each edge. Again, this fails since Lyapunov equations have no solution for some of the edges. This is due to the fact that the closed-loop system is not globally stable. Indeed, intuitively, when its input is saturated, the controller is not able to stabilize any arbitrary state of the plant.

The following two Sections 4.2.1 and 4.2.2 offer two alternative ways to generate a template \( x^T P x \) such that \( x^T P x \leq r \) is an invariant of the closed loop system with saturation for some \( r \). Both methods manage to produce such a template but more investigations are needed to determine their relative advantages and drawbacks.

#### 4.2.1 Linearizing the Saturation

One solution in this case, strongly inspired from \([6]\), provides a heuristic that can be used on systems with saturations, such as the one described in equation (4). Indeed, let \( P \) be a candidate matrix describing an invariant ellipsoid for the system. We try to characterize \( P \) as closely as possible while keeping the solving process tractable:

Assuming \( x_k^T P x_k \leq 1 \), a bound on \( |C x_k| \) is given by \( \gamma := \sqrt{C^T P - C^T} \). Since \( |y_{d,k}| \leq 0.5 \), the constant \( \gamma := 0.5 \) is an upper bound on \( |C x_k - y_{d,k}| \). Letting \( y_{c,k} := \text{SAT}(C x_k - y_{d,k}) \), we have the following sector bound:

\[
\left( y_{c,k} - \frac{1}{\gamma}(C x_k - y_{d,k}) \right) \left( y_{c,k} - (C x_k - y_{d,k}) \right) \leq 0. \quad (5)
\]

Figure 5 illustrates the reason for this inequality. With the
\[
\begin{align*}
x_{c1} &:= 0.499 x_{c1} - 0.05 x_{c2} + 1 \\
x_{c2} &:= 0.01 x_{c1} + x_{c2} \\
x_{p1} &:= 0.028224 x_{c1} + x_{p1} + 0.01 x_{p2} - 0.064 	imes 1 \\
x_{p2} &:= 5.6448 x_{c1} - 0.01 x_{p1} + x_{p2} - 12.8 	imes 1 \\
x_{c1} &:= 0.499 x_{c1} - 0.05 x_{c2} + x_{p1} - y_d \\
x_{c2} &:= 0.01 x_{c1} + x_{c2} \\
x_{p1} &:= 0.028224 x_{c1} + x_{p1} + 0.01 x_{p2} - 0.064 (x_{p1} - y_d) \\
x_{p2} &:= 5.6448 x_{c1} - 0.01 x_{p1} + x_{p2} - 12.8 (x_{p1} - y_d)
\end{align*}
\]

Figure 5: Illustration of the sector bound relationship. The equality \( y_c = \text{SAT}(C x - y_d) \) (thick line) is abstracted by the inequalities \( (C x - y_d)/\tilde{\gamma} \leq y_c \leq C x - y_d \) (grey area).

added bound \( \tilde{\gamma} \) on \( |C x_k - y_d| \), we see that \( y_{c,k} \) necessarily lies between \( C x_k - y_d \) and \( \tilde{\gamma} (C x_k - y_d) \). Then \( y_{c,k} - \frac{1}{2} (C x_k - y_d) \) and \( y_{c,k} - (C x_k - y_d) \) must be of opposite signs, hence the inequality.

We thus look for a matrix \( P \) such that
\[
\sqrt{C P^{-1} C^T} \leq \gamma
\]
and
\[
(x_k^T P x_k \leq 1 \wedge y_{d,k}^2 \leq 0.5^2 \wedge (5) \implies x_{k+1}^T P x_{k+1} \leq 1)
\]
Defining an extended state vector \( \epsilon_k := [x_k \ y_{c,k} \ y_{d,k}]^T \) and the matrices
\[
U := \begin{bmatrix} A^T P A & A^T P B & 0_{4 \times 1} & 0_{4 \times 1} \\ B^T P A & B^T P B & 0 & 0 \\ 0_{1 \times 4} & 0 & 0 & -1 \end{bmatrix}
\]
\[
V := \begin{bmatrix} P & 0_{4 \times 1} & 0_{4 \times 1} \\ 0_{1 \times 4} & 0 & 0 & 0 \\ 0_{1 \times 4} & 0 & 0 & 0 \\ 0_{1 \times 4} & 0 & 0 & -1 \end{bmatrix}
\]

we can rewrite equation (7) as
\[
\left( \epsilon_k^T V \epsilon_k \leq 0 \wedge -\alpha \epsilon_k < 0 \right) \implies \epsilon_k^T U \epsilon_k \leq 0.
\]
Equation (7) can then be relaxed by S-procedure: it will hold if there exists positive coefficients \( \lambda, \mu, \) and \( \nu \), such that
\[
U - \lambda V - \mu W - \nu Y \preceq 0.
\]
Equation (6) can be rewritten using Schur complement:
\[
\begin{bmatrix} \gamma^2 & C \\ C^T & P \end{bmatrix} \preceq 0.
\]
Note that for fixed \( \lambda \) and \( \gamma \), equations (8) and (9) form a Linear Matrix Inequality (LMI) in \( \mu, \nu \), and which means it can be solved by an SDP solver. \( \tilde{\gamma} = \gamma + 0.5 \) is expected to be larger than 1 (otherwise the saturation would never be activated), moreover since the saturation should somewhat "bound" this value, we can expect it not to span over multiple orders of magnitude. We also know that \( \lambda \in (0, 1) \) thanks to the bottom right coefficient of the LMI (8) (since \( \nu > 0 \)). One possible strategy is then to iterate on potential values of \( \lambda \) and \( \gamma \), and solving the corresponding LMI at each iteration. If a solution exists, it will provide the invariant \( x^T P x \leq 1 \) for the system with saturation.

For our running example, we generated a suitable template in 27gb on an Intel Core2 @ 2.4GHz. Values for \( \lambda \) are chosen by exploring \((0, 1)\) with numbers of the form \( \frac{1}{2^k} \) for increasing values of \( i \geq 1 \), and \( k < 2^3 \). For each choice of \( \lambda \), the LMI is solved with values of \( \tilde{\gamma} \) ranging from 1 to 5 by increments of 0.1. The solution is found for \( \lambda = \frac{1}{2^3} \) and \( \tilde{\gamma} = 3.1 \), which amounts to 2605 calls to the LMI solver.

4.2.2 First Abstracting the Disturbance

In the previous section, the method used was mainly based on an abstraction of the saturation. This section exposes an
alternative method in which the disturbance $y_d$, rather than
the saturation, is abstracted.

Let us first neglect the disturbance $y_d$ and look for a
Lyapunov function for the following system:

$$
\begin{align*}
    x_{k+1} = \begin{cases}
        Ax_k - B & \text{if } Cx_k \leq -0.5 \\
        (A + BC)x_k & \text{if } -1.5 \leq Cx_k \leq 1.5 \\
        Ax_k + B & \text{if } Cx_k \geq 0.5
    \end{cases}
\end{align*}
$$

(10)

where $A$, $B$, and $C$ are the matrices given in (4).

**Remark 4.** $y_d$ is abstracted in the sense that the term
$(A + BC)x - By_d$ of (4) is replaced by $(A + BC)x$ in (10).
Similarly, guards such as $Cx - y_d \leq -1$ are replaced by
$Cx \leq -0.5$ (since $|y_d| \leq 0.5$).

**Remark 5.** In case $0.5 \leq \pm Cx_k \leq 1.5$, the system non-
deterministically takes one of the two available transitions,
the transition taken by the actual system (4) being determined
by the value of the abstracted variable $y_d$.

A quadratic Lyapunov function $x \mapsto x^TPx$ for this system
must then satisfy $x^TPx_{k+1} \leq x^TPx_k$ for all $x_k \in \mathbb{R}^4$
and all possible transitions from $x_k$ to $x_{k+1}$. Hence for all $x \in \mathbb{R}^4$

$$
\begin{align*}
    \begin{cases}
        Cx \leq -0.5 & \Rightarrow (Ax - B)^TP(Ax - B) \leq x^TPx \\
        -1.5 \leq Cx \leq 1.5 & \Rightarrow ((A + BC)x)^TP(A + BC)x \leq x^TPx \\
        Cx \geq 0.5 & \Rightarrow (Ax + B)^TP(Ax + B) \leq x^TPx.
    \end{cases}
\end{align*}
$$

(11)

It is worth noting that we can get rid of the first constraint
by a symmetry argument. Indeed, the first constraint holds
for some $x$ if and only if the third one holds for $-x$. Similarly,
we can remove the left part of the implication in the second
constraint. Indeed, the right part of the implication holds
for some $x$ if and only if it holds for $\alpha x$ and, for a small
enough, $\alpha x$ will satisfy the left part of the implication. Thus
$x \mapsto x^TPx$ is a Lyapunov equation for (10) if and only if for
all $x \in \mathbb{R}^4$

$$
\begin{align*}
    \begin{cases}
        ((A + BC)x)^TP((A + BC)x) \leq x^TPx \\
        Cx \geq 0.5 & \Rightarrow (Ax + B)^TP(Ax + B) \leq x^TPx.
    \end{cases}
\end{align*}
$$

(11)

By defining the vector $x' := [x^T \ 1]^T$, this can be rewritten

$$
\begin{align*}
    \begin{cases}
        x^T(A + BC)^TP(A + BC)x \leq x^TPx \\
        [C \ 0]x' \geq 0.5 & \Rightarrow x^T[A^T]P[A \ B]x' \leq x^TP[I_4 \ 0]P[I_4 \ 0]^Tx'.
    \end{cases}
\end{align*}
$$

By a langrangian relaxation, this holds when there exists a
$\lambda \geq 0$ such that

$$
\begin{align*}
    P - (A + BC)^TP(A + BC) & \geq 0 \\
    [I_4 \ 0]^TP[I_4 \ 0] - [A^T]P[A \ B] - \lambda \begin{bmatrix} C & 0 \\ 0 & C^T \end{bmatrix} & \geq 0
\end{align*}
$$

where $M \succeq 0$ means that the matrix $M$ is positive semi-
definite (i.e., for all $x$, $x^TPx \geq 0$).

We eventually want the template $x^TPx$ to provide an
invariant for the original system with the disturbance $y_d$.
For that purpose, we not only want $(A + BC)^TP(A + BC)$
in the first inequality to be less than $P$ but rather the least
possible, in order to leave some room to later reintroduce
$y_d$. That is, we look for $\tau_{\min}$, the least possible $\tau \in (0, 1)$
satisfying

$$
\tau P - (A + BC)^TP(A + BC) \geq 0
$$

for some positive definite matrix $P$. For any given value of
$\tau$, this is a LMI and a SDP solver can be used to decide
whether a $P$ satisfying it exists or not. Thus, $\tau_{\min}$ can be
efficiently approximated by a bisection search in the interval
$(0, 1)$.

**Remark 6.** $\tau_{\min}$ is also called minimum decay rate [28].

We are thus looking for a positive definite matrix $P$ satisfying

$$
\begin{align*}
    \begin{cases}
        \tau_{\min}P - (A + BC)^TP(A + BC) & \geq 0 \\
        [I_4 \ 0]^TP[I_4 \ 0] - [A^T]P[A \ B] - \lambda \begin{bmatrix} C & 0 \\ 0 & C^T \end{bmatrix} & \geq 0.
    \end{cases}
\end{align*}
$$

This is a LMI and could then be fed to a SDP solver. Un-
fortunately, it has no solution. Indeed, $A$ has eigenvalues
larger than 1 and taking $x$ large enough can break the second
constraint in (11) for any value of $P$.

However, $x$ is saturated when $Cx \geq 1.5$ and it is then
reasonable to expect $Cx$ not to go to far beyond this threshold.
Thus we need to add a constraint $Cx \leq \gamma$ for some $\gamma > 1.5$,
in the hope that the generated invariant will eventually satisfy
it. This results in the following LMI

$$
\begin{align*}
    \begin{cases}
        \tau_{\min}P - (A + BC)^TP(A + BC) & \geq 0 \\
        [I_4 \ 0]^TP[I_4 \ 0] - [A^T]P[A \ B] - \lambda \begin{bmatrix} C & 0 \\ 0 & C^T \end{bmatrix} & \geq 0.
    \end{cases}
\end{align*}
$$

(12)

where $D := [C - 0.5]^T[-C \gamma] + [-C \gamma]^T[C - 0.5]$.

Finally, for a solution $P$ of the above LMI, $x^TPx \leq r_{max}$
should be a good candidate invariant for the original system
(4), with $r_{max} := \frac{\gamma^2}{5}$; the largest $r$ such that $x^TPx \leq r$
implies $Cx \leq \gamma$.

On our running example, 15 bisection search iterations first
enable to compute $\tau_{\min} = 0.9804$ (rounded to four digits).
Then, the values 2, 3, 4... are successively tried for $\gamma$ in (12).
The LMI appears to have a solution for $\gamma = 2$ and $\gamma = 3$ but
not for $\gamma = 4$. The value of $P$ obtained for the last succeeding
value of $\gamma$ ($\gamma = 3$) is then kept as a template and fed to policy
iterations along with $r_{max} = 0.26$. All these computations
(bisection search for $\tau_{\min}$, tests for $\gamma$ and computation of
$r_{max}$) took 0.83s on an Intel Core2 @ 1.2GHz.

This matrix $P$ is the one used in Section 3.2 in which it
had been seen that policy iterations were able to refine the
radius $r_{max} = 0.26$ down to 0.1754 and infer bounds for each
dimension. Despite the fact that the disturbance $y_d$ was
abstracted to generate $P$, it is worth noting that policy
iterations are performed on the complete system, with $y_d$.

**Remark 7.** Although quite heuristic, the choice for $\gamma$ does
not seem that difficult since any value in the interval (2.40, 3.85)
would also have led to a good template.

5. REMOVING REDUNDANT VARIABLES

In previous sections, the analyzed closed loop system was
written as a single set of equations mixing the controller
and the model of the plant (c.f., code of Figures 2 and 4).
However, it would be a lot more convenient to clearly separate
the code of the controller (which is intended to be compiled
and executed on the actual device) and the model of the
plant (a model of the controlled physical system, part of
the specification but not intended to be compiled nor executed).
For our running example, this results in the control flow
graph of Figure 6.

Along the rightmost edge of this graph, the assignment
can be written $x_{k+1} = Ax_k + By_{d,k+1}$ where $x$ denotes the
Figure 6: Control flow graph with extra variables ($x'_{p1}$ denotes $x_{p1} + 0.01 x_{p2} + 0.00005 u$).

vector $[x_c \ x_c \ x_{p1} \ x_{p2} \ y_c \ u]^T$ and

$$A := \begin{bmatrix} 0.499 & -0.05 & 0 & 0 & 1 & 0 \\ 0.01 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0.01 & 1 & 0 & 0.00005 \\ 0 & 0 & 0.01 & 1 & 0.00005 \\ 281.67552 & -28.224 & -1280 & 12.8 & 564.48 & 0.064 \\ \end{bmatrix}$$

$$B := \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 1280 \end{bmatrix}$$

(13)

Matrix $A$ is noticeably singular (for instance, its fifth row is equal to its third one) and we incur less precise or more computationally expensive invariants at best, serious numerical troubles at worse, if we try to compute invariants from it as described in Section 4. Thus, we first have to reduce the number of variables from six to four (the rank of matrix $A$).

**Example 1.** Considering the system defined by $x_0 = 0$ and $x_{k+1} = Ax_k + By_{k+1}$ where $x$ denotes the vector $[u \ v]^T$ and

$$A := \begin{bmatrix} 0.5 & 0.1 \\ 0.25 & 0.05 \end{bmatrix}, \quad B := \begin{bmatrix} 0 \\ 4.5 \end{bmatrix},$$

it appears that $v_{k+1} = 0.5 u_{k+1} + 4.5 y_{k+1}$ for all $k$. Hence$^3$ $u_0 = 0$ and $u_{k+1} = 0.55 u_k + 0.45 y_k$. Assuming that $y_k$ is bounded by 1, this enables to prove that $u_k$ lies in the interval (ellipsoid of dimension 1) $[-1, 1]$ (hence $v_k$ remains in $[-5, 5]$). In comparison, directly analyzing the two-variable system with an ellipsoid of dimension 2 would lead to much larger bounds as illustrated on Figure 7.

From edges of the control flow graph of Figure 6, matrices such as the one of (13) can be extracted. From such $^3$Assuming $y_0 = 0$, we have $v_k = 0.5 u_k + 4.5 y_k$ for all $k$.
matrices, a Gaussian elimination implemented with rational arithmetic allows to discover linear dependencies such as $by_{c+1} = xp_{1,k+1} - yd_{k+1}$ and $u_{c+1} = 564.48 \times c_{0,k+1} - 1280xp_{1,k+1} + 1280yd_{k+1}$ along the rightmost edge of Figure 6. Unfolding these dependencies finally leads to a control flow graph without the redundant variables. For our running example, we obtain the graph of Figure 4.

After this preprocessing, the analysis can proceed from the freshly computed graph as in Sections 3 and 4.

**Remark 8.** Removing redundant variables can also be seen as the discovery and use of linear equality invariants. This symbolic analysis is of particular interest for the following numerical analysis not well suited to handle equalities.

### 6. FLOATING-POINT ROUNDDING ERRORS

Two fundamentally different issues arise with floating-point arithmetic:

- **The analysis itself** is carried out with floating-point computations for the sake of efficiency, this usually works well in practice but might give erroneous results, hence the need for some a-posteriori validation;

- **The analyzed system** uses floating-point arithmetic with rounding errors, making it behave differently from the way it would using real arithmetic.

Proofs of the mathematical results used in this section being rather painful and error prone, they were mechanically checked using the proof assistant Coq [4] which gives us a very high level of confidence in these results. Our development (3.8 kloc of Coq) is available at [http://cavale.enseeiht.fr/formalbounds2014/](http://cavale.enseeiht.fr/formalbounds2014/) and based on the Flocoq library [1] for the formal definition of floating-point arithmetic.

#### 6.1 Floating-Point Arithmetic in the Analyzer

For the sake of efficiency, the SDP solvers used perform all their computations on floating-point numbers and do not offer any strict soundness guarantee on their results. To address this issue, we adopt the following strategy:

- first perform policy iterations with unsound solvers, just padding the equations to hopefully get a correct result;

- then check the soundness of previous result.

From a control flow graph and a set of templates $t_j$, policy iterations return a vector of values $b_{v,j} \in \mathbb{R}$ such that, at each vertex $v$ of the control flow graph, $\bigwedge_j t_j \leq b_{v,j}$ should be an invariant. Since this result was computed using floating-point arithmetic, we have to check it. This amounts to check that for each edge from $v$ to $v'$ in the control flow graph and for each template $t_j$, the following inequality holds

$$b_{v',j} \geq \max \left\{ r(t_j) \mid c \leq c \land \bigwedge_j (t_{j'} \leq b_{v,j'}) \right\} \quad (14)$$

where $c \leq c$ and $r$ are respectively the constraint and the assignments associated to the edge between $v$ and $v'$. Informally, this inequalities mean that, if for all $j$ the constraints $t_j \leq b_j$ hold in vertex $v$, then they also hold in vertex $v'$.

This can be checked efficiently [19], although details are outside the scope of this paper.

#### 6.2 Floating-Point Arithmetic in the Analyzed Program

Up to this point, all computations performed by the analyzed code were assumed to be done in the real field $\mathbb{R}$. However, developers of control systems commonly resort to floating-point numbers.

Floating-point arithmetic can potentially lead to far different results than the ones expected with real numbers [10, 15, 22], thus floating-point computations must be taken into account in our analysis.

**Definition 1.** $\mathbb{F} \subset \mathbb{R}$ denotes the set of floating-point values and $\text{fl}(e) \in \mathbb{F}$ represents the floating-point evaluation of expression $e$ with any rounding mode and any order of evaluation.

**Example 2.** The value $\text{fl}(1 + 2 + 3)$ can be either round($1 + \text{round}(2 + 3)$) or round(round($1 + 2 + 3$)) with round any valid rounding mode (toward $+\infty$ or to nearest for instance).

Taking floating-point arithmetic into account, $(14)$ becomes

$$b_{v',j} \geq \max \left\{ \text{fl}(r(t_j)) \mid \text{fl}(c) \leq \text{fl}(c) \land \bigwedge_j (t_{j'} \leq b_{v,j'}) \right\} \quad (15)$$

since guards $e \leq c$ and assignments $r$ are now performed in $\mathbb{F}$. All the remaining of $(14)$ is kept unchanged since it only corresponds to mathematical expressions (in $\mathbb{R}$) and not to parts of the analyzed program (in $\mathbb{F}$).

We will first see how to handle the guards $\text{fl}(e) \leq \text{fl}(c)$ then the assignments $\text{fl}(r(t_j))$. Our goal is to obtain a slightly modified version of $(14)$ to be able to proceed as in the previous Section 6.1.

**Guards.**

For all guards $e \leq c$, the actually implemented guard is $\text{fl}(e) \leq \text{fl}(c)$ and there can be values of program variables such that the later holds but not the former. Our goal is to define $a' \geq c$ such that $\text{fl}(e) \leq \text{fl}(c)$ implies $e \leq a'$. We will only consider the case of linear guards $a' x \leq a$ with $a \in \mathbb{R}^n$, $c \in \mathbb{R}$, $x \in \mathbb{F}^n$.

**Definition 2.** $\text{eps}$ is the precision of the floating-point format $\mathbb{F}$ and $\text{eta}$ its precision in case of underflows. In particular, we have for all $x, y \in \mathbb{F}$

$$\exists \delta, \eta \in \mathbb{R}, |\delta| \leq \text{eps} \land \text{fl}(x + y) = (1 + \delta)(x + y)$$

and

$$\exists \delta, \eta \in \mathbb{R}, |\delta| \leq \text{eps} \land |\eta| \leq \text{eta} \land \text{fl}(x \times y) = (1 + \delta)(x \times y) + \eta.$$

**Remark 9.** Those are fairly classic notations and results [10, 22]. $\text{eps}$ and $\text{eta}$ are very small constants defined by the floating-point format in use. For instance, $\text{eps} = 2^{-53}(\approx 10^{-16})$ and $\text{eta} = 2^{-1074}(\approx 10^{-323})$ for the IEEE754 binary64 format with a rounding to nearest $\text{Fp}$.\footnote{Order of evaluation matters since floating-point addition is not associative.}

$\text{Fp}$ Usual implementation of type `double` in C.
Theorem 1. Assuming $2(n+1)\varepsilon < 1$, we have for all $a \in \mathbb{R}^n$ and $x \in \mathbb{F}^n$
\[
\left\lfloor \sum_{i=1}^{n} a_i x_i - \sum_{i=1}^{n} a_i x_i \right\rfloor \leq \gamma_{n+1} \sum_{i=1}^{n} |a_i x_i| + 2 \left( n + \sum_{i=1}^{n} |x_i| \right) \varepsilon \eta
\]
where $\gamma_{n+1} := \frac{(n+1)\varepsilon}{1 - (n+1)\varepsilon}$.

This theorem gives us the desired property: for all $c' \geq \delta(c) + \gamma_{n+1} |x|^2 + 2(n+\|x\|) \varepsilon \eta$, the inequality $\delta(c') \leq \delta(c)$ implies $a' x \leq c'$. Since we used templates $\delta_i$ for each variable $x_i$ of the analyzed program, we actually have a bound on $\|x\|$, and it is easy to compute such an appropriate $c'$ (for instance with floating-point arithmetic and rounding toward $+\infty$).

Assignments.

Things are a bit more involved than in the case of guards. We are now looking for a $b'_{\cdot,j} \leq b_{\cdot,j}$ such that $r(t_j) \leq b'_{\cdot,j}$ implies $\delta(r(t_j)) \leq b_{\cdot,j}$, that is $([x^T I]^{T}) P_j R_j [x^T I]^{T} \leq b_{\cdot,j}$ implies $\delta([x^T I]^{T}) P_j \delta([x^T I]^{T}) \leq b_{\cdot,j}$ where $R_j$ and $P_j$ are matrix representations of assignment $r$ and template $t_j$ respectively.\footnote{Remark 10 (About fixed-point arithmetic). In some sense, floating-point arithmetic can seem harder to analyze than fixed-point arithmetic due to the relative error ($\delta$ terms). However, the fact that floating-point usually only induce tiny errors, makes the proof search\footnote{Currently only prototyped as a Scilab script.} then proof checking scheme, used in this section, practical. Fixed-point arithmetic may introduce larger errors which may require the use of more involved proof search techniques, actually taking rounding errors into account.\cite{24,27}.}

Theorem 2. Given matrices $P, R \in \mathbb{R}^{(n+1)\times(n+1)}$, with $2(n+2)\varepsilon \eta < 1$, and scalars $s, b \in \mathbb{R}$ such that $P$ is symmetric positive semi-definite (i.e., $P^T = P$ and $P \succeq 0$) and $P \succeq s I$, for any $x \in \mathbb{R}^n$, denoting $e_i := \gamma_{n+2} |R_{i,1}| \|x^T I\| + 2(n+\|x\|) \varepsilon \eta$, such that $\|e\|_2 \leq b$ and
\[
\delta([x^T I]^{T}) P_j \delta([x^T I]^{T}) \leq b \quad \text{then}
\]
\[
\delta([x^T I]^{T}) \leq \left( \sqrt{b} - \sqrt{\varepsilon \|e\|_2} \right)^2
\]

Theorem 7. Given matrices $P, R \in \mathbb{R}^{(n+1)\times(n+1)}$, with $2(n+2)\varepsilon \eta < 1$, and scalars $s, b \in \mathbb{R}$ such that $P$ is symmetric positive semi-definite (i.e., $P^T = P$ and $P \succeq 0$) and $P \succeq s I$, for any $x \in \mathbb{R}^n$, denoting $e_i := \gamma_{n+2} |R_{i,1}| \|x^T I\| + 2(n+\|x\|) \varepsilon \eta$, such that $\|e\|_2 \leq b$ and
\[
\delta([x^T I]^{T}) P_j \delta([x^T I]^{T}) \leq b \quad \text{then}
\]
\[
\delta([x^T I]^{T}) \leq \left( \sqrt{b} - \sqrt{\varepsilon \|e\|_2} \right)^2
\]

Theorem 8. Given matrices $P, R \in \mathbb{R}^{(n+1)\times(n+1)}$, with $2(n+2)\varepsilon \eta < 1$, and scalars $s, b \in \mathbb{R}$ such that $P$ is symmetric positive semi-definite (i.e., $P^T = P$ and $P \succeq 0$) and $P \succeq s I$, for any $x \in \mathbb{R}^n$, denoting $e_i := \gamma_{n+2} |R_{i,1}| \|x^T I\| + 2(n+\|x\|) \varepsilon \eta$, such that $\|e\|_2 \leq b$ and
\[
\delta([x^T I]^{T}) P_j \delta([x^T I]^{T}) \leq b \quad \text{then}
\]
\[
\delta([x^T I]^{T}) \leq \left( \sqrt{b} - \sqrt{\varepsilon \|e\|_2} \right)^2
\]

Theorem 9. Given matrices $P, R \in \mathbb{R}^{(n+1)\times(n+1)}$, with $2(n+2)\varepsilon \eta < 1$, and scalars $s, b \in \mathbb{R}$ such that $P$ is symmetric positive semi-definite (i.e., $P^T = P$ and $P \succeq 0$) and $P \succeq s I$, for any $x \in \mathbb{R}^n$, denoting $e_i := \gamma_{n+2} |R_{i,1}| \|x^T I\| + 2(n+\|x\|) \varepsilon \eta$, such that $\|e\|_2 \leq b$ and
\[
\delta([x^T I]^{T}) P_j \delta([x^T I]^{T}) \leq b \quad \text{then}
\]
\[
\delta([x^T I]^{T}) \leq \left( \sqrt{b} - \sqrt{\varepsilon \|e\|_2} \right)^2
\]
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APPENDIX

A. PROOFS

This appendix contains proofs not included in the paper.

LEMMA 1. Let $C \in \mathbb{R}^{1 \times n}$ be a non-zero row vector, $P \in \mathbb{R}^{n \times n}$ a positive definite matrix, and $x \in \mathbb{R}^{n \times 1}$ a column vector. Assume $x^T P x \leq 1$. Then

$$|C x| \leq \sqrt{C P^{-1} C^T}$$

PROOF LEMMA 1. To look for an upper and lower bound on $C x$ given the ellipsoid constraint, consider the following extremization problem:

- **extremize** $C x$
- subject to $x^T P x - 1 \leq 0$

Introducing the Lagrangian $L = C x - \lambda (x^T P x - 1)$, an extremal solution $x^*$ must satisfy $\frac{\partial L}{\partial x}$, that is:

$$C - \lambda x^* P = 0 \quad (17)$$

Multiply (17) by $x^*$ to the right and solve for $\lambda$:

$$\lambda = \frac{C x^*}{x^T P x^*}$$

(17) and multiplying by $C P^{-1}$ on the left:

$$C P^{-1} C^T - \lambda C x^* = 0 \quad \Leftrightarrow \quad C P^{-1} C^T - (C x^*)(C x^*) = 0$$

$$\Leftrightarrow \quad C x^* = \pm \sqrt{C P^{-1} C^T}$$

The two solutions yield the required upper and lower bound on $C x$. $\square$

To prove Theorem 1, we first need the following lemma.

LEMMA 2. Assuming $(n-1) \epsilon < 1$, for all $x \in \mathbb{R}^n$, there exists $\theta \in \mathbb{R}^n$ such that for all $i$, $|\theta_i| \leq \gamma_{n-1}$ and

$$\text{fl} \left( \sum_{i=1}^n x_i \right) = \sum_{i=1}^n (1 + \theta_i) x_i.$$ 

PROOF LEMMA 2. According to Definition 2, if the sum is computed from left to right, there exists $\delta_{n-1} \in \mathbb{R}$ such that $|\delta_{n-1}| \leq \epsilon$ and

$$\text{fl} \left( \sum_{i=1}^n x_i \right) = \text{fl} \left( \sum_{i=1}^{n-1} x_i + x_n \right)$$

$$(1 + \delta_{n-1}) \left( \text{fl} \left( \sum_{i=1}^{n-1} x_i \right) + x_n \right).$$

Then, by an immediate induction, there exists $\delta \in \mathbb{R}^{n-1}$ such that for all $i$, $|\delta_i| \leq \epsilon$ and

$$\text{fl} \left( \sum_{i=1}^n x_i \right) = \left( \prod_{j=1}^{n-1} (1 + \delta_j) \right) x_1 + \sum_{i=2}^n \left( \prod_{j=1}^{n-1} (1 + \delta_j) \right) x_i.$$ 

According to classic results [10, Lemma 3.3] about the terms $\gamma_k := \frac{k \epsilon}{1 - \epsilon}$, for all $i$, there exists $\theta_i \in \mathbb{R}$ such that $|\theta_i| \leq \gamma_{n-1} + 1$ and $\prod_{j=1}^{n-1} (1 + \delta_j) = 1 + \delta_i$, hence the result.$^\dagger$

$^\dagger$A similar proof can be performed if the sum is not computed in this left-right order.

PROOF THEOREM 1. According to Lemma 2, there exists $\theta \in \mathbb{R}^n$ such that for all $i$, $|\theta_i| \leq \gamma_{n-1}$ and

$$\text{fl} \left( \sum_{i=1}^n a_i x_i \right) = \sum_{i=1}^n (1 + \theta_i) \text{fl}(a_i x_i).$$

Then, according to Definition 2, there exist $\delta, \eta \in \mathbb{R}^n$ such that for all $i$, $|\delta_i| \leq \epsilon$, $|\eta_i| \leq \eta$ and

$$\text{fl} \left( \sum_{i=1}^n a_i x_i \right) = \sum_{i=1}^n (1 + \theta_i) \left( (1 + \delta_i) \text{fl}(a_i x_i) + \eta_i. \right)$$

Since $x_i \in \mathbb{F}$, $\text{fl}(x_i) = x_i$ but $a_i \in \mathbb{R}$ hence $\text{fl}(a_i) = (1 + \delta_i) a_i + \eta_i$, for some $\delta_i, \eta_i \in \mathbb{R}$, $|K| \leq \epsilon$ and $|\eta_i| \leq \eta$. Hence

$$\text{fl} \left( \sum_{i=1}^n a_i x_i \right) = \sum_{i=1}^n (1 + \theta_i) ((1 + \delta_i)(1 + \delta_i) a_i x_i + (1 + \theta_i)(1 + \delta_i) a_i x_i + (1 + \delta_i) \eta_i) \leq \eta.$$ 

According to classic results [10, Lemma 3.3] about the terms $\gamma_k$, for all $i$, there exists $\theta_i' \in \mathbb{R}$ such that $|\theta_i'| \leq \gamma_{n+1}$ and $(1 + \theta_i)(1 + \delta_i)(1 + \delta_i) = 1 + \theta_i'$. Similarly, there exists $\theta_i'' \in \mathbb{R}$ such that $|\theta_i''| \leq \gamma_{n+1}$ and $(1 + \theta_i)(1 + \delta_i) = (1 + \theta_i')$, which gives

$$\text{fl} \left( \sum_{i=1}^n a_i x_i \right) = \sum_{i=1}^n (1 + \theta_i')(1 + \delta_i)(1 + \delta_i) a_i x_i + (1 + \theta_i) \eta_i.$$ 

Then

$$\text{fl} \left( \sum_{i=1}^n a_i x_i \right) - \sum_{i=1}^n \text{fl}(a_i x_i) = \sum_{i=1}^n \theta_i' a_i x_i + \sum_{i=1}^n \theta_i' \eta_i x_i + (1 + \theta_i) \eta_i.$$ 

We can notice that

$$\sum_{i=1}^n \theta_i' a_i x_i \leq \sum_{i=1}^n \theta_i' |a_i x_i| \leq \sum_{i=1}^n \gamma_{n+1} |a_i x_i| = \gamma_{n+1} \sum_{i=1}^n |a_i x_i|$$

and similarly

$$\sum_{i=1}^n (1 + \theta_i') \eta_i x_i + (1 + \theta_i) \eta_i \leq 2 \left( n + \sum_{i=1}^n |x_i| \right) \eta$$

since $|\theta_i''| \leq \gamma_{n+1}$ and $|\theta_i| \leq \gamma_{n-1} \leq 1$, which finally gives the result. $\square$

PROOF THEOREM 2. Denoting $y := R[x 1]^T$ we have, thanks to Theorem 1, $|y_i - y_i| \leq \epsilon$, hence $\text{fl}(y_i) = y_i + \delta_i e_i$ for some $\delta_i \in \mathbb{R}$ such that $|\delta_i| \leq 1$. Thus, denoting $D$ the diagonal matrix such that for all $i$, $D_{ii} = \delta_i$, we have

$$\text{fl}(y)^T P \text{fl}(y) = (y + D e)^T P (y + D e)$$

$$= y^T P y + e^T D^T P D e + 2y^T P D e.$$ 

Then, by Cauchy-Schwarz inequality

$$\text{fl}(y)^T P \text{fl}(y) \leq y^T P y + e^T D^T P D e + 2\sqrt{y^T P y} \sqrt{e^T D^T P D e}$$

and since $P \preceq s I$

$$\text{fl}(y)^T P \text{fl}(y) \leq y^T P y + s \|e\|^2 + 2\sqrt{y^T P y} \sqrt{\|e\|^2}.$$ 

Hence the result, since $y^T P y \leq \sqrt{s} - \sqrt{\|e\|^2}$. $\square$