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Effective negative specific heat by destabilization of metastable states in dipolar systems
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We study dipolarly coupled three-dimensional spin systems in both the microcanonical and the canonical
ensembles by introducing appropriate numerical methods to determine the microcanonical temperature and by
realizing a canonical model of heat bath. In the microcanonical ensemble, we show the existence of a branch
of stable antiferromagnetic states in the low-energy region. Other metastable ferromagnetic states exist in this
region: by externally perturbing them, an effective negative specific heat is obtained. In the canonical ensemble,
for low temperatures, the same metastable states are unstable and reach a new branch of more robust metastable
states which is distinct from the stable one. Our statistical physics approach allows us to put some order in the
complex structure of stable and metastable states of dipolar systems.
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For long-range interactions [1,2], the dimensionality of the
sample is larger than or equal to the decay exponent of the
power-law interaction itself. Among the most exotic manifes-
tations of long-range interactions is negative specific heat. As
an example, for self-gravitating systems there is an energy re-
gion where temperature increases with a loss of energy [3-5].
Experimental observations of negative specific heat have been
reported for atomic clusters near phase transitions [6,7]. On
the theoretical side, two-dimensional systems [8] and mean-
field models [1] have been shown to display negative specific
heat in the microcanonical ensemble. On the other hand, it has
been observed that the phenomenon of negative specific heat
is tightly related with the general notion of inequivalence of
ensembles [9,10]. However, there is not yet a clear laboratory
experiment which shows negative specific heat for samples
of macroscopic size, where one could directly study the
phenomenon and devise possible applications.

Dipolar forces are marginal examples among long-range
interacting systems, because the interaction strength among
spins decays as 1/r3 in three dimensions. There is an open
question whether such forces could induce negative specific
heat and ensemble inequivalence. Previously, another fea-
ture of long-range interactions, i.e., ergodicity breaking, was
shown for a model of dipolar spins by reducing it to an
effective mean-field model [11,12]. Numerical simulations
show that this exotic feature appears only for needle-shaped
samples (i.e., when the aspect ratio is large) and when, ad-
ditionally, one has spontaneous magnetization in zero field.
However, it has been argued in Ref. [12] that, in the thermo-
dynamic limit [13], the ferromagnetic state survives only in
the case of a body-centered-cubic lattice. Despite this fact,
we show in the present Rapid Communication that, when
considering a finite simple cubic lattice with 2 x 2 base and
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a large aspect ratio ergodicity breaking and negative specific
heat are found. By slightly increasing the base size to 3 x 3,
the sample loses all these features, which are therefore absent
also in the thermodynamic limit. However, we show below
that the simple cubic lattice displays also a ferrimagnetic (only
partially magnetized) state which could persist also in the
thermodynamic limit and show some of the exotic properties
of long-range interactions.

Realizing the microcanonical ensemble for spin systems is
straightforward by the direct integration of the Hamiltonian
equations of motion. On the contrary, the realization of canon-
ical ensemble is more complex. It requires the introduction of
the Landau-Gilbert damping term in the equations of motion
and the coupling with a Nosé-Hoover thermostat adapted to
spin variables [14].

In this Rapid Communication, we consider dipolarly cou-
pled spin systems and we study them in both the micro-
canonical and canonical ensembles. These systems could be
experimentally realized using, e.g., cobalt nanoparticles [15].
In particular, we consider a setup, in which a magnetized
dipolar system with a simple cubic lattice structure interacts
with a short-range spin chain (see Fig. 1). Due to the in-
teraction, the magnetized state is destabilized and converts
into an antiferromagnetic one. If one defines the specific heat
of the system in this particular process as the ratio between
the exchanged energy and the microcanonical temperature
difference, the effective specific heat takes negative values
depending on the size of the sample. The same process, when
observed in the canonical ensemble, follows a completely
different pathway which leads in some cases to a metastable
partially ferromagnetic state.

The Hamiltonian of our system consists of classical
spins interacting through dipolar forces and can be written
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FIG. 1. Schematic representation of a dipolar spin system (D)
coupled to a short-range spin chain (S): (a) initial state where both D
and S are ferromagnetic; (b) final state where D is antiferromagnetic
and S is paramagnetic. In the transition, AEp <0 and ATp > 0
showing a negative specific heat of D, while the specific heat of the
bath is positive: AEg > 0 and ATg > 0.

as follows:
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where S; is a unit spin vector attached to the ith site of a
lattice and r;; is a displacement vector between the ith and
the jth site. In this problem, we have a length scale a (lattice
spacing) and an energy scale € = o0 2/(4ma’) of the dipolar
interactions. For instance, in the case of cobalt nanoparticles
with magnetic moment o ~ 2 x 10° 3 and separation length
a ~ 20 nm (see, e.g., Ref. [15]), this energy could be as large
as 2500 K (uq is the vacuum permeability and pp the Bohr
magneton). The dynamics of the system is described by the
equations of motion

% = y[S; x H;] where H,-:—ég—:. )
Here, y is the gyromagnetic ratio, distance is measured in
units of a, and time in units of 7y = 20 /(y€). We are con-
sidering dipolar needles with simple cubic lattice structure
that consists of 200 spins with geometry 2 x 2 x 50. If one
restricts the interaction between the spins only to nearest
neighbors in Eq. (1), then the ground state is antiferromagnetic
in the transverse direction and ferromagnetic in the longitu-
dinal direction: there cannot be any magnetized state in the
system. However, if the interaction is all-to-all, long-range
effects cause the appearance of stable magnetized states in the
microcanonical ensemble.

In Ref. [12], model (1) has been mapped into a reduced
one-dimensional spin chain where each spin in the chain
represents the averaged magnetization in a transversal layer
of the original model. Then, the Hamiltonian of the reduced
one-dimensional model describes competing antiferromag-
netic short-range and ferromagnetic mean-field interactions.
The reduced model can be solved analytically in both the

microcanonical and the canonical ensembles. The phase di-
agram reveals ensemble inequivalence with negative specific
heat in the microcanonical case and temperature jumps [16].
Although the correspondence of the initial three-dimensional
model to its reduced one-dimensional counterpart is qualita-
tively well justified, the quantitative description is not satis-
factory and one cannot directly relate the analytical results for
the one-dimensional model to the realistic three-dimensional
situation (1). Therefore, one should find ways to deal directly
with the three-dimensional Hamiltonian using numerical
simulations.

As a first step in this direction, we recall the definition
of microcanonical temperature 1/7, = 0S/0E as the ratio
between an infinitesimal change of energy and the corre-
sponding shift in entropy [17,18]. From this definition follows
a well-known caloric curve in the case of one-dimensional
spin chains with nearest-neighbor coupling K,

T, = K 3)
B L-1(=E/K)’
where £ is the energy per spin and L(x) = coth(x) — 1/x is
the Langevin function. The same microcanonical formula for
the temperature can be used for the dipolar Hamiltonian (1)
and one obtains the explicit expression [19]
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where V; = 0/0S;. This method allows us to compute nu-
merically the instantaneous microcanonical temperature as a
dynamical variable.

The next step consists in constructing a thermal bath in
order to study our system within the canonical ensemble. For
this purpose, we couple each dipolar spin S to a heat bath spin
J via the following short-range coupling:

Hy = —%S I (5)

Heat bath spins J are thermalized using the method introduced
in Ref. [14] since the standard Nosé-Hoover thermostat [20]
cannot work here because spins are not canonical variables
and, moreover, one has to keep the spin length fixed. We
have checked that even if we couple only partially the bulk
dipolar spins (in order to save simulation time), we obtain
similar results to when we couple all the spins of the bulk.
According to Ref. [14], bath spins are described by adding a
spin length preserving damping term to the equation of motion
(1) as follows:

dJ

=1 xS+ ;gz(m)u x Agl, (©6)

where index ¢ numbers the damping terms (typically we
use two of them in the thermalization process), A, are arbi-
trary vectors satisfying the conditions d/dJ x A, # 0, and 7,
are additional phase-space variables. In order to derive the
equations of motion of these additional variables, one has
to extend the phase space and define the probability distri-
bution function f(J, ne) ~ exp (—[Ha + Y, Ge(ne)/ete]/T)
with canonical temperature 7 and use a Liouville continuity
equation in terms of the bath spin variables J and of the

030102-2



EFFECTIVE NEGATIVE SPECIFIC HEAT BY ...

PHYSICAL REVIEW E 101, 030102(R) (2020)

0.6 T
¢ Canonical Antiferromagnetic
< 05 % Microcanonical Antiferromagnetic ¢ il
© * Microcanonical Ferromagnetic * ®
I L [ SN |
2 04 L <& % ¥ X
S o
= 11
g 03 *x3 11 i
=
: W Ol
o 0.2f O 1
g o * 1
) (I —x
Fooar & 1 RETT
&@f 11 ___,———"
oL---""
0 . . . ; . .
-2.5 2.4 -2.3 2.2 -2.1 -2 -1.9 -1.8

Energy per spin [Units of ¢]

FIG. 2. Caloric curves (temperature vs energy) for different
phases in the canonical and microcanonical ensembles. The arrow
shows a transition from microcanonical ferromagnetic to antiferro-
magnetic states in which the specific heat is negative. The transition
occurs when the dipolar system is put in contact with a short-range
spin chain which perturbs the metastable ferromagnetic state.

heat bath additional degrees of freedom 7, with the condition
ong/one, = 0. Then, using Eq. (6), one gets the condition
ge(n¢) = 0G¢(n¢)/9n, and the equations of motion for 7,

e ae{S-[J X Al - T[;—J x A@} ~J}. @
As anticipated, in the numerical simulations, we use two
damping terms with the corresponding additional heat bath
phase space degrees of freedom 7, and n,. Moreover,
we choose the arbitrary vectors as Ay = (J;, Jy, Jy), Ax =
(Jy, =Jx, 0) and the damping functions g;(n;) = (n)® and
g2(n2) = na. In all our numerical simulations, we set the
heat bath contact values to oy = o = 2. Thus, the heat bath
evolution Egs. (6) and (7), together with Egs. (1), (2), and (5)
associated with the dipolar spin system, provide a canonical
setup for our dipolar magnetic needle. The microcanonical
setup is simply obtained by removing the heat bath and
measuring the temperature via formula (4).

We have tested the validity of the expression for micro-
canonical temperature (4) by using it in conditions of thermal
equilibrium, when the dipolar system is in contact with the
canonical thermal bath at temperature 7': the value of the time-
averaged dynamical temperature 7, was always in excellent
agreement with the thermal bath temperature 7. On the other
hand, we have connected a short spin chain with nearest-
neighbor coupling K (typically K = €/2) to the dipolar needle
with the aim of using it as a “thermometer” of the dipolar
system: in this case the spin chain temperature obtained with
formula (3) coincides with the microcanonical temperature
computed using formula (4) for the dipolar system. In order
to reduce numerical errors and to obtain a better energy
conservation, we have devised a second order symplectic
integrator [21] inspired by Yoshida’s approach [22].

We are now ready to discuss caloric curves (temperature vs
energy) for both the microcanonical and canonical ensembles
in different conditions. In microcanonical simulations, we
have started the system in both a fully magnetized state along
the needle longitudinal direction and in an “antiferromag-
netic” initial state (antiferromagnetic in the transverse plane

and ferromagnetic in the longitudinal direction) (see Fig. 1).
In both cases, in order to increase the energy of the initial
state, we add a small random transversal component to each
spin. Temperature is measured by averaging over time the
dynamical quantity (4) in the steady state. We show in Fig. 2
the results of these simulations by representing the caloric
curves (temperature vs energy) of both the antiferromagnetic
and the magnetic states. In agreement with Ref. [12], we see
the coexistence of antiferromagnetic and magnetic states in
a tiny range of energy per spin [—2.135¢, —2.125¢] if the
aspect ratio of the system is quite large. In particular, in
order to realize a robust ferromagnetic state one should take
at least a 2 x 2 x 32 dipolar system. Therefore, in numerical
simulations, we use a quasi-one-dimensional sample of the
size 2 x 2 x 50 in order to clearly monitor the phase transition
process. For the magnetized states, we monitor approximately
the same averaged magnetization ~0.94. Figure 2 also shows
that there is a sharp temperature jump between antiferromag-
netic and ferromagnetic states in the range where the energies
of those states are the same when the dipolar system is put
in contact with a short-range spin chain which destabilizes
the ferromagnetic state. It is also clearly seen that the jump is
accompanied by a small energy decrease (see the arrow in the
inset of Fig. 2) which induces a negative specific heat Cp < 0.

In the canonical ensemble, we examine the dipolar spin
system by applying a thermal bath according to Egs. (6)
and (7). Excluding the temperature range in which antifer-
romagnetic and magnetized states coexist, the caloric curves
agree with those of the microcanonical ensemble (see Fig. 2),
revealing ensemble equivalence. From the same figure one can
see that the microcanonical temperature for which magnetized
states could be realized in the microcanonical ensemble spans
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FIG. 3. Time evolution of magnetization, energy, and temper-
ature of initially magnetized dipolar systems in the canonical en-
semble. After the contact with a thermal bath having a temperature
T = 0.0375, corresponding to microcanonical ferromagnetic states,
the system transforms into a partially antiferromagnetic state shown
as green (light-gray) curves. For a larger thermal bath temperature,
T = 0.1, the system goes directly to an antiferromagnetic state
displayed as blue (dark-gray) curves in the figure.
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FIG. 4. Time evolution of temperature and energy for both the
dipolar system and the spin chain during the transition between mi-
crocanonical ferromagnetic state and antiferromagnetic states. Both
systems are initially prepared in a ferromagnetic state. Panels (a) and
(b) show the evolution of the energies, while (c¢) and (d) display
the evolution of the temperature for the dipolar system and for the
spin chain, respectively. The arrows in (b) show schematically the
initial and final distributions of spins in the spin chain, while those
in (c) represent the transition from ferromagnetic to antiferromag-
netic ordering of the dipolar system. The horizontal dashed line in
(d) shows the average final temperature of the spin chain, which
coincides with the temperature of the dipolar system in the final state.

in the range 0.035 < T, < 0.04. If one applies the thermal
bath with larger temperatures, e.g., T = 0.1 (see Fig. 3
blue curves), one observes that magnetized states become
quasistationary and are destabilized after a short time. If
instead we attempt to thermalize a magnetized state with the
bath temperature in the above range of temperatures for which
ferromagnetic states are present in the microcanonical ensem-
ble, one observes the emergence of partially antiferromagnetic
states. For example, for the bath temperature 7 = 0.0375
the time evolution of the system is shown in Fig. 3 with
green curves.

We have also performed numerical experiments in order
to analyze in more detail the transition with negative specific
heat in the microcanonical ensemble. We start the simulation
by preparing the dipolar system with magnetization ~0.94
and microcanonical temperature 0.035, while a spin chain
with six spins is prepared in the ground state at zero tem-
perature. In Fig. 4, we show the time evolution of both the
energy and the temperature for the two systems. For the
dipolar system, one clearly observes a decrease of energy
corresponding to an increase of temperature, while for the
spin chain both energy and temperature increase. The final
temperature for the two systems is the same, equal to 0.38
in units of €.

The underlying physics of this transition is clearly seen
from the caloric curves presented in Fig. 2. Indeed, the
initial microcanonical temperature of the dipolar needle is
higher than the spin chain temperature 7, > Ts. Therefore,
since the energy should flow from hot to cold, the energy of
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FIG. 5. Panel (a): Final microcanonical temperature (red solid
line) reached by the dipolar system after the contact with the spin
chain as a function of the number of spins N in the spin chain. The
curve is obtained using energy conservation, given by relation (8).
The dashed blue (upper) and green (lower) horizontal lines display
the initial temperatures of the dipolar system and the spin chain,
respectively. The inset shows the respective energy gain and loss.
Panel (b): specific heat values Cp and Cs of the dipolar system and
spin chain versus the number of spins N in the chain.

the dipolar system unavoidably decreases, which determines
the transition to the antiferromagnetic state. The temperature
of the dipolar system increases only if the spin chain is
small enough because it is not capable of getting a large
amount of energy from the dipolar system. The final tem-
perature can be heuristically calculated from the total energy
conservation

Ep 4+ NE(T,, = 0) = Ep(T,,) + NE(T,,), ®)

where E}) is the energy of the magnetized state of the dipolar
needle, N is the number of spins in the spin chain, £g(7},) is
derived by inverting formula (3), and Ep(7},) is obtained from
the caloric curve for the antiferromagnetic state of the dipolar
needle presented in Fig. 2. When increasing the number of
spins N of the spin chain, the temperature difference ATy
is even larger providing a larger (proportional to N) energy
exchange between the two systems. As a result, negative spe-
cific heat increases in modulus when increasing the number
of spins in the spin chain, thus it depends on the size of
the spin chain in contact with the dipolar system. We have
analyzed this nontrivial behavior on the basis of relation
(8) (see Fig. 5). Specific heat values per spin are calculated
as Cp = AEp/(200ATp) and Cs = AEg/(NATs). We then
keep the number of spins in the dipolar system unchanged
to 200 = 2 x 2 x 50 and vary the number N of spins in the
chain. Figure 5 shows that the specific heat of the dipolar
system Cp increases with N in modulus and stays negative
up to values of N &~ 1500. For larger values of N, the specific
heat of the dipolar system is positive. As expected, the values
of the specific heat of the spin chain, Cg, stay constant when
varying the number of spins in the chain.

In conclusion, we have shown the presence of negative spe-
cific heat in dipolarly coupled three-dimensional spin systems
in the microcanonical ensemble. We interpret such a curious
thermal behavior as a transition process between different
caloric curves induced by the interaction of the bulk of the
system with the spin chain. We have realized the canonical en-
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semble simulations by employing a clever algorithm that uses
the notion of a Nosé-Hoover thermostat [14]. The dynamical
process is totally different in this latter ensemble and finally
leads to a partially magnetized state with no negative specific
heat. This result confirms the global picture that ensembles be-
have differently when forces are marginally long range. In the
thermodynamic limit, when both the transversal and the longi-
tudinal size of the dipolar system are increased keeping aspect
ratio large, the fully magnetized state cannot be observed in
the microcanonical ensemble as argued in Ref. [12]. Instead,
a ferrimagnetic state with magnetization approximately equal
to 1/2 (similar to the one shown in Fig. 3) can be realized.

Thus, one still has a coexistence of magnetized and antifer-
romagnetic states in the microcanonical ensemble and the
presence of negative specific heat is unavoidable in the transi-
tion process. Experiments with magnetic nanoparticles could
reveal the presence of negative specific heat in macroscopic
samples.
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