# Enhanced stochastic oscillations in autocatalytic reactions 

Thierry Dauxois<br>Laboratoire de Physique, Ecole Normale Supérieure Lyon, CNRS, France<br>Francesca Di Patti<br>CSDC Centro Interdipartimentale per lo Studio delle Dinamiche Complesse and INFN, University of Florence, via G. Sansone 1, 50019 Sesto Fiorentino, Italy<br>Duccio Fanelli<br>Dipartimento di Energetica "S. Stecco" and INFN, University of Florence, via S. Marta 3, 50139 Florence, Italy<br>Alan J. McKane<br>Theoretical Physics, School of Physics and Astronomy, University of Manchester, Manchester M13 9PL, United Kingdom

(Received 22 October 2008; published 24 March 2009)


#### Abstract

We study a simplified scheme of $k$ coupled autocatalytic reactions, previously introduced by Togashi and Kaneko. The role of stochastic fluctuations is elucidated through the use of the van Kampen system-size expansion and the results compared with direct stochastic simulations. Regular temporal oscillations are predicted to occur for the concentration of the various chemical constituents, with an enhanced amplitude resulting from a resonance which is induced by the intrinsic graininess of the system. The associated power spectra are determined and have a different form depending on the number of chemical constituents $k$. We make detailed comparisons in the two cases $k=4$ and $k=8$. Agreement between the theoretical and numerical results for the power spectrum is good in both cases. The resulting spectrum is especially interesting in the $k=8$ system, since it has two peaks, which the system-size expansion is still able to reproduce accurately.
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## I. INTRODUCTION

Autocatalytic reactions have long fascinated physicists and chemists because of their unique features [1]. A chemical reaction is called autocatalytic if one of the reaction products is itself a catalyst for the chemical reaction. Part of the reason for the interest in these types of reactions stems from the fact that even if only a small amount of the catalyst is present, the reaction may start off slowly but will quickly speed up once more catalyst is produced. If the reactant is not replaced, the process will again slow down, producing the typical sigmoid shape for the concentration of the product. All this is for a single chemical reaction, but of greater interest is the case of many chemical reactions, where one or more reactions produce a catalyst for some of the other reactions. Then the whole collection of constituents is called an autocatalytic set [2]. In addition to the interesting properties of autocatalytic sets, there is also an intriguing possibility that "bootstrap" reactions such as this may have had an important role in producing complex or self-replicating molecules required for the origin of life on earth [3-6].

Theoretical studies of the properties of autocatalytic reactions are typically of two kinds. In the first, rate equations for the reactions are written down and these are either solved numerically or their properties investigated using the techniques used in the study of dynamical systems. An alternative is to carry out computer simulations of the actual reactions themselves. However, there is a third possibility. Using methods from the theory of stochastic processes, an analytic approach to the full model (and not just the mean-field version) is possible. In the last few years, this last approach has been used for systems which are closely related to autocata-
lytic reactions such as predator-prey interactions [7], metabolic reactions [8], and epidemic models [9]. These all show oscillatory behavior in the number of individuals or constituents, which arise from feedbacks. These oscillations are distinct from the limit cycles found in the rate equations and are purely stochastic in origin. The main tool that is used to analyze these systems is the system-size expansion of van Kampen [10,11] which gives very good agreement with the simulation results, even for systems of a moderate size.

In this paper, we apply this technique to the autocatalytic reaction scheme studied by Togashi and Kaneko [12,13]. In most autocatalytic reactions, there are two types of constituent: the autocatalytic and the substrate. The number of the latter type is kept constant by continually feeding them in; however the former is not injected nor extracted from the system. In this sense, the system is closed as far as the autocatalytic constituents are concerned but open for the substrate. In the scheme that Togashi and Kaneko investigated, the reactions are cyclic, with $k$ constituents $X_{1}, \ldots, X_{k}$ reacting according to $X_{i}+X_{i+1} \rightarrow 2 X_{i+1}$ with $X_{k+1} \equiv X_{1}, i=1, \ldots, k$. The chemicals are assumed to be in a container which is well stirred but with the possibility of diffusing across the surface of the container into a particle reservoir.

In their approach, Togashi and Kaneko [12,13] used only computer simulation to study this reaction scheme. The analytic techniques which we will use begin by writing down the master equation for their reaction scheme and then studying it through a systematic expansion in $N^{-1 / 2}$, where $N$ is the system size. To the leading order, one finds the rate equations which appear in [12], and to the next-to-leading order a Langevin equation which describes the fluctuations about the stable fixed point of the rate equations. From previous work,
we expect that (i) this first-order correction will be sufficient to yield results which are in good agreement with simulation data; (ii) the large amplitude of the oscillations can be understood as a resonant effect. One of the strengths of the technique is that the next-to-leading-order corrections give linear Langevin equations which can be analyzed exactly for arbitrary values of $k$.

The outline of the paper is as follows. In Sec. II we derive the equations which govern the dynamics of the system: both in the deterministic limit and for the fluctuations about this limit. These fluctuations are analyzed in Sec. III by calculating the power spectra for each chemical species $i$. Theoretical predictions are then compared to direct simulations for the case $k=4$ and $k=8$. Finally in Sec. IV we sum up and discuss possible future work. An Appendix contains the intermediate steps required to find the equations given in the main text.

## II. GOVERNING EQUATIONS

The autocatalytic reaction scheme described in Sec. I can be formulated as

$$
\begin{gather*}
\stackrel{r_{i+1}}{X_{i}+X_{i+1}} 2 X_{i+1}, \quad X_{k+1} \equiv X_{1} \\
\quad \alpha_{i} \quad \stackrel{\beta_{i}}{\longrightarrow} X_{i} ; \quad X_{i} \longrightarrow E, \quad i=1, \ldots, k \tag{1}
\end{gather*}
$$

Here $r_{i}, \alpha_{i}$, and $\beta_{i}$ (with $r_{k+1} \equiv r_{1}$ ) are the rates at which the reactions take place and $E$ is the null constituent. Such constituents have to be included so that the number of molecules of type $X_{i}$, denoted by $n_{i}$, are all independent. If the size of the system is denoted by $N$ then $\sum_{i=1}^{k} n_{i}+n_{E}=N$, where $n_{E}$ is the number of null constituents. While $N$ is fixed, $n_{E}$ may vary as the total number of molecules changes with time. In practice, $n_{E}$ does not explicitly appear in the formalism; it is always replaced by $N-\sum_{i=1}^{k} n_{i}$. The rate constants $\alpha_{i}$ and $\beta_{i}$ in Eq. (1) represent the interactions of the system with the particle reservoir outside the container. In effect $\alpha_{i}$ and $\beta_{i}$ are the rate at which molecules appear and disappear from the system and thus are analogous to birth and death rates.

As an aside, we note that reaction rates which result from a binary encounter should be scaled by the volume of the system $V$. That is, $r_{i} \rightarrow r_{i} / V$. This follows from a straightforward kinetic theory argument [14]. This is an innocent modification as far as this study is concerned, since it is carried out at constant volume, but it becomes crucially important when the volume is allowed to change, as it does in the analysis of the phase transition reported in [12,13].

The state of the system is labeled by the set of integers $\left\{n_{1}, \ldots, n_{k}\right\}$ and, under the assumption that the transitions from this state to any other only depend on these integers, the system is Markov and may be described in terms of a master equation. In constructing the master equation, we need to give the transition rates $T\left(\boldsymbol{n}^{\prime} \mid \boldsymbol{n}\right)$ from the state $\boldsymbol{n}$ to the to the state $\boldsymbol{n}^{\prime}$, where $\boldsymbol{n} \equiv\left(n_{1}, \ldots, n_{k}\right)$. If the system is well stirred, so that the probability of a reaction taking place is proportional to its rate and the number of reactant molecules then from Eq. (1) these transition rates are

$$
\begin{gather*}
T\left(n_{1}, \ldots, n_{i}-1, n_{i+1}+1, \ldots, n_{k} \mid \boldsymbol{n}\right)=r_{i+1} \frac{n_{i}}{N} \frac{n_{i+1}}{N}, \\
T\left(n_{1}, \ldots, n_{i}+1, \ldots, n_{k} \mid \boldsymbol{n}\right)=\alpha_{i}\left(1-\frac{\sum_{j=1}^{k} n_{j}}{N}\right), \\
T\left(n_{1}, \ldots, n_{i}-1, \ldots, n_{k} \mid \boldsymbol{n}\right)=\beta_{i} \frac{n_{i}}{N} \tag{2}
\end{gather*}
$$

The master equation for the probability that the system is in state $\boldsymbol{n}$ at time $t, P(\boldsymbol{n}, t)$, may now be written down

$$
\begin{align*}
\frac{d P(\boldsymbol{n}, t)}{d t}= & \sum_{i=1}^{k}\left(\mathcal{E}_{i} \mathcal{E}_{i+1}^{-1}-1\right) \\
& \times\left[T\left(n_{1}, \ldots, n_{i}-1, n_{i+1}+1, \ldots, n_{k} \mid \boldsymbol{n}\right) P(\boldsymbol{n}, t)\right] \\
& +\sum_{i=1}^{k}\left(\mathcal{E}_{i}^{-1}-1\right)\left[T\left(n_{1}, \ldots, n_{i}+1, \ldots, n_{k} \mid \boldsymbol{n}\right) P(\boldsymbol{n}, t)\right] \\
& +\sum_{i=1}^{k}\left(\mathcal{E}_{i}-1\right)\left[T\left(n_{1}, \ldots, n_{i}-1, \ldots, n_{k} \mid \boldsymbol{n}\right) P(\boldsymbol{n}, t)\right] \tag{3}
\end{align*}
$$

where $\mathcal{E}_{i}^{ \pm 1}$ are the step operators introduced by van Kampen [10],

$$
\begin{equation*}
\mathcal{E}_{i}^{ \pm 1} f(\boldsymbol{n})=f\left(n_{1}, \ldots, n_{i} \pm 1, \ldots, n_{k}\right) \tag{4}
\end{equation*}
$$

Equations such as Eq. (3) are difficult to analyze, but if one is particularly interested in large or moderately sized values of $N$ then the system-size expansion provides an elegant way of encapsulating the essential aspects of the model. The key assumption of the method is to write [10]

$$
\begin{equation*}
\frac{n_{i}}{N}=\phi_{i}(t)+\frac{\xi_{i}(t)}{\sqrt{N}} \tag{5}
\end{equation*}
$$

From this relation $\lim _{N \rightarrow \infty}\left(n_{i} / N\right)=\phi_{i}(t)$, the fraction of the molecules which are of type $X_{i}$ at time $t$, within the meanfield $(N \rightarrow \infty)$ limit. The fluctuations $\xi_{i}(t)$ about these are assumed to be Gaussian, hence the $1 / \sqrt{N}$ in Eq. (5). One of the consequences of this assumption is that one is looking at a regime sufficiently far from boundaries that the probability density functions of the $X_{i}$ are Gaussian. This implies that stochastic extinctions will not be well described by the method, at least to the leading order.

Substituting Eq. (5) into Eq. (3) allows us to expand the master equation as a power series in $1 / \sqrt{N}$. To see this, we first note that the step operator (4) takes a particularly simple form within the method [10]

$$
\begin{equation*}
\mathcal{E}_{i}^{ \pm 1}=1 \pm \frac{1}{\sqrt{N}} \frac{\partial}{\partial \xi_{i}}+\frac{1}{2 N} \frac{\partial^{2}}{\partial \xi_{i}^{2}}+\cdots \tag{6}
\end{equation*}
$$

If we set $P(\boldsymbol{n}, t)$ equal to $\Pi(\boldsymbol{\xi}, t)$, the left-hand side of the master equation becomes [10]

$$
\begin{equation*}
\frac{d P(\boldsymbol{n}, t)}{d t}=\frac{\partial \Pi(\boldsymbol{\xi}, t)}{\partial t}-\sqrt{N} \sum_{i=1}^{k} \frac{\partial \Pi(\boldsymbol{\xi}, t)}{\partial \xi_{i}} \frac{d \boldsymbol{\phi}_{i}}{d t} \tag{7}
\end{equation*}
$$

Substituting Eq. (5) into the right-hand side of the master Eq. (3) and using the transition rate (2), we may equate terms of the same order in $1 / \sqrt{N}$ on the left- and right-hand sides. To the leading order, this gives (see the Appendix for details)

$$
\begin{equation*}
\frac{d \phi_{i}}{d \tau}=\left(r_{i} \phi_{i-1}-r_{i+1} \phi_{i+1}\right) \phi_{i}+\alpha_{i}\left(1-\sum_{j=1}^{k} \phi_{j}\right)-\beta_{i} \phi_{i} \tag{8}
\end{equation*}
$$

where $\tau$ is a rescaled time: $\tau=t / N$. At the next order, one finds a Langevin equation

$$
\begin{equation*}
\frac{d \xi_{i}}{d \tau}=\sum_{j=1}^{k} M_{i j} \xi_{j}(\tau)+\eta_{i}(\tau) \tag{9}
\end{equation*}
$$

where $M$ is a $k \times k$ matrix which can be found from Eqs. (A5) and (A7), and $\eta_{i}$ is a Gaussian white noise with zero mean and correlator

$$
\begin{equation*}
\left\langle\eta_{i}(\tau) \eta_{j}\left(\tau^{\prime}\right)\right\rangle=B_{i j} \delta\left(\tau-\tau^{\prime}\right) \tag{10}
\end{equation*}
$$

and $B_{i j}$ is another $k \times k$ matrix given by Eq. (A6).
The first equation [Eq. (8)] is a deterministic equation for the fraction of molecules which are of type $i$. It agrees with that of Togashi and Kaneko [12], if one takes into account that their equations are for concentrations and so contain the (constant) concentrations of the species in the reservoir. There is also an additional term $\Sigma_{j} \phi_{j}$ in Eq. (8), which is typically present when mean-field equations are derived in systems with a fixed size but not in the phenomenologically postulated form. For small concentrations it will not be important, but clearly it will have an effect as the ceiling on particle numbers is felt, reducing the number of molecules entering the container from the reservoir, as it should. The second equation [Eq. (9)] is a stochastic differential equation for the deviation from these mean-field values. It is the analysis of these two equations that allow us to describe the stochastic aspects of the autocatalytic reactions in a quantitative way.

## III. ANALYSIS OF THE FLUCTUATIONS

In their numerical studies, Togashi and Kaneko [12,13] looked at the simplest case of the model where the rates $r_{i}$, $\alpha_{i}$, and $\beta_{i}$ were the same for all chemical species. To illustrate our method, we will do the same and so from now on we will drop the subscript $i$ on these constants; but it should be clear that our analysis also applies to the general situation where they are different for each species. With this choice, the deterministic Eq. (8) has a single fixed point,

$$
\begin{equation*}
\phi^{*}=\frac{\alpha}{\beta+k \alpha} \tag{11}
\end{equation*}
$$

where the asterisk denotes the fixed-point value.
If $N$ is so large that the fluctuations are completely negligible then the system tends toward a state where the fractions of the chemical species in the system are equal and given by

Eq. (11) and stays there. Of course, if $N$ is finite this is no longer the case and there are fluctuations about this stationary state-and as we will see these can be significant even if $N$ is quite large. Since these fluctuations are expected to be oscillatory, we begin their analysis by taking the Fourier transform of Eq. (9) to find

$$
\begin{equation*}
\sum_{j=1}^{k}\left(-i \omega \delta_{i j}-M_{i j}\right) \tilde{\xi}_{j}(\omega)=\tilde{\eta}_{i}(\omega) \tag{12}
\end{equation*}
$$

where the $\tilde{f}$ denotes the Fourier transform of the function $f$. Defining the matrix $-i \omega \delta_{i j}-M_{i j}$ to be $\Phi_{i j}(\omega)$, the solution to Eq. (12) is

$$
\begin{equation*}
\tilde{\xi}_{i}(\omega)=\sum_{j=1}^{k} \Phi_{i j}^{-1}(\omega) \tilde{\eta}_{j}(\omega) \tag{13}
\end{equation*}
$$

To identify the dominant frequency of the oscillatory behavior, we compute the power spectrum for the $i$ th species $P_{i}(\omega)$ from Eq. (13),

$$
\begin{equation*}
\left.\left.P_{i}(\omega) \equiv\langle | \widetilde{\xi}_{i}(\omega)\right|^{2}\right\rangle=\sum_{j=1}^{k} \sum_{l=1}^{k} \Phi_{i j}^{-1}(\omega) B_{j l}\left(\Phi^{\dagger}\right)_{l i}^{-1}(\omega) \tag{14}
\end{equation*}
$$

Since $\Phi=-i \omega I-M$, where $I$ is the $k \times k$ unit matrix, and since $M$ and $B$ are independent of $\omega$, the structure of $P_{i}(\omega)$ is that of a polynomial of order $2 k$ divided by another polynomial of degree $2 k$. The explicit form of the denominator is $|\operatorname{det} \Phi(\omega)|^{2}$.

From previous investigations of fluctuations of a similar kind [7-9], we expect that the fluctuations about the stationary state (11) will be enhanced by a resonant effect. For values of $\omega$ for which $|\operatorname{det} \Phi(\omega)|$ is a minimum, the power spectra will show peaks which correspond to larger than expected fluctuations at that frequency. This effect was first conjectured by Bartlett [15] in the context of the modeling of measles epidemics and later elaborated upon by Nisbet and Gurney [16], who called these stochastically induced cycles, quasicycles. However, it is only in the last few years that explicit calculations within the system-size expansion have been carried out and a quantitative understanding of the phenomenon has emerged [7].

To understand the analytic structure of the power spectra, we begin by supposing that we can neglect the effects of the numerator on the right-hand side of Eq. (14) and simply determine the dominant frequency by looking for the value which minimizes $|\operatorname{det} \Phi(\omega)|$. The effect of the numerator will be to shift this frequency; we are assuming as a first approximation that this shift will be small, as indeed it has been found to be in some cases [7]. If $\lambda_{j}$ are the eigenvalues of $M$ then the denominator of the expression for the power spectra may be written as

$$
\begin{equation*}
|\operatorname{det} \Phi(\omega)|^{2}=\prod_{j=1}^{k}\left(-i \omega-\lambda_{j}\right)\left(i \omega-\lambda_{j}^{*}\right) \tag{15}
\end{equation*}
$$

Since $M$ is real, the $\lambda_{j}$ will be real or come in complexconjugate pairs, so that the products in Eq. (15) have one of two forms.
(i) If $\lambda$ is real, the two factors involving this eigenvalue give $\left(\omega^{2}+\lambda^{2}\right)$. (ii) If $\lambda$ is complex $\lambda=\lambda_{R}+i \lambda_{I}$; the four terms involving $\lambda$ and $\lambda^{*}$ give

$$
\begin{equation*}
\left|\omega^{2}+\left(\lambda_{R}^{2}-\lambda_{I}^{2}\right)+2 i \lambda_{R} \lambda_{I}\right|^{2} \tag{16}
\end{equation*}
$$

The resonant effect has its origin in the structure of the factor coming from the complex eigenvalues shown in the expression (16). It is smallest and so gives the largest contribution when it is in the denominator, for frequencies which satisfy

$$
\begin{equation*}
\omega_{c}^{2}=\lambda_{I}^{2}-\lambda_{R}^{2} \tag{17}
\end{equation*}
$$

If there are several pairs of complex eigenvalues and their conjugates, the largest contribution should come from the pair for which $\left|\lambda_{R} \lambda_{I}\right|$ is smallest. Clearly this will only be approximately true since not only are we neglecting the numerator but also the factors $\left(\omega^{2}+\lambda^{2}\right)$ coming from real eigenvalues, as well as those coming from other complexconjugate pairs. However, as we will now see by looking at two specific cases $k=4$ and $k=8$, these approximations appear to be remarkably good.

We study the cases $k=4$ and $k=8$ because they are the smallest even values of $k$ for which one complex-conjugate pair and two distinct complex-conjugate pairs, respectively, exist (there are two complex-conjugate pairs for $k=6$, but they are equal and three for $k=8$; but two of these are equal). We therefore expect to see one peak in the power spectra when $k=4$ and two when $k=8$. Our analysis and the accuracy of our approximations can be directly checked by the numerical simulation of the chemical reaction system (1) by the use of the Gillespie algorithm [14,17]. This produces realizations of the stochastic dynamics which are equivalent to those found from the master Eq. (3). Averaging over many of these realizations gives us power spectra after Fourier transformation, which are exact to a given numerical accuracy. We now investigate the two cases $k=4$ and $k=8$ in more detail.

## A. Power spectra when $k=4$

The time evolution of the species is depicted Fig. 1. This clearly displays large oscillations which we aim to investigate analytically. Before beginning this analysis, we observe that species 1,3 (odd) and 2, 4 (even) are paired together and move up and down from the reference mean-field level in a synchronized fashion. This fact was already recognized in $[12,13]$ and shown to drive successive switches between the 1-3 or 2-4 rich states close to the absorbing boundary, i.e., when a small number of molecules is simulated. The rate at which the changes occur is controlled by the diffusion parameter. However, the details of the transitions stem from a purely dynamical effect which cannot be captured within the perturbative analysis developed here.

Let us now turn to analytically characterizing the aforementioned oscillatory regime. To this end, we begin by determining the eigenvalues of the $M$ matrix. From Eq. (A14), these are

$$
\lambda_{0}=-\beta-4 \alpha, \quad \lambda_{2}=-\beta
$$



FIG. 1. (Color online) Time evolution of selected species $i$ $=1,2,3,4$ in clockwise order for the case $k=4$. Here $r=10, \alpha=\beta$ $=1 / 64$, and $N=8192$. The dashed line indicates the mean-field solution. The species display a clear oscillatory trend about their mean-field values. A paired synchronization $(1,3)$ vs $(2,4)$ rich states is also visible, as already observed in [12,13].

$$
\begin{equation*}
\lambda_{1}=-\beta-2 \operatorname{ir} \phi^{*}, \quad \lambda_{3}=\lambda_{1}^{*} \tag{18}
\end{equation*}
$$

Within the approximations we have discussed, we would expect that there should be a single peak in the power spectrum for any one of the chemical species at a frequency given by [see Eq. (17)]

$$
\begin{equation*}
\omega_{c}^{2}=4 r^{2}\left(\phi^{*}\right)^{2}-\beta^{2}=\frac{4 r^{2} \alpha^{2}}{(\beta+4 \alpha)^{2}}-\beta^{2} \tag{19}
\end{equation*}
$$

In Fig. 2 we show the power spectrum (for the chemical species $i=2$ ) found by averaging over 500 realizations from the Gillespie algorithm together with that found from Eq. (14) using the matrices $B$ and $M$ given in the Appendix. The good agreement between the simulation results and those found from applying the system-size expansion shows that the method works well for $N=5000$. The parameters used in this case were $r=10$ and $\alpha=\beta=5 / 32$, which gives a value of $\omega_{c} \approx 4$ from Eq. (19). From Fig. 2 we see that this is a surprising good estimate for the position of the peak given the significant frequency dependence which we have neglected to obtain the estimate (17).


FIG. 2. (Color online) Power spectrum of species $i=2$ when $k$ $=4$. The analytical curve is shown as a solid line and the simulation (average over 500 independent realizations) as symbols. Here $r$ $=10, \alpha=\beta=5 / 32$, and $N=5000$.


FIG. 3. (Color online) The position of the peak in the power spectrum (for species $i=2$ when $k=4$ ) plotted as function of the rate constant $r$. Symbols refer to the stochastic simulations, while the solid line shows the analytical prediction. Here $\alpha=\beta=1 / 64$ and $N$ $=5000$.

Another check of the accuracy of these approximationsand so of Eq. (17) -is to imagine increasing the parameter $\beta$ at fixed $r$ and $\alpha$ and asking when $\omega_{c}^{2}$ will become zero and so at what frequency will the peak in the power spectra disappear. From Eq. (19) we estimate this to be

$$
\begin{equation*}
\beta \sim \frac{2 r \alpha}{\beta} \quad \text { or } \quad \beta \sim \sqrt{2 r \alpha} \tag{20}
\end{equation*}
$$

which equals 1.77 for the values of $r$ and $\alpha$ used in Fig. 2. Once again this agrees well with the full spectrum which predicts the peak to disappear at about the same value. As a final check, we measure the position of the peak from a set of simulations run at different values of $r$. Direct measurements (symbols) are compared to the theory (solid line) in Fig. 3 and are in good quantitative agreement. Again, we recall that adjusting the rate $r$ can be equivalently seen as modifying the volume of the system, which is the setting investigated in [12,13].

## B. Power spectra when $\boldsymbol{k}=\mathbf{8}$

From Eq. (A14), the eigenvalues of the $M$ matrix are

$$
\begin{gather*}
\lambda_{0}=-\beta-8 \alpha, \quad \lambda_{4}=-\beta \\
\lambda_{1}=-\beta-\sqrt{2} \operatorname{ir} \phi^{*}, \quad \lambda_{7}=\lambda_{1}^{*} \\
\lambda_{2}=-\beta-2 i r \phi^{*}, \quad \lambda_{6}=\lambda_{2}^{*} \\
\lambda_{3}=-\beta-\sqrt{2} i r \phi^{*}, \quad \lambda_{5}=\lambda_{3}^{*} \tag{21}
\end{gather*}
$$

Since there are two distinct complex-conjugate pairs, we would expect to find two peaks in the power spectra: one at $\omega_{c}^{2}=2 r^{2}\left(\phi^{*}\right)^{2}-\beta^{2}$ and the other at $\omega_{c}^{2}=4 r^{2}\left(\phi^{*}\right)^{2}-\beta^{2}$. For small $\beta$, one peak will be at a frequency $\sqrt{2}$ times the other. We would also expect that the peak at lower frequency would be larger than the one at higher frequency, since $\left|\lambda_{R} \lambda_{I}\right|$ is smaller for the former. That is, the pole in the power spectra in the complex-frequency-squared plane is nearer to the


FIG. 4. (Color online) Power spectrum of the time series for species $i=2$ when $k=8$. The analytical result (solid line) is superimposed onto the simulations (symbols) averaged over 500 independent realizations. Here $r=200, \alpha=1.9, \beta=2$, and $N=7000$.
real axis for the peak at lower frequency and so should have a bigger effect. So, in summary, our approximations indicate that the peaks in the power spectra should be given by

$$
\begin{equation*}
\omega_{c 1}^{2}=\frac{2 r^{2} \alpha^{2}}{(\beta+8 \alpha)^{2}}-\beta^{2}, \quad \omega_{c 2}^{2}=\frac{4 r^{2} \alpha^{2}}{(\beta+8 \alpha)^{2}}-\beta^{2} \tag{22}
\end{equation*}
$$

with the peak at $\omega=\omega_{c 1}$ larger than the one at $\omega=\omega_{c 2}$. The results of plotting the full spectrum found from Eq. (14) and simulation results are shown in Fig. 4 for $r=200, \alpha=1.9$, and $\beta=2$. This corresponds to peaks at $\omega=31.2$ and $\omega=44.14$, according to Eqs. (22), which once again agrees very well the results displayed in the figure, as does the prediction that the peak nearest the origin should be the largest.

## IV. CONCLUSION

Autocatalytic networks are central in many different contexts and play an important role in intracellular biochemical reaction schemes. In this latter scenario, species are confined in a closed volume delimited by the cellular membrane. Low concentration can occasionally develop resulting from the complex mutual interaction between microscopic actors. Under such conditions, fluctuations matter and the effects of the intrinsic discreteness need to be properly accounted for. In other words, continuous kinetic equations prove inadequate because finite-size corrections become significant. These aspects were numerically substantiated by Togashi and Kaneko $[12,13]$ within the framework of a simplified system of $k$ coupled autocatalytic reactions.

In this paper, we have taken this forward by studying analytically the associated master equation via a systematic expansion in power of $N^{-1 / 2}$, where $N$ is the system size. To the leading order, the mean-field rate equations are recovered, while higher-order corrections enable us to explain the large amplitude of the oscillations as detected in direct simulations. Importantly, the calculation applies to arbitrary values of $k$. For $k=4$, a peak in the power spectrum is found, while for $k=8$ two peaks develop. In this paper, a doublepeaked power spectrum has been predicted to emerge as a resonant effect, within a van Kampen type of analysis. In
both cases, theory and simulations agree well thus confirming the importance of finite $N$ contributions. Possible extensions of the present work include taking spatial variations into account. This could yield spatial oscillations in the species concentration, which would again be driven by the discreteness of the system components.
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## APPENDIX: THE FINITE $N$ EXPANSION

In this appendix, we will give the intermediate steps of the calculation using the system-size expansion, starting with the master Eq. (3) and ending with the results (8)-(10). We will also give the explicit expressions for the matrices $M$ and $B$.

Applying the ansatz (5) to the right-hand side of Eq. (3), the step operator (4) takes the form (6), the $n_{i}$ in the transition rate (2) is replaced by $\phi_{i}$ and $\xi_{i}$ using Eq. (5) and $P(\boldsymbol{n}, t)$ becomes $\Pi(\boldsymbol{\xi}, t)$. This yields the following terms.
(a) Terms of order $N^{-1 / 2}$,

$$
\begin{align*}
\sum_{i=1}^{k} & \left\{r_{i+1} \phi_{i} \phi_{i+1}\left[\frac{\partial}{\partial \xi_{i}}-\frac{\partial}{\partial \xi_{i+1}}\right]-\alpha_{i}\left(1-\sum_{j=1}^{k} \phi_{j}\right) \frac{\partial}{\partial \xi_{i}}\right. \\
& \left.+\beta_{i} \phi_{i} \frac{\partial}{\partial \xi_{i}}\right\} \Pi(\boldsymbol{\xi}, t) \tag{A1}
\end{align*}
$$

(b) Terms of order $N^{-1}$ and involving first-order derivatives,

$$
\begin{align*}
\sum_{i=1}^{k} & \left\{r_{i+1} \phi_{i} \frac{\partial}{\partial \xi_{i}} \xi_{i+1}+r_{i+1} \phi_{i+1} \frac{\partial}{\partial \xi_{i}} \xi_{i}-r_{i+1} \phi_{i} \frac{\partial}{\partial \xi_{i+1}} \xi_{i+1}\right. \\
& \left.-r_{i+1} \phi_{i+1} \frac{\partial}{\partial \xi_{i+1}} \xi_{i}+\alpha_{i} \sum_{j=1}^{k} \frac{\partial}{\partial \xi_{i}} \xi_{j}+\beta_{i} \frac{\partial}{\partial \xi_{i}} \xi_{i}\right\} \Pi(\boldsymbol{\xi}, t) . \tag{A2}
\end{align*}
$$

(c) Terms of order $N^{-1}$ and involving second-order derivatives,

$$
\begin{align*}
& \frac{1}{2} \sum_{i=1}^{k}\left\{r_{i+1} \phi_{i} \phi_{i+1}\left[\frac{\partial^{2}}{\partial \xi_{i}^{2}}+\frac{\partial^{2}}{\partial \xi_{i+1}^{2}}-2 \frac{\partial^{2}}{\partial \xi_{i} \partial \xi_{i+1}}\right]\right. \\
& \left.\quad+\alpha_{i}\left(1-\sum_{j=1}^{k} \phi_{j}\right) \frac{\partial^{2}}{\partial \xi_{i}^{2}}+\beta_{i} \phi_{i} \frac{\partial^{2}}{\partial \xi_{i}^{2}}\right\} \Pi(\boldsymbol{\xi}, t) . \tag{A3}
\end{align*}
$$

Introducing $\tau=t / N$, the terms of order $N^{-1 / 2}$ in Eq. (A1) may be identified with the second term on the right-hand side of Eq. (7). This gives the $N$ deterministic Eq. (8). The terms of order $N^{-1}$ in Eqs. (A2) and (A3) are now identified with the remaining term on the right-hand side of Eq. (7). This resulting equation is a Fokker-Planck equation,

$$
\begin{equation*}
\frac{\partial \Pi}{\partial \tau}=-\sum_{i} \frac{\partial}{\partial \xi_{i}}\left[A_{i}(\boldsymbol{\xi}) \Pi\right]+\frac{1}{2} \sum_{i, j} B_{i j} \frac{\partial^{2} \Pi}{\partial \xi_{i} \partial \xi_{j}} . \tag{A4}
\end{equation*}
$$

From Eq. (A2), we see that the $A_{i}(\boldsymbol{\xi})$ are linear functions of the $\xi_{j}$ and from Eq. (A3) that the $B_{i j}$ are independent of them. Explicitly,

$$
\begin{align*}
A_{i}(\boldsymbol{\xi})= & \left(r_{i} \phi_{i-1}-r_{i+1} \phi_{i+1}\right) \xi_{i}+r_{i} \phi_{i} \xi_{i-1}-r_{i+1} \phi_{i} \xi_{i+1} \\
& -\alpha_{i} \sum_{j=1}^{k} \xi_{j}-\beta_{i} \xi_{i}, \tag{A5}
\end{align*}
$$

and

$$
B_{i j}= \begin{cases}-r_{i} \phi_{i-1} \phi_{i}, & \text { if } j=i-1  \tag{A6}\\ r_{i+1} \phi_{i} \phi_{i+1}+r_{i} \phi_{i} \phi_{i-1} & \\ +\alpha_{i}\left(1-\sum_{j=1}^{k} \phi_{j}\right)+\beta_{i} \phi_{i}, & \text { if } j=i \\ -r_{i+1} \phi_{i} \phi_{i+1}, & \text { if } j=i+1 .\end{cases}
$$

In Eqs. (A5) and (A6), $\phi_{k+1} \equiv \phi_{1}$ and $\xi_{k+1} \equiv \xi_{1}$, which follows from the cyclic nature of the model.

Since the $A_{i}(\boldsymbol{\xi})$ are linear functions of the $\xi_{j}$, we may write them as

$$
\begin{equation*}
A_{i}(\boldsymbol{\xi})=\sum_{j=1}^{k} M_{i j} \xi_{j} \tag{A7}
\end{equation*}
$$

This means that the probability distribution at the next-toleading order $\Pi(\boldsymbol{\xi}, \tau)$ is completely determined by the two $k \times k$ matrices $M$ and $B$, whose elements are independent of the $\xi_{j}$, and only functions of the $\phi_{j}$. For our purposes, where we need to Fourier analyze the fluctuations, it is more convenient not to use the formulation in which the fluctuations are described by a Fokker-Planck equation but rather in terms of Langevin equations. The Fokker-Planck Eq. (A4) is completely equivalent to the Langevin Eq. (9) with the correlator $(10)[18,19]$, and it is this formalism that we will use.

In principle the matrices $M$ and $B$ are time dependent, since $\phi_{j}$ is. However, in practice we are interested in fluctuations about the stationary state and so we are only interested in the values that the $\phi_{j}$ take on at late times. Furthermore, in Sec. III we studied the simple case $r_{i}=r, \alpha_{i}=\alpha$, and $\beta_{i}=\beta$, for which the relevant value of the $\phi_{j}$ is given by Eq. (11). With these assumptions $M$ and $B$ are given by

$$
M=\left[\begin{array}{lllllll}
m_{0} & m_{1} & m_{2} & m_{2} & \cdots & m_{2} & m_{3}  \tag{A8}\\
m_{3} & m_{0} & m_{1} & m_{2} & \cdots & m_{2} & m_{2} \\
m_{2} & m_{3} & m_{0} & m_{1} & \cdots & m_{2} & m_{2} \\
m_{2} & m_{2} & m_{3} & m_{0} & \cdots & m_{2} & m_{2} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
m_{2} & m_{2} & m_{2} & m_{2} & \cdots & m_{0} & m_{1} \\
m_{1} & m_{2} & m_{2} & m_{2} & \cdots & m_{3} & m_{0}
\end{array}\right]
$$

where

$$
\begin{equation*}
m_{0}=-\alpha-\beta, \quad m_{1}=-\alpha-r \phi^{*}, \quad m_{2}=-\alpha, \quad m_{3}=-\alpha+r \phi^{*} \tag{A9}
\end{equation*}
$$

and

$$
B=\left[\begin{array}{cccccc}
b_{0} & b_{1} & 0 & \cdots & 0 & b_{1}  \tag{A10}\\
b_{1} & b_{0} & b_{1} & \cdots & 0 & 0 \\
0 & b_{1} & b_{0} & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & b_{0} & b_{1} \\
b_{1} & 0 & 0 & \cdots & b_{1} & b_{0}
\end{array}\right]
$$

where

$$
\begin{equation*}
b_{0}=2 r\left(\phi^{*}\right)^{2}+\beta \phi^{*}+\alpha\left(1-k \phi^{*}\right), \quad b_{1}=-r\left(\phi^{*}\right)^{2} \tag{A11}
\end{equation*}
$$

We note that $M$ is a circulant matrix [20] and therefore its eigenvalues are given by

$$
\begin{equation*}
\lambda_{\ell}=\sum_{j=1}^{k} m_{1 j} e^{[2 \pi i(j-1) \ell] / k}, \quad \ell=0,1, \ldots, k-1, \tag{A12}
\end{equation*}
$$

where $m_{1 j}$ is the element of $M$ in the first row and $j$ th column. In fact, $M$ is not the most general form of circulant matrix; ( $k-3$ ) entries in each row are equal (to $m_{2}$ ). This leads to a simplified form for the eigenvalues,

$$
\begin{align*}
\lambda_{\ell} & =m_{0}+m_{1} e^{2 \pi i \ell / k}+m_{3} e^{-2 \pi i \ell / k}+m_{2} \sum_{j=2}^{k-2} e^{2 \pi i j \ell / k} \\
& =m_{0}+m_{1} e^{2 \pi i \ell / k}+m_{3} e^{-2 \pi i \ell / k}-m_{2} \frac{\sin (3 \pi \ell / k)}{\sin (\pi \ell / k)} \tag{A13}
\end{align*}
$$

where in the last line $\ell \neq 0$. Putting in the values from Eq. (A9) gives

$$
\lambda_{\ell}= \begin{cases}-\beta-k \alpha, & \text { if } \ell=0  \tag{A14}\\ -\beta-2 i r \phi^{*} \sin (2 \pi \ell / k), & \text { if } \ell \neq 0\end{cases}
$$
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