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Abstract. We study the modulational instability in discrete lattices and we show how the
discreteness drastically modifies the stability condition. Analytical and numerical results are in
very good agreement. We predict also the evolution of a linear wave in the presence of noise
and we show that modulational instability is the first step towards energy localization.

PACS numbers: 6310, 0340K, 4610, 0545

1. Introduction

The dynamical behaviour of dissipative continuous media often exhibits a spectral
condensation of a certain physical quantity to a specific wavenumber region resulting in
the formation of an ordered structure even when starting from an initially turbulent state
or one driven by a stochastic field. Examples [1] include two-dimensional incompressible
fluids, two- and three-dimensional magnetohydrodynamics fluids, atmospheres of rotating
planets and electrostatic potentials in inhomogeneous magnetized plasmas.

For example, two-dimensional (2D) flows have received an important impetus from
increased interest [2] in the dynamics and advection properties both in nature and
experimentally. The emergence and persistence of vortex structures are the result of a
remarkable property of 2D flows; in contrast to their three-dimensional counterparts, these
flows are characterized by the so-called inverse-energy cascade, according to which kinetic
energy shows a spectral flux to the larger scales of motion.

Phenomenologically, this intriguing property, now commonly referred tosel$
organization results in the instability of linear waves leading to the formation of large
organized coherent structures. As such continuous media are generically described by
nonlinear partial differential equations, one can ask how discrete media will behave.

It was recently shown [3] that in discrete lattices the nonlinear interaction between
breather-like excitations gives rise to an energy localization; the world of discrete breather-
like excitations is as merciless for the weak as the real world, since a systematic tendency
to favour growth of the larger excitations at the expense of the others was emphasized. The
guestion of how the formation of localized structures occurs in such conservative systems
logically arises. If the existence and the stability of localized excitations has been extensively

1 Permanent address: CRTBT (CNRS), BP166, 38042 Grenoble, France.
i Email: tdauxois@physique.ens-lyon.fr.

0951-7715/97/030617+14$19.5@C) 1997 IOP Publishing Ltd and LMS Publishing Ltd 617



618 | Daumont et al

studied [4, 5, 6] in the last decade, much less is known about their creation. It is certainly
one of the main questions of the future for nonlinear dynamics.

The modulational instability of a linear wave was proposed [3] as the first step
toward energy localization. This phenomenon was studied in various contexts: in fluid
dynamics [7], where it is usually called Benjamin—Feir instability, nonlinear optics [8] and
plasma physics [9]. In previous studies [10], Kivshar and Peyrard showed that the predicted
stability domains in discrete lattices are drastically modified with respect to the conventional
results deduced from a continuum or even a semi-discrete approximation. We want here to
complete their results and look for the possible consequences for the energy localization.
Namely, we will consider the effect of a small noise added on a linear wave and, finally,
we will come back to the energy localization problem.

2. Modulational instability

2.1. The model

We consider the dynamics of a one-dimensional chain of atoms with unit mass, harmonically
coupled to nearest neighbours and subjected to a nonlinear substrate potential
wéxz ax®  px?

2 "3 a4 @

where wq is the frequency of small-amplitude on-site vibrations, anénd g are two
parameters defining the anharmonicity. Here, we will restrict ourselves to casesavbiere
B are null; if 8 = 0 we have a nonsymmetrical potential whereas the second ¢asd),
gives a symmetrical potential.

Denoting byu, (¢) the position of the:ith atom, its equation of motion is

Vx) =

iy = K(uyy1 +up_1 — 2u,) — a)gun + om,zl + ,314;:’ 2)

First, we will study the stability of linear oscillations whose frequeneyand
wavenumberg are related by the linear dispersion relatioh = w2 + 4K sirf(¢/2); the
lattice spacing is chosen as unity for the sake of simplicity.

To study the effects of the nonlinearity, we will consider oscillations in the phonon
band. As the system is nonlinear, we have to take into account the first harmonics and
therefore the standard procedure at this step is to introduce a few funéiignsFor the
nonsymmetrical equation, the right choice is

un (1) = F1,(1)€7 + Fo,u(t) + F2. ()€ +c.c. (3)
whereas in the symmetrical case it is
Uy (t) = Fp, ()€ 4+ F,(1)e” 3 4 c.c. 4)

Let us assume that the envelopes are slowly varyiﬁg,,(t)| < wolF;,(1)]) and that the
lattice is very discrete«s > 4K). Neglecting higher-order harmonics, we obtain in both
cases a discrete nonlinear Satlinger (NLS) equation

2iwoF1, + K(Fpi1+ Fuo-1— 2F1,) + Y| Fi,*F1, =0 )

wherey = 3p for the symmetrical potential angl = 10w?/3w3 for the nonsymmetrical
one (note thay is always positive).
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Figure 1. Stability curve Figure (a) presents a case wheig < ¢o while (b) depicts the
opposite caseyp, > ¢o. The solid curve corresponds to the discrete condition (9), the dot-
dashed curve to the semi-discrete and the dashed curve to the continuum limit. The words
stable and unstable correspond to the discrete condition. The parametexs-are0, K = 1,

B =1 and¢g = 1 for figure (a) andvg = 10, K =1, 8 = 0.5 and¢g = 0.5 for (b).

2.2. Stability conditions

The modulational instability of a plane wave in such a lattice is investigated by studying
the stability of its amplitude in a function of sufficiently small perturbation so that one can
linearize the equation of the envelope of the carrier wave. Therefore one introduces a small
perturbation in the amplitude and in the phase, and looks for the solution

F1,,(t) = [0 + by (0] @@ (®)
of equation (5) wher@, (1) = gn — dwt, where 208w = 4K Sirt(q/2) — y¢3. Assuming
|b,(2)] < ¢o and|v, (¢)| < 16,(2)], we obtain a linear system of two equations by separating
real and imaginary parts. It reads:
2(1)0[;;1 + K[(anrl - bnfl) Sinq + ¢0(w”+1 + ¢n71 - an) COSQ] =0 (7)
—2w0¢oVin + K[(Bar1+ byt — 2b,) €0Sq — po(Ynr1 — Y1) SiNg] + 2y 5, = 0. (8)
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This system admits plane wave solutions with wavenuntband frequency related by
the dispersion relation

(w02 — K sing sinQ)? = K sir?(Q/2) cosq (4K sirf(Q/2) cosq — 2y $3) (9)

that we will discuss in the following paragraphs.

2.2.1. Stable wavenumbersThe perturbatiorb, and v, are stable only if is real and
therefore the condition of stability is that the right-hand side of equation (9) be positive.
Because of the discreteness of the lattice, wavenungbansl O that differ by 2r correspond

to the same wave. Thus we can restrict our study to the first Brillouin zenes#]. Finally,

we consider [0r] since only the direction of propagation is changing faf and —Q.

We note first that, in contrast to the continuum limit approximation, the stability
condition depends on the wave numbegr if its cosine is negative i.e. iff belongs to
the interval [r/2, 7], the wave is stable with respect to any perturbation.

In the other case i.e., when apsis positive, the wave is unstable when
2K sirf(Q/2)cosq/y < #3. Introducing a critical amplitude&é = 2K /y and a critical
wavenumbergy = arcco$¢§/¢§(_), the wave is unstable with respect &my modulation
provided¢g, < ¢o OF ¢po, > ¢o andg > go. In the case wherggy > ¢o andg < go, only

wavenumbers) lower thanQ,, = 2arcsin /¢§/¢§ cosq are unstable.

The results are represented in figure 1 for two different cases. We clearly see that
the usual continuum limit approximation represented by the dashed line is not valid and
that the modulational instability depends on the wavenumber of the carrier waae
least whengo, > ¢o. The figure also shows that the semidiscrete approximation [11, 12]
where the carrier is treated as discrete while a continuum approximation is used for the
envelope gives rather good results. However, they are wrong for example in the region
with small¢g and highQ, where the waves are unstable in contrast to the results given by
this approximation [13].

The resolution of system (8) gives not only the dispersion relation (9) but also the
proportionality factor betweehy and . Introducing the nondimensional number

_(1_ 5 i
x= (1 ¢3 si(Q/2) COSq) ’ (10)

we obtain two different solutions for a giveby because of the two real frequencies
(21 > Q2) given by equation (9):

ul(t) = 2(¢o + 2bocosn Q — Q1)) cosng — wt + 2xbo sin(nQ — Qa1)) (11)
ui(r) = 2(¢po + 2bg cogn Q — Q1)) cO(ng — wt — 2()1()[70 sinnQ — Qot)). (12)
0

We will see in the next section that both solutions should be taken into account in order to
understand the behaviour of the lattice.

2.2.2. Unstable wavenumberslf the right-hand side of equation (9) is negative, two
complex conjugate numbers are solutions: the perturbatjativerges with the growth rate

i 2 ;
£(0) = [3m(Q)| = %%”\/ZKV cos (92 — 92 SIP(Q/2) cosg). (13)
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Figure 2. Growth rate versus the wavenumber of the perturbation. This case corresponds to the
parametersog = 10, K =1, 8 =1 and¢o = 1 andqg = 57/8.

Studying this expression plotted in figure 2, we see thag@ik 2005q¢§£ the growth rate
is maximum for

95 .
Oumax = 2arcsin %é#&] : (14)

the perturbation corresponding to this wavenumber will play an important role. In contrast
if ¢g > 2c03q¢(2)c, the growth rate is an increasing function @f and the most unstable
mode corresponds t@ = .

3. Numerical verification

3.1. Numerical procedure

The results discussed in the previous section are only approximate since they are obtained not
from the initial equations of motion (2) but from the nonlinear Sclinger equation (5),
derived after some hypothesis. Moreover, as we have only presented a linear stability
analysis, these results deserve to be checked by numerical integrations of the equations (2)
with a given initial condition. They are integrated with a fourth-order Runge—Kutta scheme
with a time step chosen to conserve the energy to an accuracy better than 0.0001. Most of the
simulations are performed with a chain of 256 atoms with periodic boundary conditions; this
is why the wavenumbeug and Q necessarily have the forngs= 2zp/N andQ = 27 P/N
wherep and P are integers lower thawv /2.

We chose as the initial condition a linear wave with a slightly modulated amplitude:

u,(0) = (2¢9 + 4bg cOSn Q) COSng (15)
11,(0) = (2¢0 + 4bgcosn Q)w Sinng (16)

where we have neglected the frequency of the perturbafiom comparison with the
frequency of the carriew. Finally, we will study the behaviour of this wave with the help
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of the discrete spatial Fourier transform of tiag(z):
N1 2inp'n
Sy = Z up,(t)e v, a7)
n=0
where p’ belongs to the interval [QV /2]

We will first restrict ourselves to the behaviour of the system for short times, and
we will show that the results are in very good agreement with the theoretical predictions
deduced from equation (9) if we take into account that the nonlinearity itself could create
additional modulations. Indeed, an initial linear wawg0) = A coSng) chosen as the
initial condition will immediately create a nonlinear component3¢eg) if the potential (1)
is symmetrical ¢ = 0). As

d
u,(0") = Acosng +dcosS ng = [A + 5(1 + COSan)] cosng, (18)

a modulation with a wavevectof = 2¢ is immediately generated and should be taken
into account to predict the stability. These modulations have already been encountered in
the analytical derivation of the NLS equation, but were later forgotten in the study of the
modulational instability. However, we can derive from the expressions of the fundiigns

that the initial amplitude of the nonlinear perturbation is

pA3

32wi
If the potential is nonsymmetrical, a modulatigh = ¢ is generated and we can

similarly [14] derive its amplitudel = |2F,,(0")| = aA2/6w3. As « and A are of the

order of unity wherea?2 = 100, we understand that these modulations, generated by the

nonlinearity, have very small amplitudes and we can forget them unless of course they are

unstable, in which case they will grow and finally play a crucial role.

d = |2F3,(0")| = (19)

3.2. Stability

Let us check numerically the stability conditions. We made different simulations plotted
in figure 3 using an initial condition witlpy = 0.5 andby; = 0.0125. We present the
evolution during the first 400 time units of the amplitude of the Fourier transform of the
carrier,|s,(#)|, of the modulation|sp(¢)|, and of the third harmonidss,|, in the case of a
symmetrical potential.

Figures 3(a) and 3(b) correspond to two predicted stable cases. All the parameters are
identical except that the wavenumbers are chosen so that the intrinsic modulatisn 2
stable in the first case and unstable in the second one. We clearly see that the system is
stable in figure 3(a) while figure 3(b) presents the evolution of a system which becomes
unstable because of the third harmonic. However, in both cases the predicted stability of
the modulation is checked.

Figures 3(c) and (d) correspond to two predicted unstable cases. Figure 3(c) depicts a
system where the modulation, contrary to the third harmonic, is unstable while figure 3(d)
shows a case where both are unstable. As the modulation is unstable and grows
exponentially, the modulation finally reaches the same order of magnitude as the carrier
wave where our analytical predictions are no longer justified. We emphasize that the
predictions using the discrete stability condition (9) are very accurate since in the last
case the modulation wavenumber is very close to the border of the unstable region.

We have checked qualitatively the stability conditions, but we can even compute the
numerical growth rate and compare it with the analytical expression (13). As attested by the
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Figure 3. Evolution of the amplitude of the Fourier transform for different wavenumbers. The
solid line corresponds to the initial frequengythe dotted line tdq + Q), the dash-dotted line

to (¢ — Q) and the dashed line toy3 The frequencieg and Q are determined fronp = 80

and P = 200 for (a),p = 30 andP = 80 for (b), p = 80 andP = 60 for (c), p = 30 and

P = 110 for (d). The parameters ape= 0.5, K = 1, ¢po = 0.5 anda)g = 100. A logarithmic
scale is used for the ordinate.

comparison given in table 1, the results are very accurate. However, in figures 3(a) and 3(b),
we clearly see that if modulationg + Q) are stable their amplitudes are oscillating. The
reason is that the initial condition (16) does not take into account the corragti@n on

the phase and therefore does not correspond exactly to one of the two identified eigenmodes
with frequency2; or Q.. Consequently, this mode is decomposed over both modes and
the most general initial condition is

2b1x 2b
u,(0) = 2[¢pgcosng + 2(b1 + by) cosn Q] COS(qn 22X sinn Q) (20)
$o ®o
Our initial condition corresponds th, = b, = bo/2. Thus, after linearization, we obtain
un(t) = 2¢oCoSng — wt) + bo(1+ x) cos[n(qg + Q) — (w + 1)t ]
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+bo(1— x) cos[n(g + Q) — (w + Q)1 ]

+bo(1— x)cos[n(g — Q) — (& — Q)i ]

+bo(1+ x) cos[n(g — Q) — (& — Q2)1]. (21)
The Fourier transform then gives,(r)| = N¢o and

Ispap(t)] = Nbo\/co§(52t) + x2sirf(Q1)

with Q = (1 —Q2)/2. The numerical results presented in table 1 demonstrate the excellent
agreement with this expression and complete the description of the system.

Table 1. Growth ratesand frequencies We present in this table the growth ratesand the
oscillating frequencieS obtained numerically (Num) and theoretically (Th). The first four lines
correspond to the symmetrical potential and therefore 3; these results are obtained from
figure 3. The last four lines correspond to the equivalent cases (in the same order) but for the
nonsymmetrical (NS) potential & 2). S (for stable) means that there is no instability.

g+ Q) t(iq) Qg+ 0

Figure Num  Th Num  Th Num  Th

3(a) s s s s 41 41
3(b) 0.018 0018 S s

3(c) s s 0.018 0.018 115 118
3(d) 0.008 0.008 0.017 0.017

NS-3(@) S s s s 116 114
NS-3(b) 0.003 0.004 S s

NS-3(c) S s 0.013 0013 85 86

NS-3(d) 0.010 0.011 0.013 0.013

3.3. Stability for long times

If the duration of a simulation is long, the evolution of an initial condition is no longer

as predicted but could present two different behaviours. For a wavenumber in the
interval [0, 7/2], a ‘normally’ stablewave becomes unstable because of higher harmonics,
previously neglected. This phenomenon is once more a specificity of the lattices because it
is due to the folding of the Brillouin zone. The nonlinearity generates modes with waves
numbers 3,4q,5¢, ..., but also 4 + Q0,29 — Q, O, .... When these combinations are
higher thanr we have to interpret themn2modulo. If there is an unstable region, it finally
always produces unstable combinations which perturb the deduced conclusions. Figure 4
presents the prolonged simulation of figure 3(a) and we see that the stable system degenerates
after 500 time units. A Fourier spectrum realized at 600 shows that some modulations

are very important, particularly the frequencigs- 3Q andq + 30.

In some cases, amormally’ unstablemodulation presents an exponentially increasing
frequency until its amplitude reaches the amplitude of the carrier wave. At this stage, its
amplitude decreases exponentially so that the system almost recovers its initial shape; then
the increase begins again, giving rise to quasi-oscillations. Such an example is presented
in figure 5. As the amplitude of the modulation becomes very important, this behaviour
could not be explained by the linear stability regime and, this recurrence is reminiscent of
the well-studied Fermi—Pasta—Ulam (FPU) recurrence [15] and of some other recurrences
observed in continuum media [16].
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Figure 4. Same as figure 3(a) but elongated up te 1000.

However, this recurrence is different since the FPU recurrence was found in a chain
of anharmonically coupled atoms which in the continuum limit gives a Korteweg—de Vries
equation [17], whereas here we obtain an NLS equation. The recurrences observed in the
continuum NLS equation by Yuen and Ferguson [16] are different because of the absence of
the new ingredient introduced here by the discreteness through the folding of the Brillouin
zone. They showed that the energy sharing process could be confined to the unstable low
wavenumbers and that therefore the irreversible leakage of energy to high modes, necessary
for thermalization, does not occur. Indeed, denoting the largest unstable wavenumber by
q.r, they showed that whesq., /2 < ¢ < g.,, Only one mode is unstable and one obtains a
well-defined recurrence, whereas fp ¢../2, at least two modes are unstable giving rise
to a so-called ‘complex evolution’.

Here, we also found that when the wavenumber is small and clage, tthe recurrence
process is much longer since only very high harmonics are unstable due to the folding
of the Brillouin zone. However, as has already been emphasized, any wavenumber will
have an infinite number of harmonics in the unstable region (if it exists of course) and
thus the recurrence will be destroyed after a finite time because of the absence of the
high-wavenumber cutoff in the instability domain.

4. Noise

In the previous section, we have seen that analytical and numerical results are in very good
agreement when the amplitude of a plane wave is modulated by only one wavenumber, as
in equation (16). To be closer to a real situation, we will consider now the following initial
condition

un(0) = (290 + I'(n)) cosng (22)



626 | Daumont et al

0.0

—-1.0

-2.0

log s,

W
-3.0

T T T T T T =T

—4.0 | |

5000 10000 15000
TIME

=)

Figure 5. Recurrence Evolution of the amplitude of the Fourier transform for wave numbers
and 2 versus time { = 0.491). The parameters ase= 15, K = 1, ¢9 = 0.1 andwg = 100.
A logarithmic scale is used for the ordinate.

whereI'(n) is a gaussian noise or a white noise. Now, all frequencies have a nonzero
initial amplitude and depending on their growth rates, will keep their amplitude or grow
when time is increasing. In figure 6, the dotted curve corresponds to the Fourier transform
of the initial condition, whereas the solid curve corresponds to the system at tnib0.

All wavenumbers have approximately the same weight in the initial Fourier transform
except the main frequeney whose Fourier transform amplitude correspond®/ity/2. In
contrast, forr = 150, we see that two groups of frequencies, symmetric with respegt to
are unstable since their corresponding amplitudes have grown with time. Let us show that
it is possible to predict not only the interval of frequencies but also the evolution of their
amplitudes.

We have seen in section 2.2.1 that, if a wavenumPeis unstable, we obtain two
complex conjugate frequenciegf2 = & £ it) where t is the growth rate given by
equation (13) and = K sing sinQ/wg. Therefore one of these two modes will disappear,
whereas the other one will grow exponentially. We have to stress here that we must take
into account the translation of the wavenumbers. Indeed, the growthr ¢atg plotted
in figure 2, was determined for a modulatioft Q) of a plane wave;: the wavenumber
of the corresponding wave was therefgre+ Q). If we plot the growth rate versus the
wavenumber, we obtain not one but two symmetric bells, as shown in the inset of figure 6.
These two symmetric intervals of unstable wavenumber explain why we clearly see on
figure 6 two symmetric bells around the main frequegncy
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expression (see text). The inset presents the growth rate versus the wavenumber. Parameters
aref =0.5,K =2, ¢o=0.6, wg = 100 andry = 100. The amplitude of the gaussian noise is

0.01 and its variance is 1.

To predict the growth, we have to take into account the mixing of both modes (the
unstable and the vanishing): therefore the position ofuiteatom is given by

2box
0

u,(t) = [2¢g + 4bgcoshtt) cognQ — 81)] cos[qn — wt + : sinh(tt) cognQ — 8t)i| )

(23)

The Fourier transform of this expression is not as simple as in the stable case. However,
given the spectrum at a given timg it is possible to predict its future evolution for a time
intervalr — tg by considering that each component with wavevegtervolves with its own
growth rater (k), i.e.

|si (£)] = |sg (1) | €7 P10, (24)

The above expression is very accurate as attested by the broken curve plotted in figure 6.
It is also possible to consider [14] a noise added to the plane wave and not only added
to the amplitude of the cosine. This noise gives slightly different results because the added
frequencies could not directly be interpreted with the above theory since the wavenumbers
are not the simple modulation of a main frequency However, it is again possible to
predict the unstable domain. Let us note that if the amplitude of the zero wavenumber
is high (i.e. the case for a noise with a nonzero mean value), the harmonics will be very
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important even if they are not in the unstable region. This effect is due to the nonlinearity:
in section 2.2.1, we have considered a case wligrg0) = 0 which givesFy ,(t) = 0 for

later times. In the presence of noigg,,(0) # 0 and, because of the nonlinear effects, we
also haver; ,(0") = —ﬂFf_n Fo,n/wg- As Fy, is large, the harmonic will have a great value

as soon as the nonlinear effects take place. The simulation results confirm these predictions.

5. Localization of energy

The previous section has addressed the study of a linear wave with a small noise when
an unstable region exists; let us now consider the final evolution of this initial condition.
As already emphasized, some harmonics will inevitably be in this unstable region even if
the main frequency is stable. Some frequencies will therefore grow and the instability will
destroy completely the coherence of the initial condition.

s
e P

Figure 7. Localization Evolution of the density of energy along the chain. The horizontal axis
indicates the position along the chain and the vertical axis corresponds to the time (time is going
upward). The grey scale goes frof) = 0 (white) to the maximunE, (black). Parameters

are the same as in figure 6.

This is exactly what we found and what we present in figure 7, where we show the
evolution of the density of energy

En = %Mg + %(un - un+1)2 + %(un—l - un)z + V(un) (25)

in grey scales. At the beginning (i.e. at the bottom of the figure), the whole chain is
grey which corresponds to an equipartition of the energy through all sites. After a small
delay (about 200 periods of the lower edge of the phonons band), the initial linear wave
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is completely destroyed because of the modulational instability: the system has reached a
state without any coherence. However, we see that some regions are darker than others.
These excitations with a small amount of energy are moving as breather-like excitations and
interact with others: namely, we find again [3] that the usual property of solitons of passing
through each other without energy exchange is destroyed by the discreteness, and moreover,
we check that there is a systematic tendency to favour the growth of the larger excitation.
The process is, however, regulated by the pinning effect due to the discreteness of the larger
excitations [6]: the quasi-stationary final state consists of a few localized modes with most
of the energy (the total simulation presented here is about 15000 periods of the lower-edge
phonon band). It is exactly what is called energy localization and, as predicted in a previous
article [3], modulational instability is therefore the first step toward energy localization in
nonlinear lattices.

If one studies the energy spectrum in the space domain versus time, one sees that, at the
end, the spectrum is more or less flat and corresponds to equipartition of energy. Because of
the folding of the Brillouin zone, any simple power law scaling failed, in contrast to the
case of the Kolmogorov cascade for 3D turbulence (or inverse cascade for 2D turbulence)
where an exponent close tg3is observed over a very substantial range of about three
decades of wavenumber [18].
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Figure 8. Energy—energy correlation function (a) C, for various times; the dotted line
corresponds to the initial condition, the dashed line +9 1000 and the solid line to= 15 000.
(b) Evolution of Cy versus time (solid line). The parameters are the same as in figure 6.

A more quantitative characterization of the energy localization can be made using the
space correlation function

N (Y1 En() Enim(0))
(Xt En(0)?
where (.) indicates an ensemble average. As the initial condition corresponds to a linear

wave, E,(0) is independent of the index and thereforeC,(0) is equal to 1 for every
indexn. As shown in figure 7, when time increases the instability destroys the linear wave
and therefore a peak develops aroung O in the energy—energy correlation presented in
figure 8(a). This behaviour is explained by the localization of energy since it is not equally
distributed on every lattice site. As already suggested [19], this picure also allows us to
show that the energy is localized on about five sites and that, even if the amplitude of the

Co(t) =

(26)
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peak is increased, its width is not reduced during the localization process. However, as
we show here in figure 8(b), this quantity is maybe even more helpful in measuring the
localization of energy versus time and also in emphasizing the saturation effect due to the
discreteness.

In summary, we have addressed here the modulational instability as a first step toward
energy localization in nonlinear lattices. We have shown that the stability conditions are
guantitatively and qualitatively changed by the discreteness. We have also presented a simple
explanation of most of the results and finally we were interested in the localization of the
energy in discrete lattices. The conclusion is that the energy is localized as breather-like
excitations which interact inelastically. This result is important not only to motivate studies
on breathers’ existence and stability [4, 5], but also for possible physical applications.
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