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Abstract

RPC-based Grid infrastructures emphasize on the composition of services on a large
number of computing resources. The key issue to reach high performance is to enable
exploitation of parallelism on services invocations and communications. Moreover,
this process should be transparent to reuse legacy codes. In this paper we present
Homa, an IDL compiler and a run-time support for automatic detection of the
parallelism of invocations and their data dependencies on a set of CORBA objects.
On homogeneous architecture, HOMA is accompanied by a predictable cost model.
In the case of an application with a small critical path, among p processors the
speed up of HoMA versus CORBA is asymptotically O(p). The illustrations on a
case study in computational chemistry validate our cost model.
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1 Introduction

Multi-scale and multi-physics simulations are emerging as solutions to achieve
high fidelity in complex physical system simulations. Applicability of different
physics, computational techniques, and programming models demands that
these programs be developed as a largely independent collection of software
components. For instance, [27] reports that simulation of the next genera-
tion of aircraft will require several hundreds of software components and
will consume a lot of CPU time. Therefore, these simulations have to ex-
ploit the aggregate power of resources scattered from available clusters: such
component-based programs have to exploit a computational grid [18]. Several
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environments have been proposed to build applications for a computational
grid by providing services to encapsulate (server) components. A Network
Enabled Server system (NES) [29] is a Metacomputing environment where a
client requests the services of the servers using Remote Procedure Call (RPC).
There are many research projects that adopt this basic model of computation
Netsolve [11], Ninf [38], DIET [10]. High performance scheduling (for single
or multiple requests), automatic extraction of parallelism between several re-
quests and optimization of data movement are some of the main challenges of
such systems.

This paper presents the HOMA environment [20-22] to schedule invocations
of method onto a large scale distributed memory architecture. HOMA was
motivated by multi-physics numerical simulations building by code coupling
technics. Iterative and dynamic nature of coupling algorithms for numeri-
cal simulations orients HOMA toward dynamic composition of invocations to
method with data dependencies. HOMA focus on the applications based on the
standard CORBA from OMG, which have been successfully used in several
projects for numerical simulation [4,10,27]. Moreover some high performance
implementations are available [39,15] making CORBA well suited for building
high performance distributed application on computational grid. For instance,
some recent projects have proposed to facilitate access to core Grid services
(CoG kits) [32] for CORBA based application. DIET [10] presents a NES sys-
tem which relies on CORBA. CAPE-OPEN [4] is an European project that
aimed to propose CORBA interface of components for high performance sim-
ulation environments in computer aided process engineering.

While our target environment is CORBA, the challenge addressed into this
paper is to overcome some lacks of RPC-based environment for building easily
high performance applications.

e The first main difficulty comes from the semantic of the invocation of
method between a client and a server. An invocation is mostly a block-
ing instruction: the caller waits until the server returns values. CORBA
limits non-blocking invocations to the methods which do not have output
values. Therefore, in order to generate parallel flows of control, a program-
mer should mix blocking invocations with multi-thread computation, or he
should mix non-blocking invocation with an other way to handle return
values from server (callback, event driven model of execution, concept of
future [25], ...). Whatever is a concrete choice, the natural way a client
should invokes methods has to be forbidden. Using a specific compiler and
runtime support, HOMA keeps the natural semantics of CORBA invocation
to efficiently exploit parallel computation.

e The second limitation is due to the semantic of the communication of effec-
tive parameters during the RPC: all effective parameters of an input formal
parameter of a method (in in CORBA) are communicated from the client to



the server; all output parameters (out in CORBA) are communicated back
to the client. The direction of a parameter defined in the COBRA Interface
Description Language (IDL) allows optimization of communication for one
invocation between one client and one server. This local optimization does
not imply a global optimization when a client invokes several methods on
a set of servers to run a complex simulation: all parameters are moved be-
tween servers by passing through the client even if it does not need them; the
client becomes the bottleneck for the scalability of using many components.
The problem is exacerbated in the case of iterative simulation. Thus, the
communication should be optimized by considering the whole invocations.
In this paper we present our idea to keep standard CORBA semantics of
invocation while generating only communications on the demand, i.e. if and
only if a data is required on a component for an operation.

The outline of the paper is the following. Next section presents the Homa
project. We introduce the abstract interpretation of CORBA client invocations
which allows to build at runtime the data flow graph between all invocations.
This graph represents the future of the execution. Section 3.2 presents theoret-
ical results about expected execution time of any CORBA client using HOMA
versus a classical implementation: the gain could be linear with respect to the
number of processors if the application exhibits enough parallelism. Efficient
use of the data parallel CORBA object is described in section 3.3. Section 4
reports some experiments which fit our theoretical analysis. Then we conclude
this paper.

This paper extends previous published results on the theoretical scheduling
with respect of the memory and on the experiments [22,21,20].

2 A motivating example

This example comes from the project SIMBIO [6] in computational chem-
istry 3. The goal of SIMBIO is to build a distributed application to compute
complex simulation of molecular structure (a protein) surrounded by solvent.

2.1 SIMBIO application

Figure 1 shows the coupling algorithm of SIMBIO application as a multi step
integration scheme. The molecular dynamics (md object) and the continuum
method (e¢m object) are connected by a special task (coupling object) that
implements the computation of the coupling terms of the physical models. All
objects are parallel: the ’atoms’ P and ’surface’ § data as well as CORBA
objects are in fact distributed vectors. These data and objects are aggregate

3 SIMBIO was an project funding by INRIA, 1997-1999.



CORBA objects distributed among the processors. They are called data paral-
lel object extension to CORBA sequential object [25,36,31]: the object state is
distributed among the processors and can be accessed using an interface such
as standard CORBA object, the implementation manages locality of data and
automatically scatters and gathers data during invocation.

. for(int k=0; k <MaxTimeStep; k++) { @
: V

if (cmstep( k )) { //true iff CM step v v

md->computeRhs ( P, pout );

cm—>computePolarization(bi" , Femout);

) <
// Coupling sited on "md". I

1
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3
4
5. cm->computeA ( Sin pin ),
6
7
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9 coupling->mix (Femi™, Fgout, Fmdi™out) ;

11.  if (cmstep( k )) {

. :
) ) _ /
10.  md->integrate(Vinout, Fmdn, Pinout;

12. cm->integrate( S'mOUt Fgin );
3.}
14.} // End of main loop.

Fig. 1. Left: Client code of SIMBIO with superscripts to present the mode of param-
eter passing. Right: Data flow graph for one iteration if cmstep condition is true.
Solid arcs represent inter-objects data communications.

The description of the data flow for one iteration depends on the current step
and was given by a CORBA based client program sketched in the left part of
figure 1. The right part represents the data flow graph between the invocations
of the methods. Box node represents data, and ellipse node represents task.
An edge from a task to a data means that the data is written by the task.
An edge from a data to a task means that the data is read by the task. Each
task in the data flow graph corresponds to invocation of method on CORBA
object (at lines 4, 5, 6, 9, 10, 12).

On the top of standard CORBA implementation, the client program makes
invocations to the servers. It is involved into each communications: the asso-
ciated process receives and forwards all data requested by the servers. The
client is the bottleneck for the communication. It is inherent from the seman-
tic of method invocations in CORBA which requires explicit communication
of effective parameters. HOMA implements less strict semantic of method in-
vocations which allows to uncoupled the control flow and the data flow of the
execution. The client always describes the invocations but does not participate
into the communication of effective parameters between the servers.



3 Homa

HowMmaA is a research action to provide an environment which allows to reuse
software components and assemble them in order to build high performance
and scalable distributed application for numerical simulation. It is based on
CORBA component technology [30]. The assumption implicitly made in HomA
is that application involves many components distributed onto several com-
puters. First we present HOMA’s features and then its architecture.

3.1 Features for high performances

This section describes three main features required to reach high performances.
The first is the ability to predict the future of the execution by capturing
all invocations in order to unfold the data flow graph. The second allows an
efficient non preemptive execution in order to control the usage of resources at
runtime. The later is a lazy scheme of communication of effective parameters.
All of them are transparent to the final user and embedded into our IDL
compiler overviews in section 3.4.

3.1.1 Abstract Interpretation

In order to achieve efficient execution on parallel architecture, the knowledge
of the data dependencies related to the application appears as the key point for
computing good schedule. HOMA handles at runtime the ”abstract interpre-
tation” to gain information about the parameters required for the invocations.
At compile time and from an IDL definition, HOMA generates new client stubs
and server skeletons which allow to capture the type and direction mode for
each parameter involved in each invocation. At runtime, the control of the pro-
gram is interpreted in the standard way while all invocations are intercepted
to unfold the data flow graph of theirs executions. This graph is bipartite:
the nodes form two sets; the ”"tasks” and the "data”. A node of type ”task”
represents an invocation to a method on a server object. Input arcs are input
parameters (in in IDL), output arcs are output (out) parameters. A node
of type ”"data” represents a version of a variable. The right side of figure 1
represents the associated data flow graph of our motivating example in the
case where cmstep (k) is true. Each node of the graph has attributes: the site
of execution of the task (the site where the server object is instantiated) and
the size of the data. Moreover, each node has a state (ready/ not ready) that
represents the flow of data with respect of the dependencies. A data is ready
if it is written by a task, and a task is ready if all of its input data are ready.

The generation of client stubs and server skeletons embeds all parameters of
invocations into global references as provided by the runtime support ATHA-
PASCAN (see section 3.4). Such object acts as kind of future for results of
methods that are not yet executed. The abstract interpretation detects read



operations at runtime and it blocks the control flow until the availability of
the data. This concept comes from functional language community and it is
used in PARDIS [25] to explicitly generate parallelism between invocations.

3.1.2  Efficient Non-preemptive Ezxecution

After computation of a schedule of the data flow graph (section 3.2), the
runtime evaluates all tasks accordingly the order induced by the data flow
constraints. Remote synchronous method invocation delays execution of the
caller until the end of the remote execution and the communication of pa-
rameters. This semantic limits the potential parallelism between invocations
and requires preemptive scheduling at runtime. With HomA, blocking invo-
cation is decomposed in two non blocking invocations. This transformation
is done into client stub and server skeleton generated from the IDL by our
compiler. We call this transformation the ”invocation by continuation” [22] as
the adapted version of the "wait by necessity” [9] principle. In invocation by
continuation, a task invoking a blocking method is transformed in two tasks
which invoke non-blocking methods. The execution of the former task initiates
the invocation on the server and creates a task that represents the continu-
ation of the invocation. This task will became ready only when the server
invokes a method to put back the parameters.

The most import fact is that this transformation allows a non preemptive
execution [19] of the tasks with efficient execution: because all tasks are never
waiting for results, all processors remain active while there exist ready tasks
(in the graph). For instance, it is possible to execute the data flow graph using
one and only one thread of control to invoke in parallel methods on several
Servers.

3.1.83 Automatic Data Movement

Due to the knowledge of the data flow of the (futur) execution of a sequence
of invocations, HOMA is able to generate only the required communications to
realize one invocation onto a server. As presented above, the data flow graph
is automatically unfold thanks to IDL compilation and generation of new
client stubs and server skeletons. The IDL compiler translates each parameter
involved in invocations to a unique global reference. A reference is composed
by a name and a version number. If a server which produces a parameter
(out and inout) knows in advance all the servers that will consume it, the
skeleton is able to send the data to the consumers just after its production.
A receiver will store it until consumption. This mode of communication is
called the put mode. Thanks to the knowledge of the data flow graph, data
are broadcast to servers using a parallel algorithm. If a sever skeleton requires
a data which was not yet received, it sends a request to the process that has



produced it; this is the get mode of communication. In both methods, the
client that generates the sequence of invocations is never involved into the
communications, except if it requires to read data. The advantage of put mode
is to avoid extra communication. But, because it requires the storage of data
on some servers, the put mode should be used carefully with big data in order
to avoid memory consumption.

3.2 Theoretical Scheduling Results

HoMA relies on the macro data flow execution kernel of ATHAPASCAN [19,23,37],
a runtime environment to manage parallel execution on heterogeneous dis-
tributed memory architecture.

3.2.1 Notations and background results

Let us recall the notations used in [19] defined on data flow graph: Sequential
time 77 denotes the sequential time that is defined from a serial execution
of the program. Parallel time T, is the arithmetic depth of graph taking
into account the weights (computation costs) of task nodes. T, is then a
lower bound of the minimal time required by any non-preemptive schedule on
an unbounded number of processors ignoring communications times (PRAM
model [17]). Communication volume C) and delay C,, are evaluated from
graph similarly to T} and T}, but taking into account only the weights (sizes) of
data version nodes. (] is the sum of the weights over all data nodes; assuming
that the shared memory is emulated in an auxiliary file, C is then an upper
bound on the total number of accesses performed in this file during a serial
execution. C', is the length of the critical communication path.

3.2.2  FEzecution time with HOMA

Let us assume that the communication cost for a message of size L is hL. The
size of the data flow graph is noted by o.

Proposition 1 The time to execute a CORBA client on a p processors ma-
chine using HOMA is: T/ = O(% + T + h(% + Cx)) + O(0).

The proposition is deduced from the results on parallel execution of any ATHA-
PASCAN program [19]. This time includes the overhead to compute the sched-
ule of the program. The result is valid on a homogeneous parallel architecture
(processors must have the same speed). The authors [5] propose a work stealing
algorithm to the case of heterogeneous systems with similar bounds but that
does not take into account the communication. The execution cost model of
HowmaA is inherited from ATHAPASCAN [19], because HOMA translates remote
blocking invocation into non-blocking invocations (see section 3.1.2) and it en-
ables direct communication between servers (section 3.1.3). Such techniques



add the overhead of creating an extra task for the continuation and an extra
communication in the case of get mode. But it does not increases asymp-
totically neither the work of the program nor the volume of communication.
The above features of HOMA IDL compiler and runtime allow to execute any
CORBA program as an ATHAPASCAN program.

Note that if standard CORBA environment is used and because of limitations
explained in the introduction, the execution is sequential and data transit
through the client. Because of non-direct communication, the cost of data
transfer between servers is about double but remains in O(h). Therefore, the
complexity of any execution is: T = O(T1+To+h(C1+Cu))+0O(0). If the
program is highly parallel (T, << T}) and involves large data (C, << C),
then the gain of using HOMA versus CORBA is nearly linear with respect to

corba

the number of processors (W = 0O(p)).

3.2.3 Memory space with HOMA

Without any care, some schedules may not guarantee any bound concerning
the space required. However, ATHAPASCAN [19] is based on scheduling algo-
rithm which bound the memory space for executing program on a p-processors
machine. Using notation of [8,19], let us note by Sy the memory space required
for the serial execution on 1 processor. .S, is the memory space required for the
execution on p processors. For fully strict computation, [8] bounds the memory
space by S, = O(pS1) while preserving good execution time.

The assumptions in [7] about the structure of the computation may be applied
for ATHAPASCAN to bound memory space required for execution. Thus any
ATHAPASCAN program has memory space bounded by S; 4+ O(pT,, log(pTy))
and the time bounded by O(T}/p + T logp) on a p-processors machine [7].
Note that the running time is slightly increased with comparison to the bound
given in the previous section. This leads to the following proposition showing
that HOMA program have bounded memory space requirement during execu-
tion.

Proposition 2 For any HOMA program which required S1 memory space for
serial execution, it exists a scheduling with parallel time O(Ty/p + T logp)
and memory space S1 + O(pTs log(pTx)).

3.3 Efficient Data Parallel Fxploitation

There are several attempts to integrate data parallel applications in the CORBA
object model [31,34,25]. Parallel CORBA object (PACO) [36,34] concept aims
at providing an efficient technique to encapsulate parallel codes based on the
use of message passing libraries (i.e. MPI). It defines the data parallel object
as a collection of identical CORBA objects. Data Parallel CORBA Specifica-
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Fig. 2. HoMA’s architecture.

tion [31] has been approved by OMG. It defines an additional approach for
the implementation and use of CORBA objects that enables the object imple-
menters to take advantage of parallel computing resources to achieve scalable,
high performance. Parallel ORBs [31] exploit these advantages just only for
one client-to-server invocation.

It is interesting to note that even if data parallel CORBA components [31,34]
are used, the semantic of communication implies that parameters transit
through the client, thus even if the work is parallelized by (T} /p+T,) the com-
munication bottleneck due to the client remains in order of h(C; +Cy). Hence
even a parallel client could not overcome the lack of direct communication be-
tween individual parts of the parallel objects. Thanks to the communication
on the demand approach, HOMA enables the parts of parallel objects to com-
municate in parallel (see section 3.1.3). The extended skeleton contains the
extra methods which are the extensions of the user defined object methods.
HoMA consider the same data partitioning and request distribution of origi-
nal parallel objects for its proxy. Using Parallel ORBs, HoMA’s data parallel
proxies are able to communicate directly, so the communication remains in

order of h(C}/p + Cw).

3.4 Implementation

The HoMA IDL compiler generates stub and skeleton in order support the
abstract interpretation, the efficient non-preemptive execution and the auto-
matic data movement described in section 3.1. The source code of the client
and server does not change but it needs to be recompiled. The generated stub
and skeleton relies on stubs and skeletons generated from a standard CORBA
implementation. Figure 2 shows the interaction between the HOMA extended
stub and skeleton and the native CORBA stub and skeleton. HOMA stub in-
tercepts method invocations to generate the needed information for data flow
graph unfolding and automatic data movement. This concerns the transfor-
mation of parameters to global references and the management of data into



caches. The cache is distributed among all the processus of the application and
stores data as value of CORBA type any. The graph is managed and unfold at
runtime using the kernel of ATHAPASCAN [19]. The whole compilation process
is detailed in [22].

Two approaches are considered to serve legacy codes encapsulated in CORBA
object: By recompilation of the server codes, HOMA inserts an extended skele-
ton which intercepts incoming requests (figure 2, left server). HOMA is also
able to generate proxy object to intercept invocations to legacy code servers
(figure 2, right server) which introduces extra inter-objects invocation.

4 Experiments

All experiments were made using the OmniORB3 implementation of CORBA.
The programs were carried out on the iCluster of INRIA at Grenoble (PC
733Mhz, 256MByte, network 100Mbit/s). The timings are given using the
current version of the HOMA environment, which implements only the get
mode presented above. The scheduling algorithm is a simple greedy list-based
centralized algorithm that executes the first ready task of the list.

4.1 Aggregate Bandwidth

In this experience we run the program of figure 3. N is the number of pairs,
parameters of invocations are the sequences of size K and each of 2N objects
is mapped onto a different processor (p=2N). The invocations produce on the

Ps[1] —> produce Ps[N] — produce

. // Call the producters

. for(int i=0; i < Nj; i++)

// x[i] is output parameter

Ps[i] -> produce ( x[i] );

. for(int i=0; i < N; i++)

// x[i] is input parameter

1
2
3
4
5. // Call the consumers
6
7
8

Pc[i] -> consume ( x[i] );

Fig. 3. Left: Client code. Right: Associated data flow graph.

Ps[i] write sequences of size K while invocations consume on the Cs[i] read
all the entries of the input sequences. This program is characterized by 177 =
O(N)and T, = O(1); C; = O(NK) and C, = O(1). The figure 4, reports the
execution time using CORBA and HoMA with two sizes of sequence (K =
3.2M Bytes and K = 9.6M Bytes). The time for CORBA is linear in the
number of processors as well as in K as predicted by T¢"** = O(NK).

With HoMA, we observe the time which is nearly constant: results fit our
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predictive complexity Tzﬁwm“ = O(K). Nevertheless, a finer analysis shows that
time for HOMA is linear in N: this is due to the term O(o) in our cost model
(see proposition 1 page 7). This term takes into account the time required to
unfold the data flow graph which basically corresponds to sequentially unroll
the loops to create O(N) tasks with dependencies. This time is several orders
of magnitude less than the time required to invoke a method on a remote
object and has no impact when compared to standard CORBA, as shows in
figure 4.

30

—i— CORBA 9,6MB - © -Homa 9,6MB

—i— CORBA 3,2MB - > -Homa 3,2MmB

R h R

o 4 8 12 16 20 24 28 32 36 40 a4 48 52 56 60 64
Number of servers

Fig. 4. Execution time of code figure 3.

Using HOMA, the aggregate bandwidth linearly grows as the number of pairs,
the maximum aggregate bandwidth is about 304M Bytes/s ~ 3Gbits/s for
32 servers communicating to 32 servers (64 servers). The average point-to-
point bandwidth between two servers is about* 9.5M Bytes/s. In an other
experiment, scalability of HOMA up to 120 servers was observed with little
degradation in the average point-to-point bandwidth. So HOMA is able to ex-
ploit parallelism between method invocations and to manage parallel commu-
nications. On similar experiments where parallel objects may be applied and
on a same fast ethernet network, published results for PACO [36,34] relates
point-to-point bandwidth which varies from 9.1M Bytes/s to 11.3M Bytes/s
depending on the version of the implementation, the architecture and the
number of servers. Nevertheless, loops cannot be handle as in figure 3 (see
section 3.3).

4.2 SIMBIO

This experiment measures the ability of HOMA to make parallel execution of
invocations with complex dependencies. Figure 1 page 4 sketches the algorithm
and associated data flow graph of SIMBIO application. All parameters of
invocations are sequences of size M (number of atoms).

4 Maximum point-to-point bandwidth with respect to MPI on TCP is about
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Fig. 5. Left: SIMBIO execution time with several objects/application. Right: HomA
gains versus CORBA.

In the experiments MD object is distributed to N; and CM to N, sub-objects of
the same interface: each invocation is dispatched to several invocations on each
sub-objects. Note that the control flow depends on the evaluation of cmstep
which is only known at runtime. In this experiment N; = 2N, = N and we
choose cmstep to be true for each two iterations. All objects are mapped onto
different processors.

Let us note by T} the work of SIMBIO application, T, the critical path, C; =
O(M) the communication volume and by Cy the communication delay. At

first approximation we can consider that algorithms used in SIMBIO are linear

with respect to the number of atoms, thus 7} = O(M) and T, = O(M(Ni1 +

N%)) This assumption leads to T = O(3(1 + h)) using our predictive

model. Left side of figure 5 reports the time of 10 iterations. As the cost model
analysis expects, there is a linear relation between the execution time using
HoMA and object parallelization: the time decreases linearly as the number of
processors increases. Right side of figure 5 presents the gain of HOMA versus
CORBA for different number of atoms and processors p = N; + N,. There are
two reasons for subsidency of efficiency in growth of p. First, different number
of sub-objects (N7 # Ny) causes scatter /gather of messages from/to an object
(in this experiment two sub-objects of MD versus one sub-object of CM)
serialising the communications. As the second reason, increasing of granularity
decreases message size per sub-objects so HOMA overhead becomes important.
Our cost model may benefit from finer characterization of the communication
using a machine model such as logP.

11M Bytes/s on iCluster.
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5 Related Works

Lazy Approach and Cache Strategy: In order to achieve the necessary through-
put and latency in CORBA, we observed two groups of research. First, the
attempts to provide an object replication framework specially to used over
Internet like CASCADE [13], ScaFDOCS system [26]. The object replication
approach is not efficient for the methods with large size arguments which is
our target applications, the numerical simulations. Second, the researches for
caching results of method invocations so that the subsequent method invoca-
tions will return locally cached values without invoking the remote operation.
A very limited solution is provided by smart stub mechanism in some ex-
isting CORBA implementations (e.g. Orbix [24] and VisiBroker). But the
burden of maintaining coherency lies entirely on the application programmer.
MinORB [28] is a research ORB that allows caching partial results of read
method invocations at the client side. However, to our knowledge, there is no
attempt to automatically optimize communication on a sequence of invoca-
tions.

In [12] and [3], the concept of future is used in order to generate parallel
flow of control between Java’s remote method invocations. In [12], the main
problem solved is the reduction of communications between a client and one
server by aggregating invocations. Our work targets scalable architecture with
hundreds of processors with predictible performance model. The way the data
are cached onto servers also differs. In [12] aggregate of invocations are cached.
In [3] input or output data are cached as well as in HOMA. Nevertheless, the
knowledge of the data flow allows us to anticipate communications and use
parallel algorithm to broadcast or reduce data. Moreover it does not require
a general purpose cache coherent protocol.

Predictive cost model and algorithmic skeleton: Algorithmic skeleton [14,33,35]
was introduced in order to design high performance algorithm by providing
basic building blocks, called skeletons, which can be optimized on various par-
allel or distributed architectures. In [2,1] predictive performance models are
computed by estimating time required to execute basic instruction of Java
virtual machine. Our approach differs in the parameters of the predictive cost
model. We use the work and the critical path of parallel programs to predict
the time of execution on a p processor computers. Moreover, such cost model
may be applied to any parallel algorithm without using skeletons. Neverthe-
less, skeleton approaches seems to reach better performances when potential
parallelism is roughly equivalent to the available parallelism: using our ap-
proaches the cost of computing the schedule may introduce an overhead. This
is the reason why HOMA implementation uses a skeleton to scatter data to a
given set of processors (see section 3.1.3).

Aggregate Object for Parallel Codes: In CORBA object model, PARDIS [25]

13



and PACO [34] have studied the integration of data parallel application. OMG
has recently published a specification to handle data parallel application [31].
PARDIS reports to the user the concept of future while our approach makes
it use implicit. Neither PARDIS nor PACO provides an efficient support ro-
bust to the composition without rewriting interface to access to data. These
researches are orthogonal with HOMA where the optimization of a general
sequence of invocations is shown to be efficient and scalable. Nevertheless,
HoMA makes few assumptions about the distributed nature of the objects or
parameters and such parallel object extension should be easily reused.

Service-based Metacomputing: NetSolve [11], Ninf [38] and DIET [10] are the
RPC-based client/agent/server systems that enable users to solve complex
scientific problems remotely. Netsolve and Ninf developed their own runtime
support for communication but DIET is based on CORBA technology. In
Netsolve and Ninf, Request Sequencing [16] enables programmers to demand
optimization of communication on a sequence of requests. But it is explicit
and not transparent. There is no support to efficiently exploit data parallel
objects.

6 Conclusion

This paper presents our approach for an efficient and scalable composition
of distributed applications viewed as composition of CORBA method invo-
cations. To fulfill this goal we present how to build the data flow graph of
the execution and how to exploit it to extract parallelism using ATHAPASCAN
and to avoid unnecessary communication. Together these features permit to
several servers to communicate in parallel.

Moreover we show that the cost model of ATHAPASCAN is inherited in HomA
and we present the theoretical gain over a standard CORBA environment.
Some experiments validate our analysis. The techniques could be automati-
cally used and we have developed an initial prototype. HOMA provides a way
to program computational grid with CORBA as a standard from the industry,
using automatic code transformation.

Ongoing works are to study scheduling heuristics in the case where a task in
our graph could be dispatch on any server of a set in order to minimize the
communication (the problem is NP-hard). The target application is numerical
simulation in computer aided process engineering [4]. Moreover, technical work
currently deals with trying to reduce the overhead of our implementation by
an efficient cache; avoiding the extra copy needed for generic cache data type
(CORBA Any data type).

To the knowledge of the authors, HOMA’s work is the first attempt to con-
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sider the efficiency and the scalability of the composition of CORBA method
invocations for high performance applications in numerical simulation.
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