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Abstract. A substitution network is a wireless solution whose purpose
is to bring back connectivity or to provide additional bandwidth capac-
ity to a network that just suffered a failure or a dramatic surge in its
workload. We analyze the performance of the simplest possible multihop
topology for a substitution network, i.e., the multihop chain subject to
traffic transmitted in both directions. Clearly, the potential capacity of
a substitution network, whose technology should be embedded in mobile
routers, is very likely to be far much smaller than the prior base network.
We investigate the actual performance attained by such a substitution
network under various conditions of the chain length and the carrier
sensing range. Our results show that the capacity, viz. its maximum at-
tainable throughput, reaches a peak at a given workload and then, for
larger values of workload, decreases towards an asymptote which value
can be drastically lower than the peak value. We give insights into this
performance collapse and show the need for a suitable admission control.

Key words: Substitution networks, Multihop chain, Performance col-
lapse, IEEE 802.11

1 Introduction

A substitution network stands for a wireless solution whose purpose is to bring
back connectivity or to provide additional bandwidth capacity to a network
that just suffered a failure or a dramatic surge in its workload (e.g., flash crowd
effect). This latter network is called the base network, and it can be based on
wired or wireless technologies. It is worth pointing out that, unlike other ad hoc
and mesh solutions, a substitution network does not seek to provide new services
to customers. Its goal is rather to restore and/or maintain at least some services
that were available prior to the base network troubles. As a matter of fact, a
substitution network is not a stand-alone network.

Two types of nodes are involved in a substitution network: (i) Bridge routers,
which are basically gateways interconnecting the base network and the substi-
tution network; (ii) Mobile routers, which are the core piece of the substitution
network. Their positionning should be done so as to give rise to path(s) that will
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route the traffic delivered by the base network through the substitution network.
Obviously, bridge routers require a wireless interface to connect to the subsitu-
tion network, and mobile routers require motion capabilities to move towards
their expected position. Wifibots1 or micro-drones, like for instance AR.Drone
2.02, can be used as mobile routers. Last but not the least, an algorithm should
decide where mobile routers should move to.

The concept of a substitution network has been initially proposed in [1] and
it is also the core focus of the ANR VERSO RESCUE project (ANR-10-VERS-
003)3. In this context, the base network is assumed to operate through wired
technologies or through a wireless technology requiring large and fixed facilities.
So it is very likely that the attained capacity of the substitution network, whose
technology should be embedded in mobile routers, is far much smaller. Such a
drop in the available bandwidth has clear implications with regard to the control
policy to be implemented on the traffic at bridge routers. However, prior to these
operations, it is crucial to position the mobile routers in the best possible way
and so to investigate the performance behavior of a substitution network. For
instance, investigated factors may include its available bandwidth with regard
to the deployed topology, transmission power assigned to router antennas, and
buffer size on the wireless interfaces.

The scope of this paper is restricted to the performance analysis of the sim-
plest possible multihop topology for a substitution network, namely the multihop
chain. The case of a multihop network arranged as a chain topology has been
extensively studied, especially when IEEE 802.11 technology in DCF mode is
used as MAC protocol. Virtually all, if not all, of these works have dealt with
the case of a one-way traffic, viz., traffic transmitted from one endpoint (i.e.,
bridge routers) of the chain to the other endpoint. Obviously, providing the in-
jected traffic is transported using TCP protocol, then a reverse traffic consisting
of ACKs packets is departing from the destination node towards the source node,
but its workload is very light and tightly correlated to the data traffic. On the
other hand, in the case of a substitution network, the transported traffic is ex-
pected to be of roughly equal size in both directions. Therefore, the potential
emergence of substitution networks argues the need for new studies that handle
the case of a chain topology but subject to a two-way traffic workload and, as
far as we know, there is no work providing results and insights for this scenario.
In addition, a two-way traffic implies more interferences and collisions in the
wireless substitution network that, as shown later, will generate unexpected and
critical behaviors.

The paper is organized as follows. Section 2 details the used scenario and
the corresponding notation. In Section 3, we discuss the experimental results
obtained by simulation. Section 4 brings some insight into the performance col-
lapse potentially exhibted by a substitution network. Section 5 concludes this
paper.

1 http://www.wifibot.com
2 http://ardrone2.parrot.com/
3 http://rescue.lille.inria.fr/
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2 Scenarios

2.1 Description and assumptions

In this paper, we consider the case of a multihop chain scenario. This is the sim-
plest topology for a substitution network that aims at restoring connectivity to
a base network that is in trouble. The number of required hops in the chain de-
pends on the distance in between the two endpoints where the connectivity needs
to be brought back. Obviously, performance of the network vary deeply with the
number of hops, and hence we consider several lengths of chains. In all tested
scenarios, nodes are equidistant (any node is separated from its neighbor(s) by
250 meters).

As said previously, traffic is likely to be exchanged in various directions in
the base network. Therefore, it is fair to expect that the traffic sent over the
substitution network consists of data transmitted in both directions (from one
endpoint of the chain up to the other endpoint). We model the traffic of data-
grams in each direction by two independent Poisson processes. The resulting
traffic submitted to the substitution network (sum of two independent Poisson
processes) is thus also a Poisson process. We refer to the workload as the rate of
this resulting process, i.e., the rate of datagrams attempting to access the net-
work at any of the two endpoints. The valued of the workload will be denoted by
λ. Hence, at each endpoint, the local workload is of λ2 . In the aim of assessing the
capacity (i.e., the maximum attainable throughput) of a network, UDP traffic
appears as a fair choice (unlike TCP, there is no control loop). On top of that,
UDP sources may be a suited choice to represent an aggregation of dozens or
hundreds of uncorrelated flows. More complex traffic patterns are left for future
work.

In our scenario, we rely on-the-shelf wireless technologies for the substitution
network. More precisely, we assume that wireless communications are based on
IEEE 802.11 and use the DCF mode based on a CSMA/CA approach. Since
previous studies has shown that the use of RTS/CTS is ineffective in multihop
wireless networks [2, 3], we do not include the case of using RTS/CTS in our
scenarios.

We also investigate the impact of different carrier sensing ranges on the
multihop chain performance. Since the radio environnement may undergo various
propagation properties, we consider both the cases of a carrier sensing range
greater than the communication range and of equal size. In the last case a node
can only sense communications of one-hop neighbors, whereas in the former case
it can also sense communication of two-hop neighbors.

Finally, for sake of simplicity we assume that the physical layer is perfect.
It means that any frame transmitted on the radio medium is always received
successfully if no collision occurs. Of course, this represents a strong assumption
that does not match with reality. However the performance analysis under an
ideal physical layer assumption is an unavoidable first step in the quest of bet-
ter understanding the MAC layer behavior in terms of frames collisions, backoff
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freezes and buffer overflows. In addition, we believe that our qualitative obser-
vations will not drastically change with a more realistic physical layer. This will
be verified in future work.

2.2 IEEE 802.11 DCF main principles

In this section, we remind the main principles of the DCF (Distributed Coordi-
nation Function) mechanism of IEEE 802.11 [4], since we rely on precise elements
to discuss the obtained results in Section 3. A node that wants to transmit a
datagram is required to wait for a fixed period DIFS and another period, called
backoff, randomly chosen in a contention window. During the backoff period,
the backoff is decreased by one whenever the medium is sensed as idle, at the
end of a slot duration. If the medium is detected as busy, the backoff counter is
frozen, and is resumed as soon as the medium returns to the idle state. When
the backoff counter reaches zero, the node starts the transmission of the frame
corresponding to the datagram. In 802.11 DCF, (unicast) frames are considered
to be successfully transmitted if the sender receives an acknowledgement from
the receiver after a fixed and short period SIFS and prior to a given timeout.
Otherwise, the sender considers that a collision has occurred. The datagram is
then retransmitted by using the same process but with a contention window
whose size is doubled (up to a given maximum value).

The maximum number of transmissions for a given datagram is limited to a
maximal value defined by the standard. Typically, this value is set to 7. Note
that the size of the contention window is reset to its initial value whenever a
frame transmission succeeds or when a datagram is dropped because it exceeds
the maximal number of retransmissions.

2.3 Notation

We now detail the main notation we use in this paper. Let us a consider a
multihop chain with n hops (meaning n+ 1 nodes labelled from 0 to n).

We let ta,b denote the mean throughput of the traffic sent from node a to
node b, which is computed as the number of successfully transmitted datagrams
(in bits) per unit of time. Ta,b indicates the mean throughput of the aggregate
traffic exchanged between nodes a and b (in both directions). By definition, we
have:

(1) Ta,b = Tb,a = ta,b + tb,a ∀a and b ∈ [0, n]

Figure 1 illustrates this notation.
Simple and obvious relations can be established between these latter quan-

tities, and come from the fact that traffic arriving to node n (resp. node 0)
corresponds to datagrams that have been sent by node 0 (resp. node n) and that
have not been lost in between both:

(2) T0,n = t1,0 + tn−1,n

(3) ta,a+1 ≥ ta+1,a+2 ∀a ∈ [0, n− 2]
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Fig. 1. Notation used in the paper

(4) t0,n = tn−1,n and tn,0 = t1,0

By the system symmetry, we also have:

(5) T0,1 = Tn−1,n and ta,a+1 = tn−a,n−a−1 ∀a ∈ [0, n− 1]

Similarly, we denote by pa,a+1 the probability that a frame transmitted from
node a to node a+1 is lost because of a collision. Pa,a+1 then represents the prob-
ability that a frame transmitted between nodes a and a+ 1 (in both directions)
gets corrupted due to a collision. Finally, we let qa,a+1 denote the probability
that a datagram transmitted from node a to node a+ 1 is lost because it expe-
rienced seven consecutive collisions and Qa,a+1 the probability that a datagram
transmitted between nodes a and a+ 1 (in both directions) is lost.

The next two following equations are approximately satisfied:

(6) qa,a+1 ' (pa,a+1)7 ∀a ∈ [0, n− 1]
(7) Qa,a+1 ' (Pa,a+1)7 ∀a ∈ [0, n− 1]

3 Simulation

We assess the performance of the multihop network through extensive discrete-
event simulations using Ns2.35 for various lengths of the chain, viz. n = 3, 4 and
5. We relate the parameters values we use in Table 1.

3.1 Case of a 3-hop chain

A - Carrier sensing range greater than transmission range
We start our analysis with the case of n = 3 hops, and a carrier sensing range
greater than transmission range. Let us recall that this only means that a node
can sense communication of two-hop neighbors, e.g., node 1 can sense communi-
cations of nodes 0, 2 and 3, but node 0 can only sense communications of nodes
1 and 2. Figure 2 shows the related results as a function of λ. Remind that a
workload of λ/2 is injected both on nodes 0 and n.

Figure 2(a) indicates the values of ta,a+1 for each link, i.e., the mean traffic
throughput from node a to node a + 1 (viz. in one direction) and t0,n, i.e., the
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Propagation model 2-Ray Ground

Physical rate 11 Mb/s

Transmision range 399 m

Carrier sensing range 709 m or 399 m

Distance between neighbor nodes 250 m

RTS/CTS Disabled

Traffic Two Poisson sources with UDP. One for each direction

Workload λ From 0.1 to 10 Mb/s with steps of 0.1 Mb/s

Packet size 1500 bytes

SIFS 10 µs

DIFS 50 µs

Backoff time slot 20 µs

Retransmision limit 7

Contention window size (min, max) 32, 1024

Node buffer size 50 packets

Simulation time 150 s

Table 1. Experimental setup for the simulations

mean traffic throughput from node 0 to node n. First, as λ increases from 0.1 up
to around 2Mb/s, so do ta,a+1 and t0,n. Then, the values of ta,a+1 and t0,n tend
to be flattened at a value often close (sometimes less) to their maximum value.
Note that, in this area, we have: ta,a+1 ≥ ta+1,a+2 ∀a ∈ [0, n − 2], which is in
line with relation (3) from Section 2.3. This behavior ensues from the combined
effect of collision occurences and buffer overflows. As shown in Figure 2(b), p0,1,
i.e., the probability that a frame transmitted from node 0 to node 1 experiences
a collision, is far much larger (around ten times) than p1,2 and p2,3 because of
node 3 that acts as a hidden terminal. However, the values of q0,1 and a fortiori
those of q1,2 and q2,3, are almost equal to 0 (consistant with relation (6)), mean-
ing that virtually no datagram will be lost due to consecutive frame collisions.
Yet this significant value of p0,1 tends to “elongate” the time the node 0 needs
to successfully transmit a datagram to node 1 but also the time that nodes 1
and 2 take to forward the datagram due to backoff freezes. Then, given the finite
size of buffers at each node, this elongation in the time needed for serving a
datagram may ultimately cause datagram losses by overflow. This is in line with
the decreasing values of ta,a+1 in Figure 2(a). Finally and unsurprinsigly, the
values of t0,n match those of t2,3 here, which complies with the relation (4).

We turn now to Figure 2(d). Let us remind that Ta,a+1 denote the mean
throughput of the aggregate traffic exchanged between nodes a and a + 1 (in
both directions). First, T0,1 and T2,3 are identical due to the intrinsic system
symmetry (see relation (5)). Second, as expected, T1,2 is slightly less than T0,1
since datagram losses occur due to buffer overflow at nodes 1 and 2. By the way,
this figure is also in line with relation (1). For instance, t1,2 (roughly equal to
1.2 Mb/s from Figure 2(a)) summed up to t2,1 (equal to t1,2, see relation (5))
comes equal to T1,2. Third, T0,3 is steadily lower than T0,1, T1,2 and T2,3, which
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(a) Throughput on each link on as-
cending nodes direction

(b) Frame collision probability on each
link on ascending nodes direction

(c) Lost datagrams by buffer overflow
at each node and for the overall net-
work

(d) Aggregate throughput on both di-
rection for each link and for the overall
network

Fig. 2. n = 3 hops and carrier sensing range greater than transmission range

agrees to the fact that T0,3 is made up as the sum of the two smallest ta,a+1

from Figure 2(a), i.e., t2,3 and t1,0. Last but not least, it is worth pointing out
that the evolution of T0,3 hits its top value around λ = 2.1 Mb/s before decaying
slightly. As shown below this unexpected behavior will be accentuated in other
examples.

B - Carrier sensing range equal to transmission range
We now turn to the case where the carrier sensing range equals the transmission
range, i.e., a node cannot sense communication of more than one-hop neighbors.
n is kept to 3 hops. We report in Figure 3 the related results (again as a function
of λ).

Figure 3(a) shows the obtained results for T0,1, T1,2, T2,3 and T0,3. Same
remarks can be made here as in the previous case (with a carrier sensing range
greater than transmission range). Yet the main difference is quantitative. Ob-
tained values tend to be smaller than previously reported values. The aggregate
throughput attained by the network converges towards 1.2 Mb/s with a peak
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(a) Aggregate throughput on both di-
rection for each link and for the overall
network

(b) Frame collision probability for each
link on ascending nodes direction

(c) Lost datagrams by buffer overflow
at each node and for the overall net-
work

Fig. 3. n = 3 hops and carrier sensing range equal to transmission range

close to 1.6 Mb/s. First, it is worthwhile pointing out that the attained through-
put for high traffic is almost half of the one obtained in the previous example
(1.2 Mb/s instead of 2 Mb/s). Second, the difference between the asymptote and
the peak is also bigger than in the previous example and becomes now signif-
icant. It is a consequence of a smaller carrier sensing range that implies more
collisions when traffic is high. This behavior may indeed be tied to the rise of the
frame collision probabilities p0,1 and p1,2, which are now laying at much higer
values (see Figure 3(b)), since two nodes, viz. nodes 0 and 1, instead of one, are
actually subject to hidden terminals. Then, not surprisingly, as frame collision
probabilities increase, so do the time needed by a node for serving a datagram
which may ultimaty cause datagram losses by buffer overflows. Datagram losses
are reported in Figure 3(c).

It thus appears that, at least in this case, it could be worth controlling the
workload rates at the input of the network so as to maximize the overall through-
put performance of the network.
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3.2 Case of a 4-hop chain

A - Carrier sensing range greater than transmission range
We carry on our analysis with the case of n = 4 hops, and a carrier sensing range
greater than transmission range. Associated results are reported in Figure 4.

Figure 4(a) relates the values of T0,1, T1,2, T2,3, T3,4 and T0,4. These results
somehow differ from those obtained for n = 3 (see Figure 2(d)). On the one
hand, T0,1 and T3,4 keep increasing towards an asymptote close to 4 Mb/s.
On the other hand, T1,2 and T2,3 exhibit a peak value around λ = 2.2 Mb/s
and then steadily decrease. Then, not surprisingly, T0,4, which represents the
aggregate throughput of the network, reaches its peak around λ = 1.9 Mb/s
before decreasing significantly towards 0.5 Mb/s. It is worth noticing that in
this case the ratio between the maximum value of T0,4 and its asymptotic value
is close to 3. (This ratio was only around 1.1 for n = 3). In this example, the
need for an admission control in order to avoid this huge drop in throughput
appears to be crucial.

To go further, we look at the frame collision probability in Figure 4(b).
Unlike the case of n = 3 (see Figure 2(b)), p0,1 exhibits a peak value here
around 1.8 Mb/s and then decreases gradually. In addition, again as opposed
to the case of n = 3, there is another collision probability that is non-null, viz.
p1,2. This growth of p1,2 is mostly due to the presence of a hidden terminal for
node 2 when n = 4.

The collision probabilities ensue losses of frames, but with such levels of
probability, it is very unlikely that a datagram experiences seven consecutive
collisions and then gets lost. Datagrams may rather be lost when attempting to
access the buffer of nodes when λ is large due to buffer overflows. Figure 4(c)
reports these datagram losses at each node as a function of λ. First, as opposed
to n = 3, losses are now mainly occuring on intermediate nodes, viz. nodes 1
and 3 (though nodes 0 and 4 are still experiencing losses but at a lesser degree).
Second, as expected, the total amount of losses in the network, designated by
the red curve, exhibits a first regime with no losses going up to around 2 Mb/s,
and a second regime with increasing losses. Perhaps more interestingly, on this
latter regime, the slope of the curve is greater than 1 and close to 2 when the
traffic is slightly higher than 2 Mb/s. This means that, just beyond 2 Mb/s, as
the workload of the network is increased by A, then the total amount of losses is
roughly increased by 2×A. This somehow counterproductive phenomenon leads
to the decay exhibited by T0,4 on Figure 4(a).

B - Carrier sensing range equal to transmission range
Figure 5 reports the results obtained for n = 4 but with a carrier sensing

range equal to transmission range. Because of the network symmetry, we get
T0,1 = T3,4 and similarly, T1,2 = T2,3 as shown by Figure 5(a). This latter
figure also shows that T0,4, i.e., the aggregate throughput of the network, hits
its maximum value around 1.2 Mb/s and then decreases to its asymptotic value.
It is worth noting that having carrier sensing range equal to transmission range
yields a smaller maximum value of T0,4 as compared to having a carrier sensing
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(a) Aggregate throughput on both di-
rection for each link and for the overall
network.

(b) Frame collision probability for each
link on ascending nodes direction.

(c) Lost datagrams by buffer overflow
at each node and for the overall net-
work.

Fig. 4. n = 4 hops and carrier sensing range greater than transmission range

range greater than transmission range (viz. 0.3 Mb/s), yet the asymptotic value
of T0,4 for large value of workload λ is slightly higher (viz. 0.2 Mb/s). However
the ratio between the peak and the asymptote remains greater than 2 and thus
controlling the workload rate at the input of the network would still be very
productive.

Here also, datagram losses occur overwhelmingly due to buffer overflows (and
not because of seven consecutive collisions). Figure 5(b) relates the amount of
losses at each node. As opposed to previous cases, losses are somehow shared
among the nodes (with the exception of node 2). Finally, the total amount of
losses in the network, represented by the red curve on Figure 5(b), shows that
the network experiences virtually no losses up to a workload λ = 1.5 Mb/s.
Afterwards, the curves starts increasing with a slope starting to 1.5 (for λ <
3 Mb/s) and decading to 1. This behavior perfectly complies with Figure 5(a)
where one can observe that for increasing values of λ within [1.5, 3] Mb/s, the
aggregate throughput of the network, i.e., T0,4, tends to decrease. On the other
hand, for λ values greater than 3 Mb/s, T0,4 holds constant.
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(a) Aggregate throughput on both di-
rection for each link and for the overall
network

(b) Lost datagrams by buffer overflow
at each node and for the overall net-
work

Fig. 5. n = 4 hops and carrier sensing range equal to transmission range

Fig. 6. n = 5 hops and carrier sensing
range greater than transmission range

Fig. 7. n = 5 hops and carrier sensing
range equal to transmission range

3.3 Case of a 5-hop chain

A - Carrier sensing range greater than transmission range
Finally we consider the case of n = 5 hops. In Figure 6, we represent the ag-
gregate throughput for each link when carrier sensing range is greater than
transmission range. As shown on this figure, T2,3 plays as the bottleneck link
for this network. Note that the aggregate throughput of the overall network,
i.e., T0,5, tends to stand below T2,3 since datagram losses may still occur after
having passed the bottleneck link. This figure also clearly states that T0,5 hits
its maximum value for a moderate value of λ (around 1.5 Mb/s). Afterwards,
T0,5 decays gradually towards a drastically small value less than 0.1 Mb/s. Here,
more than never, an admission control would be of high productivity.

B - Carrier sensing range equal to transmission range
Figure 7 reports the simulation results in the case where carrier sensing range
and transmission range match. First, all Ta,a+1 and T0,5 exhibit an asymptotic
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value for large values of λ. T0,5, which represents the aggregate throughput of
the overall network, peaks at 1.2 Mb/s for λ = 1.2 Mb/s, and then decreases
gradually towards its asymptotic value of 0.4 Mb/s.

4 Insights into results

A key result of Section 3 is that for all tested values of n the aggregate throughput
of the network, i.e., T0,n, always peaks at a given workload value λ. For smaller
values of λ, and more surprisingly for greater values of λ, T0,n reaches lower
values. Such a performance collapse clearly argues for controlling the rate at
which the workload is introduced to the network. Yet before investigating this
in more detail, we focus the paper on the reasons that cause this peak to occur.

Black box
input output

� T0,n

losses

Friday, August 24, 12

Fig. 8. Network as a black box system

Overall, the network can be
viewed as a black box system that pro-
cesses datagrams requesting service.
Its input corresponds to the data-
grams arriving rate, viz. the workload
λ, and its output represents the rate
of successfully transmitted datagrams
through the chain, viz. the aggregate
throughput of the network T0,n. This
is illustrated by Figure 8. We also represent potential losses on this figure since
the network can experience datagram losses if the buffer of a node is found
full upon a datagram arrival. Remind that our experiments demonstrated that
virtually no datagrams were lost because of 7 consecutive frames collisions.

Fig. 9. Evolution of the service time tS
against the workload λ for n = 5

We denote by tS the time needed
by the network to sucessfully pro-
cess a datagram, which corresponds
to the sojourn time spent by a data-
gram within the network. This ser-
vice time includes potential waiting
times at buffers, backoff overheads,
frames transmissions and retransmis-
sions. Let us emphasize that tS is not
a constant time here, but a function
of λ. As λ increases, the waiting time
spent by datagrams queueing in buffer
nodes tends to increase as well as the
backoff overheads, causing ultimately
a growth of tS . The system is said to
undergo an elongation of its service time. Such a feature is quite common for
systems where requests need to access a shared ressource to be served. To better
understand its evolution, we capture its values in our different simulations. Fig-
ure 9 represents the values of tS against λ for all previous cases (n going from
3 to 5 hops). For n = 5 and a carrier sensing range greater than (respectively,
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equal to) the transmission range, we observe that tS is close to 0.001 s for low
values of λ and then increases steadily, reaching values around 5 s (respectively,
2 s). Similar remarks hold for other values of n.

The capacity of a system usually refers to its maximum attainable through-
put. In our case, for a wireless network with n hops, the system capacity varies
with λ. This change can be observed in Figures 2(d), 3(a), 4(a), 5(a), 6 and 7
where the network capacity tends to decrease significantly once the peak value
has been reached. In a broader way, the system capacity highly depends on its
service time but also on other factors. Another key factor is the DOP (degree of
parallelism). The parallel processing stems from potential pipelining in the data-
gram service. For instance, as node a handles its datagram (viz. transmits the
corresponding frame on the channel), node a+4 can also be in transmission. On
top of this, another well-known pipelining effect may occur when two neighboor
nodes decrement simultaneously their backoff. We denote by D this degree of
parallelism. Typically, we have D ≥ 1 but it is unclear how to get its exact value.
Based on simple queueing theory elements, it follows that the system capacity
is equal to D

tS
.

�

T0,n

capacity
�

T0,nupper bound of

Tuesday, August 28, 12

Fig. 10. Schematic view of T0,n against λ

The aggregate throughput of the
network, i.e., T0,n, can obviously not
exceed D

tS
, neither λ (it can be less

than λ due to datagram losses). Hence
we have:

T0,n ≤ min(λ,
D

tS
)

Note that when λ > D
tS

, then the
datagram loss rate increases dramat-
ically. We schematically plot in Fig-
ure 10 the evolution of the upper bound of T0,n assuming for tS an evolution
similar to the ones exhibited on Figure 9. The obtained curve for the upper
bound of T0,n exhibits a peak value corresponding to the intersection point of
the function λ and the one designating the system capacity. This is in line with
our simulated experiments (see Figures 2(d), 3(a), 4(a), 5(a), 6 and 7).

5 State-of-the-Art

In [5, 6], the authors study, by simulation, the performance of IEEE 802.11 DCF
in multihop chains when the injected traffic consists of TCP flows. They point
out the TCP instability and the fairness issues that may arise with this topology.
Their simulations always include the use of RTS/CTS, and the TCP flows, which
compete to access the network ressource, may only go through the network on a
segment of the chain (whereas in the case of a substitution networks, it is very
likely that the traffic is exchanged from one endpoint to the other). During the
same year, the authors of [7] study the capacity of multihop wireless networks
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based on IEEE 802.11 DCF and, specifically, the capacity of multihop chains.
The performance are studied using the simulator Ns2. The authors turn on the
RTS/CTS mechanism, set the physical rate of wireless links to 2 Mb/s, and
assume that a single flow is sent through this topology (in fact the flow profile
is not specified in the article). The simulation results show that, when the flow
rate becomes too large, the throughput achieved along a multihop chain tends
to decrease with the number of hops of the chain and seems to converge towards
a bound. They also show that the capacity of the chain can be attained for a
specific flow sending rate and that the the throughput obtained on the chain
slightly decreases and becomes smaller than the capacity when the flow sending
rate is increased. Other topologies are tested but none of them corresponds to
our scenario.

In [8], the authors carry out real experiments on a multihop chain and com-
ment the obtained performance. The chain consists of at most 4 hops and one
CBR/UDP flow is transmitted from one endpoint of the chain to the other end-
point at a saturating rate (i.e., there is always a packet to send at the source),
with a physical layer of 2 Mb/s and without the use of RTS/CTS. The results
show that the obtained throughput on the chain is very low (and smaller than
the one obtained by simulation) and very unstable. They also show that the
third and fourth links have lower performance than the first and second links.
These experiments only consider one saturating one-way flow, which is different
from the scenario we consider.

More recently, the multihop chain topology has been investigated in details.
In [9], the authors provide a throughput analysis of multihop chains with one
transmitted flow. The analysis is carried out both by simulation and analytically
and shows that the load injected into the chain must be controlled in order
to reach the optimal overall throughput. This analysis focuses on interactions
between hidden nodes. A similar study is provided in [10]. In [11], the authors
study the performance of a multihop chain under different physical rates, with
and without the use of RTS/CTS, and with one-way flow. The results show that
using high physical rates do not necessarily lead to the best performance in terms
of end-to-end throughput and end-to-end delay, particularly when RTS/CTS are
used.

In [12], the authors study potential interactions that can arise between links
of a chain. They evaluate, by simulation and with real experiments, the impact of
the different possible interactions on the overall chain throughput. The obtained
results show that some kinds of interactions give rise to better performance and
that the kind of interaction at the beginning of a chain has more impact on the
performance than at the end of the chain. The results also show that, beyond
a given sending rate of the injected flow, the overall throughput in the chain
slightly decreases. This work had been started in [13] with a less realistic model
for the packet reception. This study do not consider the targeted scenario of
this article. In these works, CBR/UDP flows are transmitted. These studies are
extended to TCP flows in [14]. But as explained in Introduction, even though
a TCP flow implies two flows at the transport level, one in each direction of
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the multihop chain, these two flows have dependencies and asymmetric sending
rates, as opposed to our work.

6 Conclusion

In this paper, we analyze the performance of the simplest possible multihop
topology for a substitution network, i.e., the multihop chain subject to traffic
transmitted in both directions. Clearly, the potential capacity of a substitu-
tion network, whose technology should be embedded in mobile routers, is very
likely to be far much smaller than the prior base network. We investigate the
actual performance attained by such a substitution network under various con-
ditions of the chain length and the carrier sensing range. Our results confirm
that the potential capacity of a substitution network, viz. its maximum attain-
able throughput, tends to be low. More interestingly, we show that its capacity
exhibits a peak value around a given workload rate and then, for larger values
of workload, decreases gradually. We provide insights into this performance col-
lapse. Future work will be devoted to automatically detect this optimal running
point of the network, and so control the rate at which the workload is introduced
to the network.

Acknowledgments

This work was partially funded by the French National Research Agency (ANR)
under the project ANR VERSO RESCUE (ANR-10-VERS-003).

References

1. Razafindralambo, T., Begin, T., Dias De Amorim, M., Guérin Lassous, I. Mitton,
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