High-level Approach to M odeling of Observed System Behavior

Thomas Begirt Alexandre Brandwaji Bruno Baynaf Bernd E. Wolfingeft
Serge Fdid&

Abstract representation of the system in favor of the possibilityt tha
a relatively simple model, not necessarily related to the ap

Current computer systems and communication networks tep@rent structure of the system, might be able to capture the
to be highly complex, and they typically hide their internabehavior of the system under consideration. An obvious jus-
structure from their users. Thus, for selected aspects-of défication for our approach is that, even in a complex system,
pacity planning, overload control and related applicatjan it is possible that a small number of components, or a single
is useful to have a method allowing one to find good and relgomponent, may be the critical bottleneck, effectivelydri
tively simple approximations for the observed system behaing the system behavior. This idea is by no means novel, and
ior. This paper investigates one such approach where we B&s been frequently employed in the past, e.g. in the case of
tempt to represent the latter by adequately selecting the pan Internet path ([9] and [1]), disk arrays ([11]), time-shg
rameters of a set of queueing models. We identify a limitegystem ([10]) and a Web server ([4]).
number of queueing models that we use as “Building Blocks” o o
(BBs) in our procedure. The selected BBs allow us to acc2Ur @pproach has several advantages. First, it requirés a pr
rately approximate the measured behavior of a range of df!l little |_nformat|on abput the system, and can be easily em
ferent systems. We propose an approach for selecting aggdd_ed in an gutomatlc software tool that d(_)es not need any
combining suitable BB, as well as for their calibration. Fi-SPecial modeling or queueing theory expertise from the end

nally, we validate our methodology and discuss the potentidSer- Second, our approach may provide the performance an-
and the limitations of the proposed approach. alyst with a ready-to-use model to generate reliable estisna

for system performance at other workload levels, withoat th
expense and the effort of obtaining additional measuresnent
Finally, it may help discover properties of the system not im
mediately apparent from the system structure by delivesing

simple model able to adequately represent the system.
A commonly used method for analytic performance modeling

of computer and communication systems, which we refer to

as the constructive approach, is to attempt to reprodudeein t

mathematical model essential aspects of the system steuctu 2 General framework

and operation [6]. This constructive approach has its §imit

First, important aspects of large and heterogeneous canpubystems considered in our study may represent a whole com-
or communication systems may be largely unknown. Se@uter or communication system, or specific components such
ond, extensive knowledge and expertise might not be avafs processors, a disk array, an Ethernet network or a WLAN,
able to correctly identify key system components and festur etc. Requests refer to the individual entities that aredithy

lest the resulting models become unrealistic or intraetabl the system, such as packets or frames in the case of networks,
their complexity. These difficulties motivate in part our-ap I/O requests in the case of storage systems, HTTP requests
proach. In our high-level modeling, we don’t necessaribkse in the case of web servers, etc. The workload (offered load)
to “mimic” the structure of the system under study. Ratheincludes all the requests that are submitted to the system fo
we focus on the observable behavior as given by measutéeatment. In our view, the system performance changes in
ments of the system, and attempt to infer from it a possibkesponse to the workload, and these changes are reflected in
high-level model structure capable of adequately reproduthe corresponding measurements.

ing the observed system. In doing so, we forego the detailed . S
Our approach relies on the availability of measurements of
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service) experienced by a request inside the system. ¥inall 4 e o & o]
Qmes represents the average number of requests in the system.

Note that, by Little’s law [8],Qmes = Xmes X Rmes SO that it

suffices to measure any two of these three quantities. Each R
measurement point corresponds to a set of performance pa-
rameters that have been measured at a particular state of the

load (e.g.(Xmes, Rmes)) @nd may in general also include input

Error criterion ¢

parameters such as the corresponding offered load. A tbtal o < >
n measurement points for the same system constitutes a set
of measurements. In computer networks, a point from a set Figure 1: Error criterion

of measurements may contain typical performance parame-

ters such as the throughput at an interface, the time spent by

packets inside the network and possibly the packet loss.ratB.3 Search for an adequate model among the Building

In disk arrays, a set of measurements may include paramet8tecks

such as the 1/0O response time, I/O request throughput, eevig our high-level approach, we attempt to automatically cal

utilization, etc. ibrate each BB separately and select among them the “best”
model (the best BB with the best calibration). By calibratio
of a BB we mean the search for a set of values of model pa-

3 High-Level Modeling rameters that minimizes the error criteri®nin general, this
leads to a non-linear numerical regression problem. Wedavoi
3.1 Set of Building Blocks algorithms based on derivatives@fIn most cases, differen-

jating 6, if at all possible, is time consuming and it is specific
0 each BB. We cast the calibration of a BB as a numeric op-
ization problem, and we choose to employ Derivative Free

One of the premises of our high-level approach is that a co
plex system may exhibit behavior that can be reproduced

a relatively simple gueueing model. We use a set of ener'. o
models th);t wepcallq“BuiIdin% Blocks” (denoted by “BBgs” in Optimization (DFO) methods [5]. These methods have the

the rest of the paper). BBs include queues such as the Ivl/M/&dvantage that no derivatives are invoked or estimatedy The
M/M/C/K. M/G/1 M/G/l/K [3], as well as the M/G/C ap- are not specific to a particular BB, so that the introductibn o
proximation [7], and original queueing systems whose servi a new BB is an easy task. In our specific implementation,

times are driven by the congestion parameters of an embeddig YS€ @ local quadratic approximation, which implies a low

model. Reference [2] discusses in more detail these mod&%mputatlonal cost while speeding up the convergence. The

with load-dependant service times. To represent the fatt th reztjr:tos dotfezgrs ?())(pbee”:gizft ::(;C\?;er t?:;tt?oer %rgsp(\)/;?ﬁ aBTi?an
in some systems, the response time comprises a fixed over- y .
ed number of parameters (say, up to 5 or 6). More details

head as an additive load-independent component, we exp ' . :
our BB to include a fixed “offset’ value (denoted Bf in about the technique can be found in a technical report [2].

figures). Note that this offset does not affect the congestio ]
at the server, and the response time in our BBs is simply ti# Requirementsfor the methodology

sum of the offset value and the response time at the server,Méasurements represent a key component for our approach.
To be of use, the sets of measurements must satisfy certain

3.2 Error criterion comm_on sense conditions. First, all measurement points fro
@egpartlcular set must come from the same system whose struc-

We need a way to measure the goodness of fit of a given mo : : h b
(a Building Block together with a set of values of its paramelUra! Properties must not change between measurements. In

ters) versus the measurement set. This is the role of the erpgrticular, .tﬂehbackgroun?j traffffl_c ﬂ;]at ngres.trr:e SYSt‘?”.‘b:e
criterion, referred to a8, that aims at providing a convenient SOUrces wit _t € measure _tra Ic should be either negeg|
way to compare fairly any models. A simple way to definéonstant, orin a clear relationship to the measured tradfic

this function is to consider the sum of the deviations betweeaII measurement points. Second, the available measurement

mean sojourn time obtained from measurements and the offai@ must adequately capture the salient features of system

obtained from the model for values of throughput equal to thR€havior in the range of interest. Clearly, for instancénd

measured throughput (see Figure B)can be formally ex- system response exhibits an inflection point and this psint i

pressed by relation 1, wheRyes; (i — 1 n) are the mea- not present in the measurement data, there is little chhate t
] | et AR

sured mean response time values, Rd (i=1,....n) are the model proposed by our approach will correctly reproduce
’ el \3leh a behavior.

the corresponding mean response times obtained from a gi
model. Some adjustments to the definitionBadire possible
in order to take into account absolute and relative comptsnen

for deviations, as well as confidence weights associatdud wit 4 A case study from real-lifedisk controllers
measures. .
0= Zl“ith’i — ﬁmﬂ (1) The model selected by our proposed approach is referred to as
i= the laureate model. In addition to simply matching the data



points in the measurement set, we would want the laureate 5 Conclusions

model to be able to correctly predict the performance of the

system within some reasonable domain. Therefore, we delie have presented a high-level modeling approach based on
erately remove one or more data points from the measuremem¢asurement data. Unlike in constructive modeling, wetdon’
sets. Having found the laureate model for such reduced dgek to represent “explicitly” the structure of the systesimg

set, we then test the ability of this model to predict theeyst s‘gudied. We focus on the measurement results, Qnd attempt to
performance at the removed data points. discover a more or less elemen'.[ary model that mlght cqyregtl
reproduce the observed behavior. Our main contributian lie

We present here two sets of measurements obtained for di8Khe a;lljltorqg_tion Olf thke search for the Ialureat$ model among
controllers in mainframe environments. The measuremefSet Of ‘Building Blocks” (BB). As a result, performance an-

points give the expected I/O response time as a functioreof tﬁ]yStS with a minimal queueing network background can use

ttained 1/O th hout (i A i it e resulting tool. The laureate models obtained from our ap
atlaine roughput (in reques S per ime unit) for me roach are useful to predict performance at workload levels
surement Set 1 and Set 2, respectively in Figures 2 and

or which measurements may not have been obtained. The
nature of the best-fitting BB may also be of help for construc-
tive modeling of the system. Indeed, it may provide guidance

T T T
® Measurements

O Removed measurements in the search for simple approximations, by indicating whic

— M/M/1/10 p=59.5 0££=0.29 => qy:}.z;{lo’3

0.4} M/M/1 p=65.3 0££=0.29 => ¢=7.5.10

BB may and which ones may not work. The potential draw-
back of our approach is that there is in general no clear read-
ily seen relationship between the parameters of the laaireat
model and the “natural” parameters of the corresponding con
structive model. This limits also the predictive appliocatiof

the laureate model in that it is not typically clear how the pa
rameters of the laureate should be modified to reflect a change
in the characteristics of the system being modeled. However

S 3w w @ w m e we believe that, packaged as a ready-to-use tool, our agiproa
X can be of significant value both to the performance analyst in
capacity planning situation, and to the performance madele
Figure 2: Disk controllers - Set 1 in general.
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Figure 3: Disk controllers - Set 2

Our approach has been successfully applied to various re%
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