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Abstract We present a new surface reconstruction procedure based on the Bayesian inference method
for coastal relative sea level variation during the twentieth century. Average rates are computed from tide
gauge records. Models based on a Voronoi tessellation adapt to the level of information which proves well
suited to the strong heterogeneity of data. Each point of the reconstructed surface is defined through
a probability density function, a format particularly well adapted to this climate-related datum. The
resolution of reconstructed surfaces strongly varies among the six large regions considered and within a
given region. Anomalous sea level variations recorded locally are shown to reflect either anthropogenic
effects or well-identified fast tectonics. For a poor data coverage, these can cause a problematic distortion
of the reconstructed surface. Europe, North America, Australia, and Africa present a single trend with a
decreasing precision of the reconstructed surface as a function of resolution of the tide gauge record. The
most prominent feature in Europe is the pronounced uplift of Fennoscandia. Coasts of United States have
the best resolution in North America and present stronger rates of sea level rise on the Atlantic than their
European counterparts. Australia (especially in the North) and Africa are poorly resolved. Asia and South
America depart clearly from this trend: a relatively uniform rise is obtained for Asia in spite of a good tide
gauge record. Conversely, the reconstructed surface for South America presents an exceptional degree of
roughness, at odds with a relatively poor record. Overall, this method not only offers a new assessment of
sea level change (validating earlier results) but also quantifies the reliability of estimates.

1. Introduction

Recent sea level rise influenced by anthropogenic global warming since the beginning of the industrial era
has a strong impact on coastal and island regions, where a significant fraction of world’s population lives.
The resulting concern in human societies therefore greatly enhances the scientific interests in sea level that
encompass diverse fields of Earth sciences, from atmosphere to mantle dynamics.

On the Earth’s surface, sea level denotes the boundary between oceans and land. As such, it is in principle a
simple record that can be considered locally, on coasts, or averaged globally (Global Mean Sea Level, GMSL).
The variety of time scales involved in sea level change, associated with multiple processes involving the solid
Earth and the climate, often make this record difficult to decipher.

The largest contribution to sea level variations occurs on geological time scales (106–109 years) and is
related to the evolution of the Earth’s solid mantle flow [see, for example, Conrad, 2013]. The resulting
changes in dynamic surface topography (including the effect of seafloor subsidence) lead to major modi-
fications in the shape of ocean basins and are most probably the main cause for the sea level drop (more
than 200 m) since the Cretaceous highstand about 100 Ma ago [Haq and Schutter, 2008]. However, given
the rates at which those processes occur, they contribute only very little [Moucha et al., 2008] to the trend
of sea level in the 21st century. The main climatic effects operate on time scales of 106 years and shorter.
Changes in solar radiation mostly caused by Earth’s orbital motion, as well as the internal variability of the
ocean/atmosphere system are responsible for the twofold climatic contribution to sea level variation: the
addition/removal of water from the ocean (melting/freezing of land ice from glaciers or ice sheets, or mod-
ifications in the water storage on land, including the anthropic activity) and the change of ocean water
density (change in water temperature or change in salinity). In the recent past, over time scales of decades
to centuries, the main reason why sea level is rising is greenhouse gases emissions from anthropogenic ori-
gin [Intergovernmental Panel on Climate Change, 2013]. In the 1993–present period, there is high confidence
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that the two dominant mechanisms contributing to sea level rise (ocean warming, melting of glaciers) have
approximately a similar amplitude and potentially explain two thirds of the record [cf. Church et al., 2013].

Such a dichotomy in time scales between solid Earth and climatic processes is not operative, however, espe-
cially when local sea level change is concerned. Aspects other than global plate tectonics, yet intrinsically
related to the solid Earth dynamics are important factors for the present day local sea level variation: this
is the case of faster tectonic events such as earthquakes [e.g., Broerse et al., 2011] or sedimentary/erosional
processes [e.g., Syvitski and Kettner, 2011]. In addition, deglaciation is known to affect in turn the ground
surface. As an elastic response, an instantaneous uplift occurs in regions where ice is melting while the
absolute sea surface locally falls as a consequence of a diminished gravitational attraction typical patterns
of sea level change associated with these effects are termed “fingerprints,” [cf. Conrad and Hager, 1997;
Mitrovica et al., 2001; Tamisiea et al., 2001]. On time scales of 103–105 years, the viscous response of the
solid Earth to deglaciation (Glacio-Isostatic Adjustment, GIA), results in a pattern of strong sea level fall
near the formerly glaciated region and moderate sea level rise in the far field [Farrell and Clark, 1976].
Finally, as already indicated, these changes modify the Earth’s gravitational field and, hence, its rotation
[Milne and Mitrovica, 1998]. This further affects the geoid and the ocean surface that coincides with it
over oceans.

A global measurement of sea level with high precision is available since the launch of Topex/Poseidon
in 1992 (with Jason 1 and Jason 2 as successors). This satellite record, based on microwave radar altime-
try, measures sea surface height relative to a geodetic reference frame. The rise in GMSL since then is
3.3 ± 0.4 mm/yr [e.g., Cazenave and Llovel, 2010; Nerem et al., 2010; Cazenave and Remy, 2011]—the uncer-
tainty corresponding to a statistical assessment of all sources of errors affecting satellite altimetry [Ablain
et al., 2009]. For earlier periods, the only available instrumental measurements correspond to tide gauges
(TGs). TG stations record the superposition of the changes in sea surface height and of the vertical land
motion (VLM). The latter naturally includes a GIA contribution [e.g., Peltier, 1998] but other causes (natural
or anthropic-related subsidence, tectonic or volcanic activities) have been found to be predominant in some
areas [e.g., Wöppelmann et al., 2009]. VLM shall be subtracted when GMSL derived from TG record is to be
compared with an evaluation from altimetry. TG stations are located on coasts and islands and thus restrict
the measurement to the boundaries of oceans. TGs have first been deployed in a handful of ports in north-
western Europe at the beginning of the eighteenth century. Most TG records (including a small minority
of stations in the Southern Hemisphere, ∼ 17%) started in the 20th century. According to TG records, the
rate of GMSL rise undoubtedly increased from the nineteenth to the twentieth century and the average
rise in GMSL is 1.7 ± 0.2 mm/yr since 1900 [Church and White, 2011]. This is significantly less than the value
obtained for the 1993–present period by satellite altimetry. However, rates evaluated for the same recent
period from TG records is of a similar amplitude as the altimetry result (yet with a significantly larger uncer-
tainty, 2.8 ± 0.8 mm/yr [Church and White, 2011]), proving that this difference is attributable to multidecadal
fluctuations of sea level rather than to an artifact related to the change in instrumentation.

Due to the spatially heterogeneous distribution of TGs and since the length of individual records is highly
variable, a strong sampling bias can be expected to affect the evaluation of GMSL rise from a simple arith-
metic average of sea level rates at individual TGs [cf., e.g., Cazenave and Nerem, 2004]. Attempts to overcome
this issue include the derivation of GMSL from carefully selected TG stations with long and continuous
record located in areas with no known tectonic uplift/subsidence [cf., e.g., Douglas, 1991] or the compu-
tation of regional averages (as done, for example, by Holgate and Woodworth [2004])—the most valuable
approach at present possibly corresponding to the one proposed by Jevrejeva et al. [2006] where virtual sta-
tions are introduced from neighboring tide gauges, before performing a regional, then a global average.
The high-quality data set accumulated since the beginning of the satellite oceanography era (since 1993)
offers a new possibility to reconstruct earlier trends of SL rise. The spatial covariance structure obtained
from the altimetry data is used to calibrate spatial functions of sea level variability (in this case, empirical
orthogonal functions, EOFs [Church et al., 2004; Church and White, 2006]) that permit to interpolate TG mea-
surements to a global scale grid. Alternatively, EOFs can also be calibrated using numerical ocean models
[Meyssignac et al., 2012].

Overall, rates of GMSL obtained by these various approaches differ only slightly [cf. Spada and Galassi, 2012].
A more pronounced consequence of the issues mentioned above for TG records may arise when these
are used to reconstruct a global spatial pattern for sea level during the twentieth century. The regional
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variability in sea level rates is indeed a primordial information when trying to assess its impact on coastal
areas. More accurate and reliable estimates are thus a necessary step forward for scientific and societal
purposes. Some knowledge of the confidence—or probability—of the estimates would crucially improve
their value.

Attempts at characterizing regional anomalies in past sea level rise have included the use of spherical har-
monics [Nakiboglu and Lambeck, 1991] and, more recently, a technique based on neural networks where
various gap-filling strategies are adopted [Wenzel and Schröter, 2010]. The latter approach overcomes the
problems of both unknown specific weights for individual TG records and contamination by VLM, and
provides regional means for sea level rates of change in eight large ocean regions. If a refined spatial res-
olution is sought, classical solutions involving EOFs [e.g., Church et al., 2004; Church and White, 2011; Ray
and Douglas, 2011; Hamlington et al., 2011], although not immune from specific biases [Christiansen et al.,
2010], probably constitute at present the most reliable approach among the various techniques. A major
issue however is that EOFs calibrated with altimetry data since 1993 might not be capable of accurately
representing the spatial patterns inherent to previous decades [Meyssignac et al., 2012].

Here we pursue a different goal: while the aforementioned studies based on EOFs [Church et al., 2004;
Church and White, 2011; Ray and Douglas, 2011; Hamlington et al., 2011] sought to characterize historical
sea level itself and focused on climate-related variations through the use of absolute sea level as measured
by satellite altimetry, we concentrate on rates of change of sea level and restrict our analysis to coastal
(relative) sea level measured by tide gauges, thus including VLM. Although once suspected to lead to higher
rates [Holgate and Woodworth, 2004], coastal sea level rise is now considered as equivalent to global rela-
tive sea level in terms of average value for the second half of the twentieth century [White et al., 2005; Prandi
et al., 2009]. Nevertheless, as indicated above, absolute sea level away from coasts is controlled by climate
(i.e., change of water density and addition/removal of water from the ocean) and displays a typical variabil-
ity in space of ± 1 mm/yr [cf., e.g., Ray and Douglas, 2011] while, as shown below, the variability of coastal
(relative) sea level is approximately 1 order of magnitude larger since it includes VLM.

Moreover, we propose a different, new method that accounts for the heterogeneous distribution of the data
set in both space and quality. These properties depend on both the density of devices along coastlines, on
their record lengths, but also on the shape of coastlines. Our Bayesian approach (as in Bodin et al. [2012a,
2012b]) is well suited not only for technical reasons but also for the societal implications that our study aims
at addressing—there is a need for probabilistic (in the Bayesian sense) rather than absolute estimates of sea
level rise in threatened environments. For instance, the evaluation of economic losses [e.g., Hallegatte et al.,
2013] critically rely on determining the rate of sea level rise, and a probabilistic evaluation should help risk
mitigation. Note that herein we focus on the tide gauges record and discard alternative geodetic devices
that could yield complementary measurements after some corrections are performed (as in Ostanciaux et al.
[2012]). Also, our results are of course indicative of relative sea level change (as opposed to absolute)
because no correction is made for vertical ground motion, for our study is ultimately inclined toward risk
mitigation. In section 2, we describe the data set and the simple procedure we employ to evaluate rates of
sea level variations at tide gauges and associated uncertainties. In section 3, we present the surface recon-
struction method and illustrate several characteristics of the procedure and of the solution in the example
of Europe. Results obtained for other global regions are described in section 4.

2. Data Set
2.1. Annual Record From Tide Gauges
Tide gauge “revised local reference” (RLR) yearly data have been downloaded from the Permanent Service
for Mean Sea Level [Holgate et al., 2013; Permanent Service for Mean Sea Level (PSMSL), 2013]. Only time series
including at least 3 years of valid record (1310 stations) have been considered. Figure 1 indicates the loca-
tion of these stations as well as the number of valid record (n20) since year 1900. The strong heterogeneity
between the Northern and Southern Hemispheres is obvious (1099 are located north of the equator, ∼ 84%
of the data set). Although some stations present voids in their yearly record, it is a reasonable simplifica-
tion to consider that once started, the record is continuous until present so that the number of valid record
since year 1900 (n20) is almost equivalent to the age of the station. Strong variability also affects the length
of records, with 80% of stations being emplaced only in the last 50 years, and the majority of stations hav-
ing record lengths shorter than 25 years. The disequilibrium between Northern and Southern Hemispheres
was even more pronounced in the past: in our data set, all 44 stations with n20 > 100 are located in the
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Figure 1. Location of the 1310 TGs considered in the present study. The color code indicates the number of valid annual
records since year 1900 (n20).

Northern Hemisphere. Among the 262 stations with n20 > 50, 92.3% are in the Northern Hemisphere—the
number of tide gauges in the Southern Hemisphere exceeding 10% of the total only since ∼25 years
(which thus approximately coincides with the emplacement of half of the stations operating at present).
It is obvious that the spatial heterogeneity will alter the surface reconstruction: a larger standard devia-
tion is expected in the Southern Hemisphere. As shown below, this latter characteristic will be made even
more prominent by the fact that, because of their globally shorter record length (the average value of n20 is
34.3 years in the North, 22.9 years in the South), stations in the Southern Hemisphere will be associated with
larger uncertainties.

2.2. Time-Averaged Rate of Sea Level Variation
The procedure we employ to derive the local rate r of sea level variation at an individual location is based
on a least squares fit of the annual RLR data set. Several attempts to detect accelerations in the rate of
change of sea level have been produced [cf., e.g., Woodworth, 1990; Church and White, 2006; Jevrejeva et al.,
2006; Woodworth et al., 2009; Church and White, 2011; Houston and Dean, 2011]. A consensus appeared to
be reached on the fact that trends during the twentieth century are larger than in the nineteenth. How-
ever, conclusions on the number and dates of possible inflections during the twentieth century are still
ambiguous. While most studies report an increase of the rate during the twentieth century, with possibly
a short deceleration period in the early 1960s [cf. Church and White, 2011], other authors have observed a
global deceleration since 1930 [cf., e.g., Houston and Dean, 2011]. Recently, Calafat et al. [2014] cast doubt
on the reliability of such accelerations detected in the GMSL reconstructions from tide gauges: in particular,
the multidecadal variability could be altered by the use of a spatially uniform EOF and may reflect
regional variability.

Here we restrict our analysis to records posterior to 1900 and investigate possible variations in sea level rates
of change. Two methods are considered: one where a linear fit is performed for annual data [i.e., a method
very similar to the one proposed by Spada and Galassi, 2012] leads to rate ri and associated uncertainty 𝜎i

(where i denotes the time range investigated); one where a parabolic fit is performed leads to the accelera-
tion 2a over the period from 1900 to the present. Such a quadratic fit to individual tide gauges was already
performed by numerous studies [e.g., Woodworth et al., 2009; Houston and Dean, 2011; Woodworth et al.,
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Figure 2. (a and b) Typical examples of linear (blue and green curves) and parabolic (red curve) fits to six RLR PSMSL
data sets (noted by circular symbols, presented either filled or empty for a given TG location to avoid confusion among
adjacent data sets). The vertical dashed lines underline the boundaries of the three periods considered to perform the
least squares fit. The blue (linear fit) and red (parabolic fit) curves correspond to the period 1900–present (20). The two
green segments indicate linear fits associated with the 1900–1961 (I) and 1970–present (II) periods. When two curves
overlap (green and blue) both colors are indicated. In Figure 2b, data from Patrai and Ronnskar have been arbitrarily
shifted by a constant value (−500 mm for Patrai, −400 mm for Ronnskar). The values of rates and associated uncertainties
are reported in Table 1.

2011]. All the derivations introduced to evaluate the various rates and associated uncertainties are described
in Appendix A. In the case of a linear fit, various ranges have been considered for time. Three examples are
presented in the following, owing to their pertinence: the period from 1900 to the present (referred to as
“20,” e.g., as a subscript to symbols), the period from 1900 to 1961 (referred to as “I,” or first part of the twen-
tieth century), and the period from 1970 to the present (referred to as “II,” or second part of the twentieth
century). In the case of a parabolic fit, the period considered is always 1900–present.

Figure 2 displays several examples of fits selected for illustrative purposes. The associated values of rates
of sea level variations with corresponding uncertainties are reported in Table 1 as well as the acceleration.
These examples show the variety of sea level variations observed in the global data set. First, as already
indicated, the record length is highly variable: n20 is larger than 100 for Brest, Poti, and Klapeida, while it is
smaller than 30 for Ronnskar, Patrai, and Nan-Sha. While Brest and Klapeida are associated to a moderate sea
level rise, Ronnskar (Finland) clearly experiences the uplift of the solid Earth associated with glacio-isostatic
adjustment: it is located in the vicinity (∼ 300 km) of the center of the former Fennoscandian ice sheet, and
the relative sea level rate is strongly decreasing. Patrai and Poti display specific local behaviors that will be
discussed below. Nan Sha records are plotted here to provide the reader with a graphical appraisal on the
validity of computing rates of sea level changes from stations with short record length: here the uncertainty
has the same magnitude as the inverted value of the average rate.

Table 1. Examples of Average Rate of Sea Level Variations for the RLR PSMSL Data Sets Displayed
in Figure 2a

TG # Location n20 nI nII r20 ± 𝜎20 rI ± 𝜎I rII ± 𝜎II 2a

1 Brest 103 53 42 1.453 ± 0.098 1.74 ± 0.30 2.82 ± 0.25 0.0013
30 Ronnskar 28 28 0 −6.35 ± 0.81 −6.35 ± 0.81 – 0.30
41 Poti 101 54 39 6.79 ± 0.19 6.62 ± 0.41 9.40 ± 0.86 0.033
118 Klaipeda 101 53 40 1.60 ± 0.20 0.75 ± 0.42 4.52 ± 0.89 0.052
1250 Patrai 29 0 28 15.56 ± 0.76 – 15.55 ± 0.82 -0.52
1730 Nan Sha 11 0 11 2.8 ± 2.7 – 2.8 ± 2.7 2.21

aThe parameters an20, nI , and nII denote the number of valid records in the periods 1900–present
(20), 1900–1961 (I), and 1970–present (II). r, indicates the rate computed from a linear fit for each of the
three periods (associated uncertainty 𝜎). All values of rates and uncertainties are in mm/yr. Accelerations
corresponding to twice the quadratic term a obtained for a parabolic fit are reported in the last column
(in mm/yr2).
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Figure 3. Acceleration 2a of sea level variation in
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fit to tide gauge data. Only series associated with a
number of valid annual records larger than 50 have
been selected (246 tide gauges). Values outside the
range displayed here are observed at 55 locations.
The dashed vertical line indicates the average accel-
eration for this group of 246 tide gauges with long
record lengths, 0.015 mm/yr2.

The uncertainty values presented here reflect a formal
error depicting the quality of the least squares fit; these
are mostly related to the length of the record series:
while TG stations with long series such as Brest (or Poti
and Klaipeda: although much “younger,” these also dis-
play an equivalent number of valid records after 1900,
n20 ∼ 100) have typical uncertainties 𝜎20 ∼ 0.1 mm/yr,
shorter series such as Ronnskar and Patrai (n20 ∼30)
have uncertainties ∼ 0.8 mm/yr, and very short series
are associated with uncertainties typically larger than
the average global rates (e.g., for Nan Sha, n20 = 11,
𝜎 ∼ 2.5 mm/yr, note that several stations have even
shorter records). Similarly, since the number of records
during periods 1900–1961 or 1970–present is neces-
sarily smaller than the number of records during the
period 1900–present, the associated uncertainty is larger
(note that obviously, the quality of the instrument is not
considered in the computation of our formal, relative
uncertainty). However, the quality of the fit also plays a
(secondary) role: 𝜎20 is twice larger for Klaipeda (or Poti)
than for Brest, with a similar n20 … In the case of Brest,
𝜎I > 𝜎II while nI > nII.

The parabolic approach (red curves in Figure 2) appears to be relatively poor for TGs whose record length
is not long enough (n < 30, e.g., Nan Sha, Ronnskar, Patrai), and if not, the combination of several linear
fits for different periods (blue and green curves in Figure 2) proves to be at least as efficient. We will thus
focus on the rates inferred from linear fits in the following. For comparison purposes, we nonetheless report
that deceleration is indeed often observed during the twentieth century at the U.S. TG stations reported
by Houston and Dean [2011]. Not surprisingly, our values for the quadratic term 2a are similar although the
inversion period is slightly different (1930–present for Houston and Dean [2011], 1900–present in this study).
A global compilation of all TG records whose length is larger than 50 (Figure 3) indicates however that most
of the stations present positive accelerations. The average value of 2a is 0.015 mm/yr2, which thus confirms

0.10.1

1

10

-30

-20

-10

0

10

20

30

0 20 40 60 80 100 0 20 40 60 0 20 40

un
ce

rt
ai

nt
y

(m
m

/y
r)

ra
te

(m
m

/y
r)

n20 In nII

1900-present 1900-1961 1970-present

Figure 4. Rate of sea level variation and associated uncertainty, as a function of n, number of valid annual records in
the PSMSL data base. Rates are computed from a linear fit to the tide gauge data. (left) 1900–present period. (middle)
1900–1961 period. (right) 1970–present period.

CHOBLET ET AL. ©2014. American Geophysical Union. All Rights Reserved. 9211



Journal of Geophysical Research: Solid Earth 10.1002/2014JB011639

19
70

-p
re

se
nt

1900-present

19
00

-1
96

1

1900-present

-4

-2

0

2

4

-4

-2

0

2

4

-4 -2 0 2 4 -4 -2 0 2 4

sea-level rate (mm/yr)

Figure 5. (left and right) Rate r of average sea level variation (linear fit) with associated uncertainty 𝜎 for the three dif-
ferent periods 1900–present, 1900–1961, (I) and 1970–present (II). Only data with 𝜎 < 0.5 mm yr−1 have been selected
(111 tide gauges). The blue and red (Figure 5, right only) lines indicate the (y = x) and (y = x + 0.43 mm/yr) curves.

qualitatively the observation of Church and White [2011] based on EOFs reconstructions (the fact that our
data set includes stations with a potentially nonnegligible contribution of GIA does not affect accelera-
tion values on these time scales). Note that in our case, as indicated earlier, a simple arithmetic average of
accelerations at individual TGs probably includes very strong biases.

An interesting feature from Figure 2 and Table 1 is that, when it is possible to consider two periods for the
linear fit (I, 1900–1961, and II, 1970–present, green curves) instead of one (1900–present, blue curve), the
rate of sea level change is systematically larger for the second one than for the first one (rII > rI). In addition,
connecting the two fits would always involve a momentary decrease of sea level during the 1960s (cf. Brest,
Klaipeda, and Poti; Figure 2). This is consistent with the analysis of Church and White [2011] who indicate a
global sea level fall of ∼ 10 mm between 1962 and the late 1960s. The specific boundaries of periods I and II
have actually been chosen among various others (for example, involving 1930), since in our approach, these
maximize the effect mentioned above when all TGs are considered.

Figure 4 summarizes the inferred rate of sea level variations as well as the associated uncertainty for the
1310 tide gauges considered in the present study. These are obtained for linear fits involving the three
periods (global twentieth, I, II). Figure 4 (left) includes rates obtained for a linear fit during the “global twen-
tieth” period (1900–present) and is therefore very similar to the one proposed by Spada and Galassi [2012,
Figure 6]. Figures 4 (middle) and 4 (right) are associated with periods I (1900–1961, red symbols) and II
(1970–present, green symbols). The distribution of rII (green symbols) seems globally associated with larger
values than the distributions of r20 and rI (black and red symbols). This graphical inference is confirmed by a
statistical comparison of the rates among the three periods (cf. Figure 5). No clear uniform offset is observed
when comparing globally period I (1900–1961) to the global twentieth period (1900–present). Absolute
values of the rates are globally larger for period I (rI < r20 if r<0, rI > r20 if r>0). On the contrary, the rates
obtained for period II (1970–present) present a systematic shift of ∼ 0.4 mm/yr when compared to the
global twentieth period (1900–present). One single clear exception on Figure 5 (left) corresponds to the
Nezugaseki station for which a strong sea level increase in 1964 has been reported as accompanying
the Nigata Earthquake that suffices to explain why rII < r20 in this specific case.

As discussed in details by Spada and Galassi [2012], reasonable uncertainties are obtained for record lengths
larger than several decades. For 262 tide gauges with large record lengths (associated with values of n20

larger than 50), the uncertainty is systematically smaller than 1 mm/yr (a single exception, the Trois Rivières
tide gauge with r20 = −0.08 ± 1.16 mm/yr is located on the coast of the Saint-Laurent river) and the rates
are in the range [−17, 15] mm/yr. More precise rates might require n20 > 85 [cf. Spada and Galassi,
2012]… However, it is also clear that although strongly scattered, rates observed for smaller values of n20 still
present a globally positive distribution. Of the values of r20, 76% are in the range [−1, 4] mm yr−1 and the
average is ∼ 0.85 mm/yr. Since the relative quality of the least squares fit can be evaluated for each station,
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Figure 6. Example of initial model for the rate r20 of average sea level
variation exhibiting the Voronoi tesselation (50 cells in this model) of
the surface corresponding to the “Europe” region. Any point inside
a cell is closer to the node of that cell (white dot) than any other
node, so the shape of the parameterization is entirely defined by the
location of nodes. Boundaries between neighboring nodes are sim-
ply the perpendicular bisectors of the direct line between the center
of the cells.

the probabilistic method used to
compute surface reconstruction is par-
ticularly well suited for such a data set.
Note that these theoretical uncertainties
maybe underestimated (instrumental
errors are not taken into account, nor
the effect of autocorrelation among
series) or obtained. Therefore, in the
surface reconstruction, we ignore abso-
lute values of these errors and only
account for their relative values. In the
following, we consider all the rates r20

inferred from the 1310 TGs: while possi-
bly unrealistically large absolute values
of the rate are obtained for short record
lengths, these are most frequently asso-
ciated with equally large values of the
uncertainty and thus will not bias the
inversion procedure. Since the record
lengths for periods I and II are necessar-
ily smaller than for the global twentieth
period, the uncertainties are larger (with
none of the rI and rII values associated
with a value of 𝜎 smaller than 1 mm/yr,
cf. Figure 4). These are not considered in
the following of the present study.

3. Probabilistic Surface
Reconstruction, the
European Example
3.1. Transdimensional Regression
The ensemble of sea level rates mea-
sured at each tide gauge can be
interpolated, and a continuous map for

the rate of sea level rise can be constructed. A variety of algorithms is available for surface reconstruction:
Generally, most 2-D regression schemes estimate surface values from weighted averages of neighboring
data points. The requirement is that the surface fits the data in a least squares sense, while minimizing some
global norm (e.g., level of smoothness, spline tension,...). In this way, standard interpolation algorithms often
involve a few tuneable parameters, the selection of which is always a global compromise between data fit
and model complexity. This results in three well-known problems:

1. The level of structure, or the roughness of the solution has to be determined by the user in advance.
2. This level of smoothness is usually spatially uniform across the surface, which prevents the solution from

accounting for the uneven spatial distribution of information.
3. The arbitrary choice for a level complexity bias the solution in a statistical sense and does not allow

propagation of data uncertainties toward confidence limits in the surface.

In this study, the level of information provided by tide gauge measurements is unevenly distributed geo-
graphically. As seen in Figure 1, the density of observations as well as the level of measurement uncertainties
are highly spatially variable. In our case, the use of standard regression schemes is likely to either under-
smooth or oversmooth subregions of the spatial domain and all the informative content of the data may not
be properly utilized.

We address these issues by using an alternative approach to linear interpolation cast in a Bayesian
(i.e., probabilistic) framework. The unknown model is a 2-D surface describing the rate of sea level rise. The
solution is defined through Bayes theorem as the probability of the model given the observed data, namely,
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Figure 7. Rate r20 of average sea level variation at 390 tide gauges on
the coasts of Europe (color within circles, values lower than −8 mm/yr are
in black, values larger than 8 mm/yr are in white) and reconstructed sur-
face (color map and white contours every 0.5 mm/yr). The radius of circles
indicate the uncertainty 𝜎20 as introduced above (two examples corre-
sponding to 0.1 mm/yr and 1 mm/yr are shown on the top left corner—for
clarity, results with 𝜎 ≥ 2 mm/yr are not shown).

the posterior distribution [Bayes,
1763; Tarantola and Valette, 1982]. The
goal here is not to describe the algo-
rithm and its implementation in detail
but instead to give the reader a gen-
eral description of the procedure. For
details on the algorithm, we refer to
Bodin et al. [2012a, 2012b].

One of the advantages of using a
Bayesian formulation is that uncer-
tainties can be propagated from
observations into the inferred model.
Thus, the solution strongly depends
on the level of data noise estimated
by the user. In this study, different
source of errors may affect the data
and the overall level of noise may
be difficult to quantify. This lack of
knowledge on errors statistics can be
accounted for in a probabilistic frame-
work by using a hierarchical formu-
lation [Malinverno and Briggs, 2004;
Malinverno and Parker, 2006; Dettmer
et al., 2012] where the data noise is
parameterized and also becomes an
unknown to be inverted for in the sur-
face reconstruction. Here we assume
an independent, random Gaussian
noise with a standard deviation pro-
portional to the value 𝜎i obtained
from the least square procedure in
previous section, with the constant
of proportionality being the param-
eter to invert for [see Bodin et al.,
2012a, or details]. Further details are
provided in Appendix B where we

also summarize tests performed to evaluate the sensitivity of reconstructed surfaces to specific choices
of parameterization for this uncertainty. These demonstrate that the evaluation of the uncertainty is
appropriate, i.e., that recent tide gauges possibly recording decadal oscillations of sea level due to oceanic
variability, do not contaminate the reconstructed surfaces.

The surface is parameterized with an irregular mesh consisting of a variable number of Voronoi cells
[Voronoi, 1908] as exemplified in Figure 6. Although Voronoi cells seem complex structures, the mesh is
uniquely controlled by a small number of nodes, which will be randomly perturbed at each step of the
algorithm. The position and number of nodes are unknown parameters to be directly inferred from the
observations. In this way, this parameterization of the surface will self adapt to the geometry of the prob-
lem. A single value of sea level rate is randomly assigned to each Voronoi cell, yielding a surface made of
piecewise uniform polygons. Although this way of describing the surface seems coarse, we shall show that
in a probabilistic framework the expected model tends to be a continuous surface.

Since the number of basis functions defining the surface is variable, the problem is known to be transdi-
mensional, that is, one where the dimension of the parameter space is itself variable [Green, 1995; Sambridge
et al., 2013]. With such a transdimensional parameterization, the regression problem becomes highly non-
linear, and there is no analytical formulation for the posterior probability density function. Instead, we
approximate it with a parameter search sampling algorithm (Monte Carlo), by evaluating the posterior for a
large number of Voronoi models.
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Figure 8. Various estimates of the reconstructed rate r20 of sea level variation in Europe from the probability density functions at each location ((a) average,
(b) median, and (c) maximum) as well as (d) standard deviation. The purple, cyan, and yellow dots indicate specific locations for which the PDF is illustrated
in Figure 9.

We use the reversible jump Markov chain Monte Carlo (rj-McMC) algorithm [Geyer and Møller, 1994; Green,
1995, 2003], which is a generalization of the well-known Metropolis-Hastings algorithm Metropolis et al.
[1953] & Hastings [1970] to variable dimension models. The solution is represented by an ensemble of
several thousand Voronoi models with variable parameterizations, which are statistically distributed
according to the posterior distribution. For a review of transdimensional Markov chains, see Sisson [2005].

Figure 9. (a–c) Probability distributions at three specific locations (indicated as colored dots on the maps in Figure 8).
The vertical bars denote the average (red), median (green), and maximum (blue) of the distribution. The standard
deviation is also indicated as the width of the grey horizontal rectangle centered on the average of the distribution.
(d–f ) probability distributions at the location of three tide gauges. The colored vertical bars and grey rectangle have
an identical meaning. In addition the white dotted line centered on a black rectangle indicates the initial rate and
associated uncertainty computed at the tide gauge from the time series of the record.
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Figure 10. Standard deviation resulting from the probabilistic surface
reconstruction at the 390 sites where tide gauges are located in Europe as
a function of uncertainty 𝜎 inferred from the least square evaluation of sea
level rate r20 from tide gauge measurements. The colors reflect the num-
ber of valid annual records since 1900, n20. Red empty circles highlight the
specific examples of the tide gauges that appear in Table 1, also discussed
in the text. Blue empty circles highlight two specific stations discussed in
the text. Empty squares indicate stations with a relatively large standard
deviation when compared to the initial uncertainty.

For examples of applications in the
Earth sciences, see Malinverno [2002],
Dettmer et al. [2010], Ray and Key
[2012], Iaffaldano et al. [2012, 2013],
and Tkalċić et al. [2013].

There are a number of ways to look
at this ensemble of models, for
which the statistical distribution
approximates the posterior prob-
ability distribution. For example,
at any geographical location, the
ensemble of sampled values gives
a one-dimensional posterior prob-
ability of sea level rates. Thus, one
can extract at any point of the map a
number of statistical measures (mean,
median, maximum, and standard
deviation) representing the posterior
distribution for sea level rate. In this
way, some expected surfaces as well
as a point by point error map can be
constructed (see Figures 7–9). Con-
trary to optimization schemes, here
there is no unique solution for the
surface, but rather the level of infor-
mation is described probabilistically,
and different statistical measures can
be extracted for interpretation.

The arithmetic mean (Figure 8a) is appropriate to a purely Gaussian probability density functions (PDF),
whereas the median (Figure 8b) is a robust statistic that can be effectively applied to a wide range of PDFs.
The map for the mode (maximum) in Figure 8c has the most distinctive character, as it tends to preserve the
sharp jumps of the underlying Voronoi models. Finally, the standard deviation (Figure 8d) can be seen as an
error map for the expected surface. For more details about transdimensional regression, we refer the reader
to Bodin et al. [2012a].

3.2. Interpreting the Probability Density Functions
Figure 9 also displays the full probability density functions at six specific locations: three of these
(Figures 9a–9c) are chosen among regions where the standard deviation is smaller than 1 mm/yr (these
are not located directly on the coast), three correspond to tide gauges Brest, Klaipeda, and Ronnskar
(Figures 9d–9f, respectively).

The purple dot (Figure 9a) is an example from an area where the PDF shows a small standard deviation
(< 0.19 mm/yr), where the median and the maximum are identical (1.84 mm/yr) and very close to the aver-
age (1.82 mm/yr). Note, however, that the PDF is asymmetrical and, as discussed below, could possibly
be envisioned as the superposition of several Gaussian type distributions. At the location of the cyan dot
(Figure 9b), a bimodal distribution is clearly observed. If modeled with the superposition of two normal
distributions, the one on the right would have a slightly smaller mean and a slightly larger variance. As a
result, the maximum of the global PDF is larger than the average, itself larger than the median (the standard
deviation is 0.52 mm/yr). Again, the PDF associated with the yellow dot (Figure 9c) is bimodal with a global
maximum at −1.58 mm/yr and a second local maximum located near −3.5 mm/yr. In this case, the average
is smaller than the median. Although the smaller peak is approximately twice less probable than the largest
one, both are relatively distant, which leads to a standard deviation of 0.86 mm/yr.

The multimodal character of the PDFs is a consequence of our choice for the parameterization of mod-
els based on the Voronoi tessellation, which thus induces regions with uniform values of the sea level
rate: Peaks in the PDFs at a given location reflect the presence of tide gauges in the neighborhood
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Figure 11. Influence of two outliers (TG stations Patra and Poti) on the surface reconstruction. (a) Surface reconstruction
taking into account the two outliers. (b) Surface reconstruction discarding the two outliers. The color code is identi-
cal to the one in Figure 7. In the case where the two outliers are not included in the surface reconstruction procedure,
Figures 11c and 11d display the probability distributions at the location of each outlier. Again, vertical bars denote the
average (red), median (green), and maximum (blue) of the distribution. The standard deviation is also indicated as the
width of the grey horizontal rectangle centered on the average of the distribution. In addition, the white dotted line cen-
tered on a black rectangle indicates the initial rate and associated uncertainty computed at the outlier tide gauge from
the time series of the record (not considered for surface reconstruction).

(either because these are in the direct vicinity or because their associated uncertainty is small enough to
extend their radius of influence up to this location). We note that regions where PDFs display a multimodal
behavior are sparse and mostly located where large gradients of sea level rate occur, for instance at the mar-
gins of the former Fennoscandian ice sheet in the case of Europe. A different result would then have been
obtained if more precise functions (such as splines or some polynomial equivalent) had been used in the
models. We emphasize however that multimodal distributions are able to fully describe the level of available
information in areas with conflicting tide gauge records.

Figure 9d displays the PDF obtained at the precise location of the Brest (France) tide gauge. Thanks to
the long and coherent record at this station and the relative homogeneity of measurements in the area,
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Figure 12. (a, top) Probability density function for rate r20 of average sea level variation along the coasts of Europe. The blue line indicates the mean of the dis-
tribution at each location. The two white lines show the 95% credible interval. (a, bottom) Average and standard deviation (same as above) as well as rates and
uncertainties computed at tide gauges (black circles with error bars). The grey shaded rectangle indicates the range used for sea level reconstructions. The two
red circles highlight the two outliers discussed in the text. The four blue circles highlight anomalous stations (i.e., stations with an uncertainty smaller than 2
mm/yr that lie out of the confidence interval of the reconstructed surface). (b) Locations of the 113 samples used to produce the posterior distribution (indicated
on Figure 12a) as thin white vertical lines). Red dots and associated names are explicitly reported on the profile of Figure 12a.

the standard deviation is among the smallest in our reconstruction (0.16 mm/yr) and the median and max-
imum of the PDF both lie within 0.10 mm/yr of the average value (1.75 mm/yr). We note however, that the
reconstructed distribution peaks at a slightly larger value than the rate directly inferred from the time series
(1.45 mm/yr, see Table 1). This could reflect a specific local behavior of sea level near Brest, but, more likely,
this results from varying lengths in the tide gauge records: all of the stations neighboring Brest present
shorter record lengths and thus associate a larger weight to the recent increase of sea level rise during the
satellite era. Exceptionally good tide gauges, although they force the reconstruction in a more decisive way
thanks to the smaller associated uncertainty, are still affected by the surrounding stations with number of
valid yearly records n20 corresponding to several decades.

The Klaipeda tide gauge, in Lithuania, also presents a long record with a small uncertainty (cf. Table 1).
Figure 9e indicates that, again, a small standard deviation is associated with the reconstructed PDF (0.48
mm/yr) and the maximum and median are less than 0.05 mm/yr apart from the average (1.58 mm/yr). In this
case, the PDF is almost exactly centered on the rate initially inferred from the tide gauge (1.60 mm/yr). Con-
trary to Brest, Klaipeda has few neighboring stations with sufficiently long record to be able to influence the
reconstruction (cf. Figure 7): n20 = 52 for Kaliningrad (located ∼ 100 km south) but the rate inferred from
tide gauge data is similar (1.76 mm/yr); n20 = 26 for Liepaja (located ∼ 100 km north) with a negative rate,
probably explaining the secondary (25 times less probable) local maximum in the PDF. The case of Ronnskar
(a Swedish island located ∼ 30 km west of the coasts of Finland) is also illuminating since the reconstructed
PDF (Figure 9f ) is again quite sharp (standard deviation of 0.22 mm/yr) but displays an average value
(−6.90 mm/yr) that is noticeably smaller than the rate inferred from the tide gauge date (−6.35 mm/yr).
In this region of the Baltic Sea, the most significant feature is the large gradients of sea level rate induced
by the GIA.

The quantitative effect of the surface reconstruction is well illustrated by the comparison of the standard
deviation obtained a posteriori at the locations of tide gauges where the uncertainty 𝜎 measuring the
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a)

b)

Figure 13. Same as Figure 12 for the coasts of North America.

quality of the least squares fit used to evaluate the sea level rate r20 is also available a priori (Figure 10). Note
that both quantities cannot be directly compared as values: the uncertainty 𝜎 is a strictly local measurement
that reflects mostly the length of the tide gauge record (with a less important effect due to the noisiness of
the sea level rate on the considered period). It is based on a 95% confidence interval. The standard devia-
tion mostly reflects the error on the reconstructed surface which includes effects of the parameterization
(cf., e.g., models based on Voronoi cells) as well as the spatial structure of the data set (cf. discussion on
Figures 9a–9f, see also section 3.3). Furthermore, as seen above, different gauges measure the sea level rate
across different time ranges. In the case of a nonlinear trend, this may imply inconstant rates between neigh-
boring stations, which is accounted for by an increased standard deviation. This interval accounts for ∼68%
of the PDF (95% would correspond to twice this value). Nevertheless, both quantities can be understood in
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Figure 14. Reconstructed surface for rate r20 of average sea level variation in Northern America. The color code depicts
the average of the probability density functions. White contours indicate isovalues of the standard deviation (with a
0.5 mm/yr interval). Zones where the standard deviation exceeds 2 mm/yr are hatched by thin white lines.

terms of a single concept, termed “error” in the following. In Figure 10, the specific results discussed above
for Brest, Klaipeda, and Ronnskar are illustrated in a simple way. A global outcome is that the probabilistic
reconstruction reduces the amplitude of the error: while many locations were initially associated with a very
large uncertainty (> 3 mm/yr, always associated with few annual records, n20 <15), the maximum standard
deviation is less than 1.5 mm/yr. Most of the time, cases where the standard deviation exceeds the initial
uncertainty are associated with tide gauges with a large number of annual records and thus to small values
of the uncertainty (this is the case for stations Brest and Klaipeda described above). The handful of stations
where the probabilistic reconstruction could be considered to have worsened the error, highlighted by
empty squares on Figure 10 are all located on the margins of the Fennoscandian uplift, where the gradient
in the rate of sea level change is the highest (Figures 8a–8c). The many Voroinoi tessellations yield as many
maps where the sharp transition from the more stable Europe to the fast uplifting Fennoscandia is laterally
offset by short distances, yet causing the PDFs to quickly disperse.

3.3. Outliers
While our goal is to exhibit sea level variations that include VLM, very localized signals associated to tecton-
ics or anthropogenic activity can distort the reconstructed surface. If the density of tide gauges surrounding
such anomalous records is large enough, these do not alter the reconstructed surface (see below). In specific
areas with relatively poorer data coverage, such anomalies impair the reconstruction. Our method tends to
minor the influence of irrelevant data points, whose weight degrades either because of the short duration
of their record or because of the noisiness of the record. In principle, the procedure does not require man-
ual intervention for this entirely automated method. But a glance at the European example immediately
calls for suspicion (Figure 11a): two stations, Poti (Georgia) and Patrai (Patrai, Greece), feature rates of sea
level change that significantly depart from the long wavelength trends by factors ∼3 and ∼8, respectively.
Because they are considered reliable (cf. Table 1), for their record lengths and noisiness are excellent, they
force the global interpolation by imposing high-frequency variations.
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Table 2. Global Characteristics of the Six Large Regions Considered in This Studya

Area lcoasts nTG ncum
20 resA resl Acell 𝜆cell

Region (× 106 km2) (× 103 km) (yr) Ncell (× 103 km2/yr) (× km/yr) (× km2) (× 103 km)

Africa 68.2 25.5 112 2,013 5.11 33.9 12.6 13.4 3.66

Asia 46.5 19.1 292 8,990 5.06 5.17 2.1 9.19 3.03

Australia 17.9 13.1 75 1,980 6.96 9.05 6.6 2.57 1.60

Europe 16.4 22.9 390 14,800 32.4 11.1 1.5 0.508 0.713

North America 55.1 29.0 279 9,520 31.2 5.79 3.0 1.77 1.33

South America 38.6 22.6 59 1,490 56.5 25.9 15.1 0.684 0.827

aThe parameter nTG is the number of tide gauges involved for a given region. For example, in the case of Africa, this
number includes a significant number of stations located on the northern shores of the Mediterrenean, see Figure 18.
The parameter ncum

20 is the sum of the record lengths of all tide gauges involved in the surface reconstruction for a
specific region. Ncell is the average number of Voronoi cells in the surface reconstruction models. The parameters
resA = area/ncum

20 and resl = lcoasts/ncum
20 give a measure of the resolution provided by the tide gauge record in a

given region (the unit is meaningless here). Acell and 𝜆cell are respectively the typical area and typical lengthscale of
Voronoi cells.

Patrai reveals the importance of local tectonics. It is located in the eponym rift, an arm of the Corinth rift
that connects to the Kefalonia fault, to the West [e.g., Royden and Papanikolaou, 2011; Vassilakis et al., 2011;
Guillaume et al., 2013]. Seismic surveys depict a tectonically driven subsidence of several mm/yr [Ferentinos
et al., 1985; Chronis et al., 1991] that is confined in the fast opening Patrai rift. The exceptional tectonic rates
are very localized yet representative of an ongoing process.

The case of Poti [Garćıa et al., 2007; Stanev and Peneva, 2001] is emblematic of another source of local pecu-
liarity that drives fast subsidence: Here the tide gauge is located in the Kolkheti lowlands, in Georgia, where
ground level is controlled by sediment discharge at the mouth of several rivers including the Rioni river.
The successive swamps, mires, peatlands, and bogs record the evolution of the very fragile equilibrium,
easily altered by slight external forcings, the greater being anthropogenic [de Klerk et al., 2009, Kereselidze
et al., 2011]. Intensive drainage in the twentieth century deprived the delta from the sediment input, which
caused subsidence in a comparable situation to that of many deltas like the Brahmaputra mouth, where
sediment starvation jeopardizes the fate of Bangladesh.

In both cases, the impact of these local features is well illustrated by the general map (Figure 11b) but also
by their PDFs (when their role is discarded from the surface reconstructions) when compared to the rate
inferred from the time series (Figures 11c and 11d). The discrepancy between the locally derived rate and
the average values for the PDFs amounts to ∼5 mm/yr (Poti) and ∼13 mm/yr (Patrai). Yet both the standard
deviations and local uncertainties are robust (< 0.5 mm/yr). Here in the case of Patrai or Poti, the anomaly
pokes out of the map.

3.4. Probability Density Function Along the Coasts
Ultimately, the tide gauges record only documents sea level variations on coastal regions. For this reason,
Figure 12 displays both the full PDFs along the coasts of Europe and the initial rates and associated uncer-
tainties inferred from the least squares fit of tide gauge data. It gives a clear summary of the analysis devel-
oped in previous sections for this specific data set: first, our procedure obviously fills out the gaps where
tide gauges are lacking or are associated with short record lengths (e.g., distances smaller than 1000 km,
corresponding to the coasts of the White Sea and the Barents Sea, as well as distances larger than 15,000 km,
corresponding to the Eastern part of the Mediterranean and the Black Sea). It also helps to discriminate
between conflicting measurements recorded by tide gauges in a densely covered region (this is the case
of Western Europe), providing a smooth description in these areas. This either leads to a smaller error than
estimated by stations with short record lengths or indicates local deviations from the expected surface.
Three examples clearly stand out between distances 8000 and 9000 km and at distance ∼16,500 km (blue
circles), corresponding to stations Amrum and Borkum in Germany and Kalamai in Greece—these stations
are known to present anomalies, cf. Holgate et al. [2013] and PSMSL [2013]. Similarly, the Venezia (Punta
della Salute) tide gauge (at distance ∼15,000 km) lies out of the confidence interval. It is discussed below
(see section 4.1). These anomalous stations do not influence the surface reconstruction since it is tightly
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Figure 15. Same as Figure 12 for the coasts of Australia.

constrained by other reliable measurements in
the vicinity of such stations. This is not the case
of the two outliers, Patrai and Poti that have
been excluded from the surface reconstruc-
tion: Figure 12 further shows that the surface is
not sufficiently constrained in these areas to be
immune from such anomalies. An interesting
feature is that several stations between dis-
tances 12,000 and 16,000 km (between Alacant
and the eastern part of the Adriatic Sea) seem
to depart from the reconstructed surface, gen-
erally associated with larger rates of sea level
rise, although uncertainties are large. A spe-
cific focus on each station would help constrain
the origin of such a behavior. Finally, the multi-
modal PDFs described above are confirmed to
be quite rare. These are restricted to the north-
ernmost part of Europe and in a small region
near Alacant.

Overall, our method provides a powerful illumi-
nation of the tide gauge data set, minimizing
the error in locations with few surrounding
stations and even reducing it at numerous
tide gauges where the record length is small.
Slightly problematic regions are restricted to
the margins of the Fennoscandian uplift where
gradients of relative sea level rise caused by the
GIA are largest.

4. Global Results

In the following, we deploy our method to six
regions that overall encompass most coastlines.
We analyze our results on the basis of their pre-
dictive quality, focusing on some specific areas
of high interest or risk and, when possible, we
decipher the mechanisms that are involved.
Note that we represent the reconstructed sur-
faces on the whole region (Figures 14, 16, 18,
20, and 22) although tide gauge records only
enable ultimately to illuminate coastal sea level
(offshore climatic effects are not recorded and

since relative sea level is not restricted to VLM, its extension to continental regions is not straightforward):
regions where the standard deviation is large are hatched with thin white lines. In order to properly interpret
our results, one needs to go beyond the mean value and explore a variety of metrics, taking full advantage
of the PDFs obtained in the surface reconstruction.

4.1. Europe
The tide gauge record in Europe yields the most favorable conditions to apply our method. The data cov-
erage is fine, and record lengths are the longest available (frequently yielding low local uncertainties), with
the best cumulated record length of all stations and resolution per unit length of coastline (Table 2). In addi-
tion, although stations are only located on coastlines, the sinuous geographical distribution of the shores
of the Mediterranean, Atlantic, British Isles, Baltica, and Fennoscandia, together with the high density of
stations, provide a relatively homogeneous sampling of the region (Figure 1). Consequently, the average
number of Voronoi cells in the surface reconstructions is high (32.4) and the PDFs are very good (Figure 12),
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Figure 16. Same as Figure 14 for Australia.

although these slightly deteriorate in the south
(the standard deviation increases from values that
are typically lower than 0.5 mm/yr to ∼1 mm/yr).

The most prominent feature is, as expected, the
fast sea level drop centered in Baltica with a
rate of ∼−7 mm/yr, a value that quickly drops
to ∼−1.5 mm/yr along the coasts of the North
Atlantic to the west, but also toward the European
hinterland to the east and south and toward the
Arctic. Outward from the Baltic sea, this relative
sea level drop decreases extremely fast (more
than 1 mm/yr per hundred kilometers). Clearly,
this signal relates to the prime mechanism of
glacio-isostatic adjustment (GIA), i.e., the elastic
rebound of the lithosphere that accompanies the
Holocene deglaciation. In order to reach such val-

ues, uplift rates must significantly overcome sea level rise. Indeed, these values compare well to the estimate
of land uplift, as measured from a variety of devices [see, e.g., Ostanciaux et al., 2012, for a review].

The signal is fairly sharp in western Europe too (standard deviation does not exceed 0.5 mm/yr), where
subsidence occurs uniformly at a rate of 1.5 to 2 mm/yr from Kaliningrad to Alacant (Figure 12); it slightly
exceeds sea level rise, and the viscous terms of the GIA may here control the subsidence along this coast
where vertical ground motion is negative [e.g., Ostanciaux et al., 2012; Serpelloni et al., 2013]. It must be
noted that the tide gauge of Brest (at distance ∼ 9700 km, Figure 12), which is associated with one of the
smallest uncertainties (r20 = 1.453 mm/yr, 𝜎20 = 0.098 mm/yr, cf. Table 1), is very close to the lower end of the
range while still lying within the confidence interval of the reconstructed surface (mean value: 1.76 mm/yr,
width of the 95% confidence interval: 0.65 mm/yr). As indicated earlier, this is because neighboring records
span smaller time intervals, almost always corresponding to more recent periods. The weight of the most
recent era, coinciding with the satellite record and associated with an accelerated sea level rise is therefore
larger in the reconstructed surface. It is quite comforting however to note that this bias does not exceed
the confidence interval there. Further east in the Mediterranean, subsidence may decrease to slightly more
modest values (∼ 1 ± 0.5 mm/yr) in the Western Mediterranean and increases again toward the Aegean sea.
Around Italy, we note that vertical ground motion as interpreted from GPS measurements by Serpelloni et al.
[2013] varies spatially much quicker than suggested by the results of our interpolation. Overall, the rates in
Southern Europe (typically ∼ 1–2 mm/yr) are compatible with the sea level rise as measured from satellite
altimetry [e.g., Cazenave and Llovel, 2010], possibly further reenforced by a contribution from postglacial
rebound (see GIA reconstructions from G. Spada in Serpelloni et al. [2013], for instance), but the tradeoff is
difficult to decipher a priori.

In Europe, some places are critically exposed to sea level rise, typically like the Netherlands (subsiding at
∼2 mm/yr) or the Po plain and Venezia (subsiding at a rate of more than 2 mm/yr), and many other Mediter-
ranean cities that are threatened by major economic losses in the near future [Hallegatte et al., 2013]. In the
first case, our method clearly confirms the robust measurements and assigns them a regional validity. In the
second case of Venezia, the standard deviation is much lower than the typical uncertainties at tide gauges in
the Po plain although it clearly departs from the local trend (e.g., the nearby Trieste tide gauge, with a twice
smaller rate of subsidence, lies typically in the confidence interval). We consider that this specific feature of
the reconstructed surface shows that while our approach may be considered as a powerful tool helping to
quantify a regional trend precisely, it also helps to highlight anomalous results (caused here by prominent
anthropogenic forcings in this area that prove to be only local and unambiguously anthropogenic): due to
the overall quality of the data set, local departures from the regional trend will be considered as noise in
our model even if associated with small uncertainties (as is the case also for anomalous stations Amrum and
Borkum corresponding to the blue dots in Figure 12).

4.2. North America
North America offers almost as good conditions as Europe to deploy our method: the data coverage
and record lengths are fairly good which yield an average number of Voronoi cells that compares to the
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a)

b)

Figure 17. Same as Figure 12 for the coasts of Africa.

case of Europe, with relatively small
cells and good mean resolution
(Table 2). Uncertainties are there-
fore low and only in the Arctic and
to a lesser extent Mexico and Central
America, does the quality degrades
(Figures 13 and 14). The standard
deviation along most of the East and
West coasts of Canada and United
States (between Alaska and Carlsbad,
and between the Mississipi and the
Labrador) is lower than 0.5 mm/yr
(Figure 14). From south to north along
the East coast, and within a 95% con-
fidence, Florida subsides at rate of
2.2 ± 0.3 mm/yr, a value that increases
to 3.5 ± 0.3 mm/yr in North and
South Carolina, before decreasing to
∼ 2.5 ± 0.3 mm/yr in New England.
In this context, it must be empha-
sized that coasts in the northwest
Atlantic are typically associated with
a larger sea level rise than northeast
Atlantic regions. This confirms the
result obtained by Long et al. [2014]
from the Newton salt marsh located
in the central English Channel:
these authors demonstrated that the
abrupt acceleration recorded by sev-
eral salt marshes in the northwest
Atlantic region which occurs in the
late nineteenth or early twentieth
century, and is used to calibrate mod-
els of global climate and sea level
[e.g., Rahmstorf et al., 2012], is not
observed on European coasts. Some
of these areas are critically exposed

to this fast relative sea level rise and policy makers and risk mitigating crucially rely on trustworthy assess-
ments. This is obvious for instance in North Carolina [see, e.g., Kemp et al., 2011, and discussions thereafter];
similarly, Miami, New York, New Orleans, Tampa, and Boston rank within the top 20 cities for which the cost
of potential damages are the highest [Hallegatte et al., 2013].

Relative sea level flips to a ∼ −0.8 ± 1 mm/yr uplift by the mouth of the Saint-Laurent, a relative uplift
that increases to some 7 mm/yr in the Hudson Bay. Such a fast uplift is due to the GIA. There, a single sta-
tion attests of that uplift, but the additional support from the long-term estimates from uplifted sequences
of marine terraces [e.g., Fairbridge and Hillaire-Marcel, 1977] more robustly confirms the fast post glacial
rebound of the area.

Along the West coast, Alaska is exposed to several major effects including strong tectonic activity, melting
of the glaciers and the GIA. Among these three main contributions, while GIA and melting of the glaciers
might explain the overall coastal uplift, fast tectonic activity is the most probable cause for the very sharp
gradients in sea level rates associated with records with a reasonably small uncertainty. As an example, the
only subsiding data displayed in this region in Figure 13 corresponds to the Cordova tide gauge, exhibit-
ing a ∼ 20 years long rise in sea level following the 1964 Alaskan earthquake. Immediately at the southeast,
the rate associated with the Juneau tide gauge is displayed as a blue circle on Figure 13 because it lies
out of the reconstructed surface. This is only due to the fact that our reconstruction excludes such high
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Figure 18. Same as Figure 14 for Africa.

absolute values for the rate of sea level vari-
ation. Otherwise, the reconstructed surface
would exhibit even stronger gradients. When
exiting this region adjacent to the Queen
Charlotte-Fairweather fault, the surface is much
smoother: Further south, from British Columbia
to the north of California, relative sea level
change is moderate (rates range from 0.2 ± 0.5
to −0.9 ± 1.5 mm/yr), a value that increases
southward to 1.5 ± 0.4 mm/yr in California.
The standard deviation dramatically increases
in Mexico and renders unrealistic to interpret
our model, though subsidence is measured
in most stations. Note that in this region, the
probability density function is often strongly
bimodal. In the United States coastline of the
Gulf of Mexico, subsidence increases to abun-
dantly reported fast subsidence rates, in Texas
(for instance, Galveston subsides at −5.9 mm/yr
due to groundwater mining, cf. Rhein et al.
[2013]) and above in Louisiana where flooding

recurrently threatens the entire coastline around the mouth of the Mississippi (critically exemplified by the
ravaging effects of 2005 hurricane Katrina). Our model allows to bracket the estimates of sea level rise at the
wavelength of the delta to 7 ± 1.5 mm/yr in the area. Such rates are caused by long-term, natural processes
(normal faulting and compaction of recent sediments [e.g., Meckel et al., 2007]) that are reenforced by harsh
human action (water and hydrocarbon extraction and river drainage).

4.3. Australia
Australia has a fair number of tide gauges, the spatial density and quality (record length and uncertainty)
of which mostly improves to the southeast (Figures 15 and 16). Overall, the resolution is fairly good, but the
heterogeneous distribution jeopardizes the interpolation. Voronoi cells are few on average (∼7) and rather
large (Table 2). Our model reflects this distribution fairly well and features values for the standard deviation
that precisely mirror this trend. Only along the eastern coast is relative sea level change well constrained, at
a subsiding rate of ∼0.8 ± 0.5 mm/yr (within 95% confidence) to the north of Sidney, a value that increases
to ∼ 1.5 ± 0.7 mm/yr closer to Brisbane (Figure 15). Elsewhere the model is rather uncertain except in Perth,
that bears a pair of stations of remarkable quality. Whether or not they reveal local processes, they dom-
inate the signal and compact the confidence interval to less than 1 mm/yr (Figure 15). At the continent
scale, Australia seems to bend toward the north, where the fastest subsidence is inferred. However, given
the uncertainties and standard deviation of our model prediction, it remains difficult to conclude on the
processes at play without the caveat of overinterpreting the signal.

4.4. Africa
Besides South Africa, the record lengths of tide gauges in Africa are very short for the most part, which
yields a poor resolution (Table 2). The data coverage is rather poor too, with less than 30 stations on the
coasts of the entire continent, among which many cluster in South Africa, which causes large mean areas
of the Voronoi cells, and few of them. This makes the uncertainties very large (often higher than 5 mm/yr,
Figure 17). Note however that the surface reconstruction also benefits from constraints provided by tide
gauges located on the Northern shores of the Mediterranean and on Mediterranean islands, as well as
Atlantic islands, such as the Canary Islands (cf., e.g., the Santa Cruz de Tenerife with a record length n20 = 56).
Thus, while South Africa is associated with the lowest values of the confidence interval (Figure 17) and stan-
dard deviation (Figure 18), the north of Africa is also characterized by relatively modest values. Elsewhere,
the surface is reconstructed at a lower resolution compared to Europe and North America. Here the transdi-
mensional Bayesian scheme has adapted to the level of information present in the data, and only provides
a long wavelength description of the sea level rate. The posterior solution is described by an ensemble of
models defined by a small number of large Voronoi cells describing regional averages. The average num-
ber of cells in the ensemble is 5.11 (compared to 31.2 for North America, for example, see Table 2). As in any
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a)

b)

Figure 19. Same as Figure 12 for the coasts of Asia.

data inference problem, the level of uncertainty in the estimated surface trades-off with the level of reso-
lution. Here this results in a relatively small confidence interval for the surface (1.9 mm/yr in average along
the coasts, cf. Figure 17) typically smaller than the uncertainties associated with tide gauge data (average
along the coasts: 11.1 mm/yr for all tide gauges and 2.7 mm/yr if tide gauges with uncertainties larger than
10 mm/yr are excluded, cf. Figure 17). This may seem paradoxical and counterintuitive, as surface errors
for Africa (Figures 17 and 18) are often lower than for better resolved regions such as Europe (Figures 8d
and 12) or North America (Figures 14 and 13). Furthermore, sensitivity tests as described in Appendix B

CHOBLET ET AL. ©2014. American Geophysical Union. All Rights Reserved. 9226



Journal of Geophysical Research: Solid Earth 10.1002/2014JB011639

Figure 20. Same as Figure 14 for Asia.

indicate that excluding stations with
short record length from the initial
data set does not alter considerably
the reconstructed surface (unless
more than 90% of the tide gauges are
rejected), thus casting doubt on its
reliability. This is because estimated
errors for Africa refer to the long
wavelength information, whereas
errors for Europe or North America
refer to smaller scales, and hence
might be larger. Thus, one should not
directly compare error maps between
different regions, but instead view
these maps as a way to depict the
reliability of the surface within a
given region.

Overall, for the wavelength resolved in this region, our modeling proves worthwhile in South Africa, as we
can confidently assert that sea level drops at ∼ 1.5 ± 0.5 mm/yr with a 95% confidence. The causes of that
relative coastal uplift are unclear as few direct measurements of vertical ground motion are available. It
could be tempting to relate this uplift to the long-term uplift of South Africa above the convecting mantle,
but the large magnitude most likely corresponds again to the GIA.

4.5. Asia
Many tide gauges in Asia have a long record length, often in excess of 30 years and up to 80 years, mak-
ing the local uncertainties rather small. The density of the stations is rather high (yet not as high as Europe),
and the many coastlines facilitate their two-dimensional interpolation. Consequently, values for the stan-
dard deviation are typically lower than 1 mm/yr (Figure 19). Overall, the coasts of continental Asia, from
Pakistan to Vladivostok, are subsiding. In Pakistan and India, sea level rises at ∼ 0.8 ± 1 mm/yr within a 95%
confidence interval (Figures 20 and 19). Along the coasts of continental SE Asia, from Burma to Russia, sub-
sidence increases to ∼ 1.5 ± 0.5 mm/yr within a 95% confidence interval. Overall the signal is extremely
smooth along the coast. Only in Bangladesh does the model become more blurry. Nevertheless, the results
are worthwhile, as they bracket the long wavelength subsidence rates in the Ganges-Brahmaputra delta to
∼ 2.5 ± 3 mm/yr; this value shall not be mixed with the local subsidence that reaches extremely high values
(up to 20 ± 5 mm/yr). The tide gauge of Sagar appears as an outlier as it is indicative of a 4 ± 2 mm/yr relative
uplift, thus with a rather high degree of confidence. In a first attempt, Sagar was found to bias the interpo-
lation in this dominantly subsiding area, lowering the mean value and increasing the standard deviation. It
has been removed from the surface reconstruction whose results are presented here.

We emphasized above the high quality of the signal, given that the standard deviation tends to very low
values and that the uncertainties are low. However, it is noteworthy that several stations with a low variance
depart from our model (blue circles, Figure 19); both anomalous uplifts and subsidences are obtained, some
of these already pointed in earlier studies (see, for example, Han and Huang [2008], in the case of the Lusi
tide gauge). Multiple local causes may be responsible for these features: the station of Quin Hon is uplifting
at a fast rate, together with the neighboring Honngu station. Both are located along the extremely active
Red River—Ailao Shan fault system, that may cause fast uplift. Indeed, the large sequence of marine terraces
in the vicinity of Honngu attest for a continuous uplift throughout the Quaternary [see Pedoja et al., 2011,
2014, and references therein]. Conversely, the fast subsidence of the Vung Tau tide gauge clearly outlines the
effect of the Mekong river delta although its relocation during the twentieth century may also contribute
to the anomalous record. Another striking feature is the Japan dichotomy, where the eastern, Pacific, coasts
of Honshu, and Hokkaido subside up to 3 times faster than their western counterpart... This situation could
be tentatively explained by vertical ground motion above the subduction zone, that shows an eastward
tilt of the northern islands. Yet the coseismic vertical displacement linked to the 2011 Tohoku earthquake
[Grapenthin and Freymueller, 2011] did not counteract that possibly interseismic tendency. In addition,
a specific surface reconstruction dedicated to Japan (a much smaller region with a relatively good tide
gauge record) presents specific local features that do not appear on the global map shown here (Figure 20).
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Figure 21. Same as Figure 12 for the coasts of South America.

Such departures from the longer-scale surface are similar to the ones presented as blue circles in Figure 19.
While the tide gauge record is much longer than in the African case, the average number of Voronoi cells for
Asia is comparable (see Table 2). Due to the overall smoothness of the rate of sea level rise obtained at most
tide gauge records, the typical wavelength resolved by the surface reconstruction is thus relatively large
in spite of the large number of stations in the region. As a result, features at much shorter wavelengths are
interpreted by our method as anomalous signals. The southeastern coast of Asia is particularly threatened
in terms of economic losses caused by sea level rise Hallegatte et al. [2013]; a probabilistic assessment of the
threat is thus of prime importance.

4.6. South America
In South America (Figures 21 and 22), the record lengths are not uniform: while several stations in Chile and
Argentina have more than 40 years of record, the Andean states (from Venezuela to Peru) and Brazil have
a poorer record. However, the spatial distribution of the stations is rather even (as opposed to Africa for
instance). Overall, the characteristics of the tide gauge record (high uncertainty, approximately even dis-
tribution) induces a dominantly high standard deviation (Figure 22) together with a high mean number of
Voronoi cells (see Table 2) which could in principle be expected to reflect the spatial precision of the result;
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Figure 22. Same as Figure 14 for South America.

in fact, this results from the roughness of
the signal that cannot be resolved with a
small amount of cells but that, as a con-
sequence, raises the standard deviation
to higher values than the local uncer-
tainties. This is further illustrated by the
sensitivity tests performed for the uncer-
tainty (cf. Appendix B): discarding tide
gauges with short record length such as
San Juan in Peru (n20 = 9 years), imme-
diately alters the surface locally. This
specificity of South America is further
discussed below (section 5).

Our interpolation nevertheless depicts
the trend of relative sea level change,
though the standard deviation prevents
from assigning precise numbers to the
magnitudes. Along the Atlantic coast
of South America, the coast is uplifting
from Brazil to Patagonia. Interestingly,
our model suggests that Patagonia is
subsiding at a fast rate, at odds with the
known effects of the GIA [e.g., Peltier,
1998] or dynamic topography [Guillaume
et al., 2009] that conversely indicates
that those mechanism are jointly uplift-
ing Patagonia at a faster rate than the
rest of South America. Two stations in
the region of the Straight of Magallanes
(Punta Arenas, Caleta Percy) are indeed

associated with large values of subsidence, but their uncertainty is so large that the reason for this regional
trend rather has to be associated with a station located further South, Ushuaia, also recording subsidence,
but with a much smaller uncertainty (2.58 ± 0.67 mm/yr)—since it is relatively distant from the coast line
considered here, it does not appear on Figure 21 but is the main contributor to the reconstructed surface in
this region. This subsidence effect in Patagonia shall thus be interpreted as resulting from local faulting in
this tectonically active area. Similarly, fast subsidence is locally measured at one station in the Buenos Aires
area (Isla Martin Garcia), at odds with other nearby records that cluster toward moderate uplift. This is most
certainly a response to the longterm sediment loading on the Rio de la Plata [e.g., Pedoja et al., 2010] where
this station is precisely located. The uncertainty associated with this station is large enough not to alter the
interpolation in an area where many stations conversely are reliable.

5. Conclusion

We present a new surface reconstruction procedure for the average rate of relative sea level variation dur-
ing the twentieth century: average rates are computed from the tide gauges record so that only islands and
coastal regions are concerned. Furthermore, we focus here on relative sea level including the VLM signal
so that climatic effects, predominant for absolute sea level, appear here as secondary contributions, often
hidden in the typical uncertainty inherent to our method. As the models based on a Voronoi tessellation
adapt to the level of information in the various regions considered here, the Bayesian inference method
proves well suited to the strong heterogeneity of tide gauges distribution as well as of the large variations
of their record length. Sensitivity tests performed on tide gauges’ record length demonstrate that the recon-
structed surfaces are not contaminated by stations with short record lengths, unless the spatial resolution is
extremely poor. A significant benefit of this approach is that no data selection is required a priori: the very
few outliers encountered in our study (three in total out of 1310 tide gauges) are instantly distinguishable
in the reconstructed surface; other anomalous stations naturally lie out of the confidence interval and
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Figure 23. Typical length scale of Voronoi cells 𝜆cell as a function of
res, the “resolution of the model” computed as the area of a given
region divided by ncum

20 , i.e., the sum of the record lengths of all tide
gauges involved in the surface reconstruction (data are presented
in Table 2).

can be analyzed subsequently. In addition,
each point of the reconstructed surface is
defined through a probability density func-
tion, a format particularly well adapted for
this specific datum: although this aspect
slightly complicates the appraisal of the
solution, since several estimates (e.g., aver-
age, median, maximum, and standard
deviation) can be proposed, the societal
impact of sea level rise renders useful
the expression of sea level variation in
terms of probability, as is the case for other
climate-related variables in the framework
of IPCC reports.

One major characteristic of the recon-
structed surfaces is that the spatial reso-
lution strongly varies among the six large
regions introduced and within a given
region. A direct consequence is that sea
level variations recorded at tide gauges
associated with small uncertainties that
depart from the regional trend can either

cause a problematic distortion of the surface (this is the case for the three outliers Poti, Patrai, and Sagar
reported on the coasts of the six considered regions) or simply lie out of the confidence interval without
affecting much the reconstructed surface (this is the case of more numerous tide gauges reported as blue
dots on the figures displaying PDFs along the coasts). The latter correspond to regions that are sufficiently
well constrained to reject the influence of these anomalous data, while the former are associated with
regions with poorer coverage. Although we did not investigate thoroughly the causes leading to a very
localized departure from the surface for each anomalous station, several examples (such as Venezia) tend to
indicate that anthropogenic effects are a likely explanation, while some others (such as Honngu or Patrai)
are clearly caused by fast local tectonics. Other relatively small-scale geological effects have been shown to
modify the reconstructed surface as long as the data density is sufficient (this is probably the case in Alaska,
although other effects such as changes in ice coverage also contribute). In summary, local anthropogenic
effects and faulting lead to anomalous records that depart from the reconstructed surface. Other effects
associated with tectonic displacements, even if localized, are shown to deform the reconstructed surface if
recorded by a large enough number of tide gauges.

Figure 23 further shows that the characteristic precision of the reconstructed surface, measured as the aver-
age area Acell (or characteristic length 𝜆cell =

√
Acell) of Voronoi cells for a given region is a function of the

“resolution” resA of the tide gauge data set in this region (measured as its area divided by the cumulated
number of years associated with all tide gauge records used in the surface reconstruction, ncum

20 ) for four
of the six regions considered in the present study. Europe is associated with the best “resolution” (smallest
value of resA) and correspondingly, to the smallest typical length scale of Voronoi cells. From this refer-
ence, results for North America, Australia, and Africa display a unique global trend with increasing values
of resA (less and less well resolved) and increasing typical length scales associated with the reconstructed
surface. In the case of North America, the decrease in resolution is clearly heterogeneous, with areas such
as the Atlantic coasts possibly as precisely reconstructed as their European counterparts, while other areas
such as Mexico and Central America are poorly resolved. Australia is even less well resolved especially in the
northern regions of the continent. Africa constitutes an end-member in our study, with very poor resolution
and, consequently, a large length scale typical of the model’s precision. Again, since the data distribution
within this region is heterogeneous, the typical length scale 𝜆cell shall not be confused with a uniform char-
acteristic length scale above which the reconstructed surface is reliable: although it would be tempting to
associate long wavelength features of the reconstructed surface to phenomena involving spatial scales of
several thousands of kilometers such as the dynamic topography associated with the African superswell
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[cf., e.g., Lithgow-Bertelloni and Silver, 1998], it is not clear whether the lack of stations in the western coasts
of Africa authorizes such a conclusion.

Asia and South America clearly deviate from the trend discussed above (cf. Figure 23). The fact that the
average length scale of Voronoi cells 𝜆cell in the case of Asia is approximately as large as for Africa, in spite
of a quite dense and relatively homogeneous tide gauge record with relatively small uncertainties indi-
cates that the smoothness of the reconstructed surface is not an artifact. In spite of departures from this
smooth solution (cf. blue symbols in Figure 19) and sharp gradients as is the case for Japan (Figure 20), at
wavelengths corresponding to several thousands of kilometers, sea level rise is relatively uniform on the
coasts of Asia, except in the region corresponding to the Ganges-Brahmaputra delta. Conversely, the case of
South-America is puzzling since, in spite of a globally poor coverage by tide gauges, the average number
of Voronoi cells is comparable to the one obtained for Europe. We interpret this last result as a consequence
of the intrinsic roughness of the surface, revealed by a relatively homogeneous distribution of tide gauges
(even if these are associated with moderately long record lengths).

Given this heterogeneity in resolution, the main robust characteristics of the reconstructed surfaces include
the following:

1. The high precision obtained in Europe with the pronounced uplift of the Fennoscandian region (whose
edges are associated with sharp gradients), as the most prominent feature in the reconstructed surface;

2. The heterogeneous precision of North America: while the West and East coasts of the United States
are approximately as well resolved as their European counterparts in the Atlantic (although the North
American coasts of the Atlantic present significantly stronger rates of sea level rise), coasts in Central
America are not well resolved;

3. Although the tide gauge record in Asia would allow the description of gradients in relative sea level
change at an intermediate wavelength of a few thousand kilometers, a relatively flat surface is obtained
except for the subsiding Ganges-Brahmaputra delta; although specific records depart from the confi-
dence interval locally (either because of fast tectonics or of anthropogenic effects), a reliable conclusion is
the globally uniform rise in sea level along the Asian coasts.

As already indicated, average rates for the twentieth century (r20) often correspond to time series at tide
gauges that record the most recent variations of relative sea level rise. The recent era of higher than aver-
age sea level rise since 1990, also witnessed by satellite altimetry, thus contribute to the reconstructed
surface with a relatively larger weight when compared to variations in sea level for the period 1900–1950,
recorded by only few sites. As a result, the reconstructed surfaces can be considered as a high estimate
of the actual time average for the twentieth century. Regions covered by only recent tide gauges, in
addition to displaying larger uncertainties, might also be affected by this bias. In regions with a cor-
rect coverage, however, we notice that all tide gauges with a long record (and thus a small uncertainty)
all provide rates that lie in the confidence interval reported for the reconstructed surface. In addition,
we show (cf. Figure 5) that rates computed for the 1900–present period, used to compute the recon-
structed surfaces, compare well to rates computed for the 1900–1961 period (the latter associated to
larger uncertainties).

Finally, relative sea level rise measured by tide gauges, although ultimately the most significant measure-
ment in terms of societal implications, is dominated by contributions from the GIA [cf., e.g., Peltier, 1998] or
other solid Earth effects identified at some locations [Wöppelmann et al., 2009]. Taking advantage of recent
GPS evaluation of VLM [Wöppelmann et al., 2009] and assuming that such records, since the 1990s, are rep-
resentative of the whole twentieth century (except for well-documented fast tectonics events, timescales for
the vertical displacement of the solid Earth are longer), it will be possible with our tool to compute similar
reconstructed surfaces for absolute sea level variations indicative of climatic forcing. This will be the topic of
a forthcoming study.

Appendix A: Estimating the Rate of Sea Level Rise From TGs

We have considered two families of curve to fit the TG annual data sets since year 1900. First, a linear fit is
proposed that follows almost identically the procedure proposed by Spada and Galassi [2012]. Let (xi, yi)i=1,n

denote the annual RLR PSMSL data at a given TG, for a given period. The number of valid records is n (n = n20
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for the period 1900–present, n = nI for the period 1900–1961, n = nII for the period 1970–present). The least
squares rate of sea level variation is then

r =
nSxy − SxSy

nSxx − S2
x

(A1)

where

⎧⎪⎪⎨⎪⎪⎩

Sxy =
∑n

i=1 xiyi

Sx =
∑n

i=1 xi

Sy =
∑n

i=1 yi

Sxx =
∑n

i=1 x2
i

(A2)

We also propose a fit by a second-degree curve, i.e., the function y = ax2 +bx+c leading to the least squares
parabola. The quadratic coefficient a is then

a =
(nSxx − S2

x )(nSxxy − SxxSy) − (nSxxx − Sxx Sx)(nSxy − SxSy)
(nSxx − S2

x )(nSxxxx − S2
xx) − (nSxxx − SxSxx)2

(A3)

where the additional following sums have been introduced

⎧⎪⎨⎪⎩

Sxxy =
∑n

i=1 x2
i yi

Sxxx =
∑n

i=1 x3
i

Sxxxx =
∑n

i=1 x4
i

(A4)

Note that acceleration of the sea level variation is 2a. Coefficients b and c can then be obtained for
example from

b =
(

nSxy − Sx Sy − a(nSxxx − Sx Sxx)
)
∕
(

nSxx − S2
x

)
(A5)

and

c =
(

Sy − aSxx − bSx)
)
∕n (A6)

respectively.

In order to compute the uncertainty 𝜎 on these estimates, we follow again the procedure introduced by
Spada and Galassi [2012] (equations (2) and (3) in their article) with a 95% confidence interval based on the
appropriate Student’s t distribution.

Appendix B: Sensitivity Tests for the Uncertainty

As indicated in the text, the estimated error on the ith tide gauge ei is proportional to the relative, formal,
uncertainty derived from the least squares fit (see section 2.2 and Appendix A), 𝜎i:

ei = 𝜆𝜎i (B1)

where 𝜆 is an unknown scaling factor, constrained in the reconstruction procedure. As an example, 𝜆 ≃ 2.3
for the reconstructed surface in Europe, a value comparable to the estimation error reported by Church and
White [2011] indicating that, due to autocorrelation, “the number of effective degrees of freedom is only
a quarter of the number of years of data,” thus leading approximately to a twofold increase of our formal
uncertainty 𝜎i.

Qualitatively, this formula associates the largest uncertainties to tide gauges with short record length (yearly
to decadal oscillations deteriorate the quality of the fit for such stations). Since climatic variations might
also bias the evaluation of sea level variation as larger amplitude, variations, occurring over several years to
several decades, could be interpreted as representative of the whole century in the case of relatively short
record lengths; we nevertheless produced a sensitivity study by
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Figure B1. Sensitivity test for tide gauge record length—the case of Europe. The standard surface reconstruction includ-
ing all tide gauges is displayed in grey (the solid grey curve displays the average at a given location on the coast and
the lighter grey envelope displays the 95% interval. All other curves display averages obtained for the various tests. Tests
where recent tide gauges have been excluded are in black: only stations with at least 10 years of record length (solid
curve), with at least 20 years (dashed curve), and with at least 40 years (dotted curve). The red curve displays results
obtained using equation (B2) for the estimation of the data noise ei .

1. excluding stations with record lengths n20 shorter than 10 years, 20 years, 40 years and
2. proposing a different formula for the uncertainty:

ei = 𝜆′
(
𝜎i∕n20,i

)
(B2)

Note that equation (B2) further disqualifies stations with short record lengths: the final uncertainty ei of a
station with n20 = 10, already associated to a formal relative uncertainty 𝜎i typically 10 times larger than a
station with n20 = 100 (see Figure 5), will ultimately be 100 times larger.

These tests indicate that tide gauges with short record lengths do not affect the reconstructed surface:
Figure B1 displays the results in the case of Europe. Reconstructed surfaces excluding tide gauges with
n20 = 10 years or 20 years only depart very little from the reference case (≃ 0.1–0.2 mm/yr in average with a
maximum local difference of ≃ 1 mm/yr). Note that the use of equation (B2) to evaluate ei, strongly penal-
izing stations with small values of n20 induce more roughness of the reconstructed surface for Europe (this
remains true for all other regions, not shown here). Only in the case of a very poor data set (namely, for Africa
and South America) does the rejection of tide gauges with n20 < 40 years (i.e., 92% of tide gauges for Africa)
alter significantly the reconstructed surface even though the latter is already smooth in the reference case,
due to a lack of resolution. See also the text dedicated to each region for further details.
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