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Supporting slides 



Computational Physics 

A — “Application of clever algorithms designed by mathematicians and computer

scientists, in order to solve problems in physics for which we have already a good

theoretical understanding — but we need the actual numbers for some predictions (the right 
prefactors,  the right exponents, etc.)”;


B — “A cheap way to do experiments using a computer, before actually doing 
them in the laboratory; a good way to estimate the most relevant parameters for a 
(costly) experiment”;


?

C — “Something that real theoretical physicists would never do”.

…





physics !
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invented by  
physicists

Physics is a fundamental driving force of scientific computing 

(of the 20th Century)



Physics & Computers  

— Some of the hardest computational problems known in science are raised by physics;


— Some of the hardest problems in physics today are computational problems; 


— Currently, our understanding of the physical world is fundamentally limited by 

     our computational capabilities (both in terms of software as well as hardware);


— The interface between physics & computer science is generating lots of exciting 

     developments (for both fields)

      ex. quantum computing / quantum information

      



Computational Physics  

 Physics & computation: a few milestones

“The book of nature is written in mathematical language” 
«La filosofia [della natura] è scritta in questo grandissimo libro 

che continuamente ci sta aperto dinanzi a gli occhi (io dico l’universo), 

ma non si può intendere se prima non s’impara a intender la lingua, 

e conoscere i caratteri ne’ quali è scritto. 

Egli è scritto in lingua matematica…” 

G. Galilei, Il Saggiatore (1623)


Could all physical problems be exactly solved analytically? NO 
If this were true, the universe we live in would be a very different place 

(no thermodynamics and statistical mechanics, etc.) 


Physical (strong) Church-Turing thesis  (simplified) 
“Any physical system can be simulated by a Turing machine in polynomial time”

Quantum Church-Turing thesis (simplified) 
“Any physical system can be simulated by a quantum computer in polynomial time”




Lanczos  
algorithm

Cornelius Lanczos  
(Lánczos Kornél)

Lanczos algorithm

General facts

! Developed by Cornelius Lanczos in the 1950s

! Fast convergence of extremal (smallest or largest) eigenstates

! Simple iterative algorithm (only sparse MVM), low memory requirements

! Belongs to the class of Krylov space methods

Algorithm

! Starting from random |φ0〉 build a tridiagonal matrix with:

|φ′〉 = H|φn〉 − βn|φn−1〉 ,

αn = 〈φn|φ′〉 ,

|φ′′〉 = |φ′〉 − αn|φn〉 ,

βn+1 = ||φ′′|| =
√

〈φ′′|φ′′〉 ,

|φn+1〉 = |φ′′〉/βn+1 ,
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 Lanczos Algorithm (C. Lanczos, 1950)

 Eigenvalues of HN converge rapidly
 towards eigenvalues of H.

 Once desired eigenvalue is converged,
 restart recursion and assemble the 
 eigenvector.

Three vector recursion

very quick convergence for extremal eigenvalues !

Linear Algebra:
The most popular: Lanczos Algorithm

one of the Martians…

R. M. Noack and S. Manmana, arXiv:cond-mat/0510321

exponential convergence



Origins of the Monte Carlo method
1.1 Popular games in Monaco 9

are well behaved. Many successful Monte Carlo algorithms contain exact
sampling as a key ingredient.

Markov-chain sampling, on the other hand, forces us to be much more
careful with all aspects of our calculation. The critical issue here is the
correlation time, during which the pebble keeps a memory of the starting
configuration, the clubhouse. This time can become astronomical. In the
usual applications, one is often satisfied with a handful of independent
samples, obtained through week-long calculations, but it can require
much thought and experience to ensure that even this modest goal is
achieved. We shall continue our discussion of Markov-chain Monte Carlo
methods in Subsection 1.1.4, but want to first take a brief look at the
history of stochastic computing.

1.1.3 Historical origins

The idea of direct sampling was introduced into modern science in the
late 1940s by the mathematician Ulam, not without pride, as one can
find out from his autobiography Adventures of a Mathematician (Ulam
(1991)). Much earlier, in 1777, the French naturalist Buffon (1707–1788)
imagined a legendary needle-throwing experiment, and analyzed it com-
pletely. All through the eighteenth and nineteenth centuries, royal courts
and learned circles were intrigued by this game, and the theory was de-
veloped further. After a basic treatment of the Buffon needle problem,
we shall describe the particularly brilliant idea of Barbier (1860), which
foreshadows modern techniques of variance reduction.

Fig. 1.6 Georges Louis Leclerc, Count
of Buffon (1707–1788), performing the
first recorded Monte Carlo simulation,
in 1777. (Published with permission of
Le Monde.)

The Count is shown in Fig. 1.6 randomly throwing needles of length
a onto a wooden floor with cracks a distance b apart. We introduce

φ

xcenter0 b 2b 3b 4b

rcenter

Fig. 1.7 Variables xcenter and φ in Buffon’s needle experiment. The nee-
dles are of length a.

coordinates rcenter and φ as in Fig. 1.7, and assume that the needles’
centers rcenter are uniformly distributed on an infinite floor. The needles
do not roll into cracks, as they do in real life, nor do they interact with
each other. Furthermore, the angle φ is uniformly distributed between 0
and 2 . This is the mathematical model for Buffon’s experiment.

All the cracks in the floor are equivalent, and there are symmetries
xcenter ↔ b − xcenter and φ ↔ −φ. The variable y is irrelevant to the

Fig. 1.10 Buffon’s experiment with 2000 needles (a = b).

Georges-Louis Leclerc, 
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— Buffon’s needle experiment


probability that a needle 

falls across two bars (a)

— Fermi’s FERMIAC (1930’s)

study of propagation 

of neutrons through materials 

as a “random walk”


