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Initiative « Visite un Labo d'Atomes Froids » - 2013
        

Le  Groupement  de  Recherche  (GDR)  « Atomes  Froids »  finance  la  visite  de 
laboratoires français de recherche (théorique ou expérimentale) dans le domaine des 
atomes froids pour des étudiants de Master (M1 ou M2). Les visites devront être 
effectuées avant fin 2013, et elles peuvent donner lieu à la prise de contact pour un 
stage, une thèse ou tout simplement pour mieux connaître les équipes.

Le financement couvrira tout ou partie des frais de déplacement de l’étudiant pour 
une journée de visite. Tous les étudiants des programmes de Master en Physique en 
France peuvent poser leur candidature pour ce financement. La marche à suivre est 
la suivante :
!" Choisir une (ou des) équipe du GDR à visiter (voir la liste ci-dessous et sur le  

site).
2) Prendre contact avec le correspondant du laboratoire que l’on souhaite visiter 

(liste ci-dessous). Se mettre d’accord sur le principe d’une date de visite.
3) Fournir au correspondant les éléments pour faire la demande de financement : 

master d’origine, coût estimé du voyage.

Le correspondant du laboratoire effectuera la demande de financement auprès du 
GDR. Vous saurez par son intermédiaire si la demande de financement est acceptée, 
et pour quel montant.

Il est demandé aux étudiants d’une même formation qui  se rendraient dans un 
même laboratoire de se concerter pour fixer une date commune, ce qui simplifiera 
l’organisation.

La date limite pour cette demande de financement est fixée au 15 octobre 2013.
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First vs. second quantum revolution
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The first quantum revolution 

Paradigm: macroscopic objects are classical 
                 elementary constituents obey new laws (quantum mechanics)

F=ma

Isaac Newton

i� d

dt
|ψ� = H|ψ�

Erwin Schrödinger
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Macroscopic quantum effects

Superconductivity  (1913)

Lasers  (1960)

Superfluidity of He-4  (1938)

etc....
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Quantum matter: the 2nd quantum revolution 

Design of (meta-)materials 
dominated by quantum effects

Optical lattices: 
artificial solids of light
(~2000)

Complex oxides: 
novel superconductors/
quantum magnets 
(~1987)

chemical 
synthesis

Nano-patterned 
superconductors
(~1980)

quantum-dot 
arrays
on a surface
(~2000)

nanotechnologies

Ultra-cold atoms: Bose-Einstein condensates (1995)

atomic
physics
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The complexity of quantum matter
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Quantum matter = quantum fields

ψ̂i

operator-valued field   (field of matrices)

ψ̂†
i ψ̂i = particle number at site i ψ̂†

i ψ̂i �= ψ̂iψ̂
†
i

ψ̂ =

�
0 1
0 0

�
Fermions: 2x2 matrix

ψ̂ =





0 1 0 0 ...
0 0

√
2 0 ...

0 0 0
√
3 ...

... ... ... ... ...





Bosons:                   matrix∞×∞



8

Quantum matter = quantum fields

ψ̂i

Ĥ =
�

ij

�
Jij ψ̂†

i ψ̂j + h.c.
�

+
�

ij

Vij ψ̂†
i ψ̂i ψ̂†

j ψ̂j

interacting quantum fields:   energy is also an operator (Hamiltonian)

Quantum many-body problem: condensed matter
                                                     quantum chemistry
                                                     quantum field-theory and particle physics
                                                     nuclear physics
                                                     etc..  
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Numerics: matrix diagonalization

Ĥ =
�

ij

�
Jij ψ̂†

i ψ̂j + h.c.
�

+
�

ij

Vij ψ̂†
i ψ̂i ψ̂†

j ψ̂j

Ĥ|Ψ� = E|Ψ�

Time-independent Schrödinger’s equation

(written with atoms in
optical lattices)

                                         That’s easy! 

   You just have to solve a simple linear eigenvalue problem!   
  My F=ma is a set of coupled nonlinear 
  partial differential equations! (now, that’s hard...)
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Numerics: matrix diagonalization

Tianhe-2 (China)
(> 3 million cores)

Then just take the biggest supercomputers and crunch numbers...

PSMN (Lyon)
(~ 1000 cores)

mmh...
Wait a second.
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“The Hilbert space is a big place”

Take the simplest quantum field: the S=1/2 spin (two values on each site)

σ1 σ2 σN

σi = ±1

Hamiltonian describing a system of N interacting spins: 2N × 2N matrix

N = 250 : 2250 > number of atoms in the universe



12

“Things we know we don’t know”   

We do not know the mechanism of superconductivity 
of most superconducting materials
(in particular, of materials with a high critical temperature)

We do not know the 
ground state of 
“frustrated” quantum 
spin systems

We do not know the phase diagram of nuclear matter 
(Quantum Chromodynamics)

http://en.wikipedia.org/wiki/List_of_unsolved_problems_in_physics

etc...

fermions + interaction + ...

bosons + interaction +
a gauge field + ...

= ??
We do not know how a 
closed quantum system 
relaxes towards 
its equilibrium state

http://en.wikipedia.org/wiki/List_of_unsolved_problems_in_physics
http://en.wikipedia.org/wiki/List_of_unsolved_problems_in_physics
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The big idea: use quantum machines...
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Analog quantum simulators

Ĥ|Ψ� = E|Ψ�

Classical computer 
digital machine 
which simulates any other system 

Quantum simulator 
analog machine 
which efficiently simulates itself 

Ĥ =
�

ij

�
Jij ψ̂†

i ψ̂j + h.c.
�

+
�

ij

Vij ψ̂†
i ψ̂i ψ̂†

j ψ̂j
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1. INTRODUCTION 

On the program it says this is a keynote speech--and I don't  know 
what a keynote speech is. I do not intend in any way to suggest what should 
be in this meeting as a keynote of the subjects or anything like that. I have 
my own things to say and to talk about and there's no implication that 
anybody needs to talk about the same thing or anything like it. So what I 
want to talk about is what Mike Dertouzos suggested that nobody would 
talk about. I want to talk about the problem of simulating physics with 
computers and I mean that in a specific way which I am going to explain. 
The reason for doing this is something that I learned about from Ed 
Fredkin, and my entire interest in the subject has been inspired by him. It 
has to do with learning something about the possibilities of computers, and 
also something about possibilities in physics. If we suppose that we know all 
the physical laws perfectly, of course we don't  have to pay any attention to 
computers. It's interesting anyway to entertain oneself with the idea that 
we've got something to learn about physical laws; and if I take a relaxed 
view here (after all I 'm here and not at home) I'll admit that we don't  
understand everything. 

The first question is, What kind of computer are we going to use to 
simulate physics? Computer theory has been developed to a point where it 
realizes that it doesn't make any difference; when you get to a universal 
computer, it doesn't matter how it's manufactured, how it's actually made. 
Therefore my question is, Can physics be simulated by a universal com- 
puter? I would like to have the elements of this computer locally intercon- 
nected, and therefore sort of think about cellular automata as an example 
(but I don't  want to force it). But I do want something involved with the 
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when the neighbors have values s~, s;, . . . .  where j ,  k etc. are points in the 
neighborhood of i. As j moves far from i, m becomes ever less sensitive to 
s'j.  At each change the state at a particular point i will move from w h a t  it 
was to a state s with a probability m that depends only upon the s ta tes  of 
the neighborhood (which may be so defined as to include the point i itself). 
This gives the probability of mak ing  a transition. It 's  the same as i n  a 
cellular automaton; only, instead of its being definite, it 's a probability. Tell  
me the environment, and I'll tell you the probability after a next m o m e n t  of 
time that this point is at state s. And that's the way it's going to work, okay?  
So you get a mathematical equation of this kind of form. 

Now I explicitly go to the question of how we can simulate wi th  a 
c o m p u t e r - - a  universal automaton or something-- the  quantum-meclianJcal 
effects. (The usual formulation is that quantum mechanics has some so r t  of 
a differential equation for a function ~k.) If you have a single particle, q, is a 
function of x and t, and this differential equation could be simulated jus t  
like my probabilistic equation was before. That  would be all right and one 
has seen people make little computers which simulate the Schr6edinger 
equation for a single particle. But the full description of quantum mechanics  
for a large system with R particles is given by a function q~(x I, x 2 . . . . .  x n ,  t)  
which we call the amplitude to find the particles x I . . . . .  xR, and therefore,  
because it has too many variables, it cannot be simulated with a n o r m a l  
computer with a number of elements proportional to R or propor t ional  to 
N. We had the same troubles with the probability in classical physics. A n d  
therefore, the problem is, how can we simulate the quantum mechanics? 
There are two ways that we can go about it. We can give up on our rule 
about what the computer was, we can say: Let the computer itself be bui l t  
of quantum mechanical elements which obey quantum mechanical laws. Or 
we can turn the other way and say: Let the computer still be the same k ind  
that we thought of be fo re - - a  logical, universal automaton; can we imi ta te  
this situation? And I 'm going to separate my talk here, for it branches in to  
two parts. 

4. Q U A N T U M  C O M P U T E R S - - U N I V E R S A L  QUANTUM 
S I M U L A T O R S  

The first branch, one you might call a side-remark, is, Can you d o  it 
with a new kind of c o m p u t e r - - a  quantum computer? (I'11 come back to the 
other branch in a moment.) Now it turns out, as far as I can tell, that y o u  
can simulate this with a quantum system, with quantum computer elemexats. 
It 's  not a Turing machine, but a machine of a different kind. If  we disregard 
the continuity of space and make it discrete, and so on, as an approximat ion  
(the same way as we allowed ourselves in the classical case), it does seem to 
S i m u l a t i n g  P h y s i c s  wi th  Computers 475  

be true that all the various field theories have the same kind of behavior, 
and can be simulated in every way, apparently, with little latticeworks of 
spins and other things. It's been noted time and time again that the 
phenomena of field theory (if the world is made in a discrete lattice) are well 
imitated by many phenomena in solid state theory (which is simply the 
analysis of a latticework of crystal atoms, and in the case of the kind of 
solid state I mean each atom is just a point which has numbers associated 
with it, with quantum-mechanical rules). For example, the spin waves in a 
spin lattice imitating Bose-particles in the field theory. I therefore believe 
it's true that with a suitable class of quantum machines you could imitate 
any quantum system, including the physical world. But I don' t  know 
whether the general theory of this intersimulation of quantum systems has 
ever been worked out, and so I present that as another interesting problem: 
to work out the classes of different kinds of quantum mechanical systems 
which are really intersimulatable--which are equivalent--as has been done 
in the case of classical computers. It has been found that there is a kind of 
universal computer that can do anything, and it doesn't make much 
difference specifically how it's designed. The same way we should try to find 
out what kinds of quantum mechanical systems are mutually intersimulata- 
ble, and try to find a specific class, or a character of that class which will 
simulate everything. What, in other words, is the universal quantum simula- 
tor? (assuming this discretization of space and time). If you had discrete 
quantum systems, what other discrete quantum systems are exact imitators 
of it, and is there a class against which everything can be matched? I believe 
it's rather simple to answer that question and to find the class, but I just 
haven't done it. 

Suppose that we try the following guess: that every finite quantum 
mechanical system can be described exactly, imitated exactly, by supposing 
that we have another system such that at each point in space-time this 
system has only two possible base states. Either that point is occupied, or 
unoccupied--those are the two states. The mathematics of the quantum 
mechanical operators associated with that point would be very simple. 

a ---- A N N I H I L A T E  ~ O C C  

U N  

a *  = C R E A T E  = 
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I 0 
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good point of view. Somebody mumbled something about a many-world 
picture, and that many-world picture says that the wave function ~ is what 's 
real, and damn the torpedos if there are so many variables, N R. All these 
different worlds and every arrangement of configurations are all there jus t  
like our arrangement of configurations, we just happen to be sitting in this 
one. It's possible, but I'm not very happy with it. 

So, I would like to see if there's some other way out, and I want to 
emphasize, or bring the question here, because the discovery of computers 
and the thinking about computers has turned out to be extremely useful in 
many branches of human reasoning. For instance, we never really under- 
stood how lousy our understanding of languages was, the theory of gram- 
mar and all that stuff, until we tried to make a computer which would be 
able to understand language. We tried to learn a great deal about psychol- 
ogy by trying to understand how computers work. There are interesting 
philosophical questions about reasoning, and relationship, observation, and 
measurement and so on, which computers have stimulated us to think about 
anew, with new types of thinking. And all I was doing was hoping that the 
computer-type of thinking would give us some new ideas, if any are really 
needed. I don't know, maybe physics is absolutely OK the way it is. The 
program that Fredkin is always pushing, about trying to find a computer 
simulation of physics, seem to me to be an excellent program to follow out. 
He and I have had wonderful, intense, and interminable arguments, and rny 
argument is always that the real use of it would be with quantum mechanics, 
and therefore full attention and acceptance of the quantum mechanical 
phenomena--the challenge of explaining quantum mechanical phenomena 
- -has  to be put into the argument, and therefore these phenomena have to 
be understood very well in analyzing the situation. And I'm not happy with 
all the analyses that go with just the classical theory, because nature isn't  
classical, dammit, and if you want to make a simulation of nature, you 'd  
better make it quantum mechanical, and by golly it's a wonderful problem, 
because it doesn't look so easy. Thank you. 

9. DISCUSSION 

Question: Just to interpret, you spoke first of the probability of A given 
B, versus the probability of A and B joint ly-- that 's  the probability of one 
observer seeing the result, assigning a probability to the other; and then you 
brought up the paradox of the quantum mechanical result being 3/4,  and 
this being 2/3. Are those really the same probabilities? Isn't one a jo in t  
probability, and the other a conditional one? 

Answer: No, they are the same. Poo is the joint probability that both you  
and I observe an ordinary ray, and PeE is the joint probability for two 
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has to do with learning something about the possibilities of computers, and 
also something about possibilities in physics. If we suppose that we know all 
the physical laws perfectly, of course we don't  have to pay any attention to 
computers. It's interesting anyway to entertain oneself with the idea that 
we've got something to learn about physical laws; and if I take a relaxed 
view here (after all I 'm here and not at home) I'll admit that we don't  
understand everything. 

The first question is, What kind of computer are we going to use to 
simulate physics? Computer theory has been developed to a point where it 
realizes that it doesn't make any difference; when you get to a universal 
computer, it doesn't matter how it's manufactured, how it's actually made. 
Therefore my question is, Can physics be simulated by a universal com- 
puter? I would like to have the elements of this computer locally intercon- 
nected, and therefore sort of think about cellular automata as an example 
(but I don't  want to force it). But I do want something involved with the 
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when the neighbors have values s~, s;, . . . .  where j ,  k etc. are points in the 
neighborhood of i. As j moves far from i, m becomes ever less sensitive to 
s'j.  At each change the state at a particular point i will move from w h a t  it 
was to a state s with a probability m that depends only upon the s ta tes  of 
the neighborhood (which may be so defined as to include the point i itself). 
This gives the probability of mak ing  a transition. It 's  the same as i n  a 
cellular automaton; only, instead of its being definite, it 's a probability. Tell  
me the environment, and I'll tell you the probability after a next m o m e n t  of 
time that this point is at state s. And that's the way it's going to work, okay?  
So you get a mathematical equation of this kind of form. 

Now I explicitly go to the question of how we can simulate wi th  a 
c o m p u t e r - - a  universal automaton or something-- the  quantum-meclianJcal 
effects. (The usual formulation is that quantum mechanics has some so r t  of 
a differential equation for a function ~k.) If you have a single particle, q, is a 
function of x and t, and this differential equation could be simulated jus t  
like my probabilistic equation was before. That  would be all right and one 
has seen people make little computers which simulate the Schr6edinger 
equation for a single particle. But the full description of quantum mechanics  
for a large system with R particles is given by a function q~(x I, x 2 . . . . .  x n ,  t)  
which we call the amplitude to find the particles x I . . . . .  xR, and therefore,  
because it has too many variables, it cannot be simulated with a n o r m a l  
computer with a number of elements proportional to R or propor t ional  to 
N. We had the same troubles with the probability in classical physics. A n d  
therefore, the problem is, how can we simulate the quantum mechanics? 
There are two ways that we can go about it. We can give up on our rule 
about what the computer was, we can say: Let the computer itself be bui l t  
of quantum mechanical elements which obey quantum mechanical laws. Or 
we can turn the other way and say: Let the computer still be the same k ind  
that we thought of be fo re - - a  logical, universal automaton; can we imi ta te  
this situation? And I 'm going to separate my talk here, for it branches in to  
two parts. 

4. Q U A N T U M  C O M P U T E R S - - U N I V E R S A L  QUANTUM 
S I M U L A T O R S  

The first branch, one you might call a side-remark, is, Can you d o  it 
with a new kind of c o m p u t e r - - a  quantum computer? (I'11 come back to the 
other branch in a moment.) Now it turns out, as far as I can tell, that y o u  
can simulate this with a quantum system, with quantum computer elemexats. 
It 's  not a Turing machine, but a machine of a different kind. If  we disregard 
the continuity of space and make it discrete, and so on, as an approximat ion  
(the same way as we allowed ourselves in the classical case), it does seem to 
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be true that all the various field theories have the same kind of behavior, 
and can be simulated in every way, apparently, with little latticeworks of 
spins and other things. It's been noted time and time again that the 
phenomena of field theory (if the world is made in a discrete lattice) are well 
imitated by many phenomena in solid state theory (which is simply the 
analysis of a latticework of crystal atoms, and in the case of the kind of 
solid state I mean each atom is just a point which has numbers associated 
with it, with quantum-mechanical rules). For example, the spin waves in a 
spin lattice imitating Bose-particles in the field theory. I therefore believe 
it's true that with a suitable class of quantum machines you could imitate 
any quantum system, including the physical world. But I don' t  know 
whether the general theory of this intersimulation of quantum systems has 
ever been worked out, and so I present that as another interesting problem: 
to work out the classes of different kinds of quantum mechanical systems 
which are really intersimulatable--which are equivalent--as has been done 
in the case of classical computers. It has been found that there is a kind of 
universal computer that can do anything, and it doesn't make much 
difference specifically how it's designed. The same way we should try to find 
out what kinds of quantum mechanical systems are mutually intersimulata- 
ble, and try to find a specific class, or a character of that class which will 
simulate everything. What, in other words, is the universal quantum simula- 
tor? (assuming this discretization of space and time). If you had discrete 
quantum systems, what other discrete quantum systems are exact imitators 
of it, and is there a class against which everything can be matched? I believe 
it's rather simple to answer that question and to find the class, but I just 
haven't done it. 

Suppose that we try the following guess: that every finite quantum 
mechanical system can be described exactly, imitated exactly, by supposing 
that we have another system such that at each point in space-time this 
system has only two possible base states. Either that point is occupied, or 
unoccupied--those are the two states. The mathematics of the quantum 
mechanical operators associated with that point would be very simple. 
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good point of view. Somebody mumbled something about a many-world 
picture, and that many-world picture says that the wave function ~ is what 's 
real, and damn the torpedos if there are so many variables, N R. All these 
different worlds and every arrangement of configurations are all there jus t  
like our arrangement of configurations, we just happen to be sitting in this 
one. It's possible, but I'm not very happy with it. 

So, I would like to see if there's some other way out, and I want to 
emphasize, or bring the question here, because the discovery of computers 
and the thinking about computers has turned out to be extremely useful in 
many branches of human reasoning. For instance, we never really under- 
stood how lousy our understanding of languages was, the theory of gram- 
mar and all that stuff, until we tried to make a computer which would be 
able to understand language. We tried to learn a great deal about psychol- 
ogy by trying to understand how computers work. There are interesting 
philosophical questions about reasoning, and relationship, observation, and 
measurement and so on, which computers have stimulated us to think about 
anew, with new types of thinking. And all I was doing was hoping that the 
computer-type of thinking would give us some new ideas, if any are really 
needed. I don't know, maybe physics is absolutely OK the way it is. The 
program that Fredkin is always pushing, about trying to find a computer 
simulation of physics, seem to me to be an excellent program to follow out. 
He and I have had wonderful, intense, and interminable arguments, and rny 
argument is always that the real use of it would be with quantum mechanics, 
and therefore full attention and acceptance of the quantum mechanical 
phenomena--the challenge of explaining quantum mechanical phenomena 
- -has  to be put into the argument, and therefore these phenomena have to 
be understood very well in analyzing the situation. And I'm not happy with 
all the analyses that go with just the classical theory, because nature isn't  
classical, dammit, and if you want to make a simulation of nature, you 'd  
better make it quantum mechanical, and by golly it's a wonderful problem, 
because it doesn't look so easy. Thank you. 

9. DISCUSSION 

Question: Just to interpret, you spoke first of the probability of A given 
B, versus the probability of A and B joint ly-- that 's  the probability of one 
observer seeing the result, assigning a probability to the other; and then you 
brought up the paradox of the quantum mechanical result being 3/4,  and 
this being 2/3. Are those really the same probabilities? Isn't one a jo in t  
probability, and the other a conditional one? 

Answer: No, they are the same. Poo is the joint probability that both you  
and I observe an ordinary ray, and PeE is the joint probability for two 
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Exquisite experimental control on cold atoms

Simplicity of 
building blocks                                                            

Optical trapping: fine control on geometry                                         

Control on the interactions between atoms                           

Control on the nature of the quantum fields 
(bosons/fermions, spinful/spinless)

bosons fermions

Hamiltonian engineering
Ĥ =

�

ij

�
Jij ψ̂†

i ψ̂j + h.c.
�

+
�

ij

Vij ψ̂†
i ψ̂i ψ̂†

j ψ̂j
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Is a quantum machine going to solve it all? 
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Is a quantum machine going to solve it all? 
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John Wheeler

“Never make a calculation 
until you know the answer”

Never make a quantum simulation 
until you know the answer
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Abstract

Recently there has been intense interest in claims about the performance of the D-Wave machine.

Scientifically the most interesting aspect was the claim in [7], based on extensive experiments, that

the D-Wave machine exhibits large-scale quantum behavior. Their conclusion was based on the

strong correlation of the input-output behavior of the D-Wave machine with a quantum model

called simulated quantum annealing, in contrast to its poor correlation with two classical models:

simulated annealing and classical spin dynamics. In this paper, we outline a simple new classical

model, and show that on the same data it yields correlations with the D-Wave input-output behavior

that are at least as good as those of simulated quantum annealing. Based on these results, we

conclude that classical models for the D-Wave machine are not ruled out. Further analysis of the

new model provides additional algorithmic insights into the nature of the problems being solved by

the D-Wave machine.

1 Introduction

In a future world of quantum devices, it will become increasingly important to test that

these devices behave according to specification. While this is clearly a central issue in the

context of quantum cryptography [4, 27] and certified random number generators [17, 26],

it is also quite fundamental in the context of testing whether a claimed quantum computer

is really quantum [2, 18, 14, 5]. Recently, this last issue has featured prominently in the

context of the D-Wave machine [12, 6, 7, 1, 15], amidst questions about whether it should

really be thought of as a quantum computer and whether it provides speedups over classical

computers. One of the grounds for skepticism is that the decoherence time of D-Wave’s

qubits is reported to be on the order of nanoseconds, which is comparable to the time for

a single operation and much shorter than the time required to carry out a computation,

which is on the order of microseconds.

By now, claims about speedups over classical computers [16] have been largely re-

futed [7, 22, 19]. But one of the papers [7] that disproved the claims of quantum speedup
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Recently the question of whether the D-Wave processors exhibit large-scale quantum behavior or can be
described by a classical model has attracted significant interest. In this work we address this question by studying
a 503 qubit D-Wave Two device as a “black box”, i.e., by studying its input-output behavior. We examine
three candidate classical models and one quantum model, and compare their predictions to experiments we have
performed on the device using groups of up to 40 qubits. The candidate classical models are simulated annealing,
spin dynamics, a recently proposed hybrid O(2) rotor-Monte Carlo model, and three modified versions thereof.
The quantum model is an adiabatic Markovian master equation derived in the weak coupling limit of an open
quantum system. Our experiments realize an evolution from a transverse field to an Ising Hamiltonian, with
a final-time degenerate ground state that splits into two types of states we call “isolated” and “clustered.” We
study the population ratio of the isolated and clustered states as a function of the overall energy scale of the
Ising term, and the distance between the final state and the Gibbs state, and find that these are sensitive probes
that distinguish the classical models from one another and from both the experimental data and the master
equation. The classical models are all found to disagree with the data, while the master equation agrees with
the experiment without fine-tuning, and predicts mixed state entanglement at intermediate evolution times. This
suggests that an open system quantum dynamical description of the D-Wave device is well-justified even in the
presence of relevant thermal excitations and fast single-qubit decoherence.

I. INTRODUCTION

How can one determine whether a given “black box” is
quantum or classical [1]? A case in point are the devices built
by D-Wave [2–4]. These devices are commercial computers
which the user can only access via an input-output interface.
Reports [5–7] that the D-Wave devices implement quantum
annealing (QA) with hundreds of qubits have attracted much
attention recently, and have also generated considerable de-
bate [8–10]. At stake is the question of whether the exper-
imental evidence suffices to rule out classical models, and
whether a quantum model can be found that is in full agree-
ment with the evidence. The D-Wave devices operate at a non-
zero temperature that can be comparable to the energy gap
from the ground state, so one might expect that thermal excita-
tions act to drive the system out of its ground state, potentially
causing the annealing process to be dominated by thermal
fluctuations rather than by quantum tunneling. Furthermore,
the coupling to the environment should cause decoherence,
potentially resulting in the loss of any quantum speedup. This
issue was recently studied in Refs. [6, 7], where data from a
108-qubit D-Wave One (DW1) device was compared to nu-
merical simulations implementing classical simulated anneal-
ing (SA), simulated quantum annealing (SQA) using quantum
Monte Carlo, and a quantum adiabatic master equation (ME)
derived in Ref. [11]. These studies demonstrated that SA cor-
relates poorly with the experimental data, while the ME (in

∗ These two authors contributed equally.

Ref. [6]) and SQA (in Ref. [7]) are in good agreement with
the same data. Specifically, the 8-qubit “quantum signature”
Hamiltonian introduced in Ref. [6] has a 17-fold degenerate
ground state that splits into a single “isolated” state and a 16-
fold degenerate “cluster,” with the population in the former
suppressed relative to the latter according to the ME but en-
hanced according to SA; the experiment agreed with the ME
prediction [6]. Subsequently, Ref. [7] rejected SA on much
larger problem sizes by showing that the success probability
distribution it predicts for random Ising instances on up to 108
spin variables is unimodal, while the experimental data and
SQA both give rise to a bimodal distribution. This was inter-
preted as positive evidence for the hypothesis that the device
implements quantum annealing.

However, interesting objections to the latter interpretation
were raised in Refs. [9, 12], where it was argued that there are
other classical models that also agree with the experimental
data of Refs. [6, 7]. First, Smolin and Smith [9] pointed out
that a classical spin-dynamics model of O(2) rotors or O(3)
vectors could be tuned to mimic the suppression of the iso-
lated ground state found in Ref. [6] and the bimodal success
probability histograms for random Ising instances found in
Ref. [7]. Shortly thereafter this classical model was rejected
in Ref. [10] by demonstrating that the classical SD model cor-
relates poorly with the success probabilities measured for ran-
dom Ising instances, while SQA correlates very well. In re-
sponse, a new hybrid model where the spin dynamics are gov-
erned by Monte Carlo updates was very recently proposed by
Shin, Smolin, Smith, and Vazirani (SSSV) [12], that corre-
lates as well with the DW1 success probabilities for random
Ising instances as SQA. In this model the qubits are replaced
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Quantum simulators need “classical simulators” 
(and viceversa)

“Classical simulators” can test the experimental Hamiltonians 

Ĥ
Ĥexp

Quantum simulators can test approximate theories (and approx. classical          
                                                                                         simulation methods)

“Quantum stimulators” for the study of complex quantum phenomena 
(A. Aspect)

S. Trotzky et al., Nat. Phys. 2010
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Quantum simulation in practice: extension of theory 

parameter
(interaction, time, etc...)

observable
theory

S. Trotzky et al.
Nat. Phys. 2012

new
physics!
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Quantum simulation in practice: extension of theory 

parameter
(interaction, time, etc...)

observable
theory

new
physics!

Y. Shin et al., Nature 2008
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FIG. 5: σ-T phase diagram for a homogeneous spin-polarized

Fermi gas with resonant interactions. The critical polariza-

tions σc (black solid circles and square) and σs (gray solid cir-

cles) are displayed along the local T/TF↑ at the phase bound-

ary. The yellow area (σs < σ < σc) represents a thermody-

namically unstable region, leading to the phase separation.

Above the tricritical point, the phase transition in the center

of the cloud was observed by the onset of pair condensation.

For this, a cloud was evaporatively cooled, until it crossed

the phase transition on a trajectory almost perpendicular to

the phase transition line (see appendix). The critical spin

polarization and temperature were obtained by interpolating

between points without and with small condensates (black

solid square). The linear fit to the σc’s is shown as a guide

to the eye for the normal-to-superfluid phase transition line.

Each data point consists of five independent measurements

and error bars indicate standard deviation. The blue open

symbols show theoretical predictions for the critical tempera-

ture of a homogeneous equal mixture (�: Bulgac et al. [7], �:

Burovski et al. [8], ✸: Haussmann et al. [9]) and the critical

polarization at zero temperature (✷: Lobo et al. [10]). The

blue solid square is the measured critical temperature from

Luo et al. [22], multiplied by
√

ξ with ξ = 0.42 [11] to obtain

local T/TF at the center. Finite temperature correction may

increase the effective value of ξ.

teractions in the normal phase in an accurate way, also

predict a high critical imbalance σc0 > 90%. Strong in-

teractions between the atoms in the normal phase, how-

ever, have been observed through the compressed shape

of the minority cloud [18] and the shift in the RF excita-

tion spectrum [27]. The data in Figure 5 clearly establish

a zero-temperature CC limit for σc0 in the range of 30%

to 40%.

The density profiles at our lowest temperature pro-

vide quantitative information on the zero-temperature

thermodynamics [28, 29]. At zero temperature, the

global chemical potential of a fully-paired superfluid in

the core is given as µs0 = ξεF = ξh̄2
(6π2ns0)

2/3/2m

where εF is the local Fermi energy and ns0 is the ma-

jority (or minority) density at the center, whereas µ↑0 =

h̄2
(6π2n0)

2/3/2m and µ↓0 = η0µ↑0. From the thermo-

dynamic equilibrium condition µs0 = (µ↑0 + µ↓0)/2, we

obtain the chemical potential ratio as

η(r) =
η0 − r2/R2

↑
1− r2/R2

↑
= 2

ξ(ns0/n0)
2/3 − 1

1− r2/R2
↑

+ 1. (1)

In our coldest sample (δ ≈ 45%), the normalized cen-

tral density and the radii for the phase boundary and

the minority cloud were measured to be ns0/n0 =

1.72(4), Rc/R↑ = 0.430(3), and R↓/R↑ = 0.728(8), re-

spectively, yielding ηc = η(Rc) ≈ 0.03 and η↓ = η(R↓) ≈
−0.69 with ξ = 0.42 [11]. Furthermore, the critical dif-

ference is given as hc/µ = (1− ηc)/(1+ ηc) = 0.95. Since

theory clearly predicts µ < ∆ [9, 11], we have hc < ∆.

If hc were larger than ∆, polarized quasi-particles would

have negative energies and form already at zero temper-

ature. Therefore, up to our observed value of hc, the

fully-paired superfluid state is stable, and a polarized su-

perfluid exists only at finite temperature.

The interface between two immiscible fluids involves a

surface energy, leading to at least a small violation of the

LDA. However, the observed sharp interface along the

an equipotential line and the flattop structure of the lin-

ear density difference profiles (Fig. 2d and e) imply that

corrections to the LDA are smaller than the resolution

of our experiment. These observations are inconsistent

with the interpretations given for the experimental re-

sults reported in ref. [20, 21], where it has been shown

that highly-elongated small samples are deformed by sur-

face tension [30, 31]. The scaling of those surface effects

to our parameters predicted a deviation of the aspect ra-

tio of the superfluid core of ≈ 15% from the trap aspect

ratio [31], whereas we observe this deviation to be smaller

than 2%. Note that surface tension would add energy in

the phase-separated superfluid regime and would shift

the CC limit to smaller values. Ref. [20, 21] concluded

that the CC limit should be δc0 > 95% which is ruled

out by our observations. We are not aware of any sug-

gested effect which can reconcile the data of ref. [20, 21]

with our phase diagram for a resonant superfluid. To in-

dentify this finite size effect and to fully understand the

nature of the normal state [27] are still open questions

for imbalanced Fermi gases.

Conclusions
We have established the phase diagram of a homogeneous

spin-polarized Fermi gas with resonant interactions in the

σ-T plane. This includes the identification of a tricritical

point where the critical lines for first-order and second-

order phase transitions meet, and the final confirmation

of a zero-temperature quantum phase transition, the CC

limit of superfluidity, for a gas at unitarity. So far, pre-

dicted exotic superfluid states such as the breached-pair

state in a stronger coupling regime (“BEC side”) [13, 32]

M. Randeria, Nat. Phys. 2010
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Quantum simulation in practice: test of theory 

K. van Houcke et al., Nat. Phys. 2012

theory: numerical resummation 
of a non-simply convergent 
infinite series

exp: ultracold gas of K-40 fermions
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“Calibrating” quantum simulators
(and learning new physics while doing so)
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Quantum simulation of complex phase diagrams 

quantum chromodynamics high-Tc superconductors

T
All condensed matter experiments 
are performed in a heat bath
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Thermometry in a cold-atom quantum simulator

Where’s the heat bath here?

Atomic physic quantum simulators: 
~100,000 particles at T ~ 10 nK !!

The system is its own heat bath 
(microcanonical setting)

Temperature has to be measured

Thermometer = “gentle probe” whose thermodynamics is perfectly known
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Idea: use the noise! 

fluctuation of the 
particle’s velocity

dissipation
termR. Kubo

Fluctuation-dissipation relation  (~1950’s)      (R. Kubo)

D =
� ∞

0
dt �δv(0) · δv(t)� = |δṽ(ω = 0)|2 =

kBT

γ

Brownian motion: Einstein’s relation (1905)

A. Einstein
diffusion 
constant

mobility

D = µγ kBT

µγ = 1/γ Ffrict = −γv

T
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Noise thermometry

H. NyquistJ. B. Johnson

R
T

V (t)

Thermal noise in a resistor: Johnson-Nyquist noise     (1928)

|Ṽ (ω)|2 =
�

dt e−iωt�V (0) V (t)� noise power spectrum

(classical) Nyquist theorem|Ṽ (ω)|2 = 4 R kBT

Johnson-noise thermometer

cosmic black-body radiation

fluctuation dissipation
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Thermal vs. quantum noise

thermal 
noise

quantum
noise
(zero-point
fluctuations)

�ω � kBT classical limit

|Ṽ (ω)|2 = 4 R kBT (classical) Nyquist theorem

n(ω) =
1

e�ω/(kBT ) − 1

|Ṽ (ω)|2 = 4 R �ω

�
n(ω) +

1
2

�
quantum Nyquist theorem
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FIG. 6. Measured spectral density of current noise in
shunt resistor of junction 2 at 4.2 K (solid circles) and
1.6 K (open circles). Sohd lines are prediction of Eq.
(1.4), while dashed lines are
(4h v/R )[exp(h v/kq T)—1]

o-
O. I 0.2 0

v(mv)
O. I 0.2

values of v=2eV/h, R, and T. The slight increase
of the data above the theory at the highest voltages
may reflect the presence of a resonance on the IV-
characteristic. The agreement between the data
and the predictions is rather good, bearing in mind
that, once again, no fitting parameters are used.
By contrast, the dashed lines represent the theoreti-
cal prediction in the absence of the zero-point
term,

(4h v/R )[exp(h v/ks T)—1]
and fall far below the data at the higher frequen-
cies. The existence of zero-point fluctuations in
the measured spectral density of the current noise
is rather convincingly demonstrated.

FIG. 7. 5 {0)at 183 kHz vs V for junction 3 at 4 2
K for four values of Io. Notation is as for Fig. 4.

somewhat above the prediction of Eq. (1.5). Apart
from this discrepancy, the measured total noise
and the measured mixed-down noise are in very
good agreement with the predictions. For ~=0.6S,
the data lie convincingly above the theory that
does not include the mixed-down zero-point fluc-
tuations, while for a.=0.07 the contribution of the
zero-point term is less than our experimental error.
Once again, the correct observed dependence of the
noise on Io demonstrates the absence of any signi-
ficant extraneous noise.

D. Junction 4

C. Junction 3

An alternative means of varying the mixed-down
noise between the quantum and thermal limits is to
change Io at fixed temperature. The critical
current was lowered by trapping flux in the junc-
tion. The 1/f noise in junction 3 at 183 kHz was
insignificant ( &2%), but the heating correction at
the higher voltages was substantial, so that it was
necessary to correct the mixed-down noise in addi-
tion to the noise generated at the measurement fre-
quency. In Fig. 7 we plot S„(0)/RD vs V at 4.2 K
for four values of Io corresponding to values of a.
ranging from 0.6S to 0.07. At the highest two
values of Io, the presence of a resonance near 200
(MV increased the magnitude of the measured noise

As noted earlier, some junctions contain reso-
nances that can effect the magnitude of the noise
mixed-down to the measurement frequency. Junc-
tion 4 exhibited strong resonant structure, and we
have investigated its origin and its effect on the
noise in some detail. Figure 8 shows the I-V and
(d V/dI)- V characteristics at 1.1 K for four values
of critical current; the three lowest values were ob-
tained by trapping flux in the junction. The struc-
ture arises from the resonant circuit formed by the
shunt inductance L, and junction capacitance C;
the equivalent circuit is shown in the inset in Fig.
9. The resonant circuit pulls the Josephson fre-
quency slightly so that it become more closely a
subharrnonic of the resonant frequency. Hence, as
the current bias is increased, the dynamic resis-

Koch et al, PRB 1982

classical 
noise
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What noise in a cold atom experiment? 

measurements in cold atoms 
are generally destructive

n(k)

only single snapshots -> 
frequency-integrated noise

temporal fluctuations 
cannot be monitored
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What noise in a cold atom experiment? 

time-of-flight image in-situ microscopy image

S. Fölling et al., Nature 2005 W. Bakr et al., Nature 2009

n(k) n(r)

G(k,k�) = �δn(k)δn(k�)� C(r, r�) = �δn(r)δn(r�)�

Correlation functions for fluctuations
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Fluctuation-dissipation relations 

response
(“dissipation”)

 fluctuation

H = H0 − hA static perturbation

�δ2A� = χAA kBT thermal 
noise

thermal 
noise

quantum 
noise

�(δA)2� = �(δA)2�T + �(δA)2�Q ≥ χAA kBT

[A,H0] �= 0but if

�A� = −∂F

∂h
[A,H0] = 0χAA =

∂�A�
∂h

=
�(δA)2�
kBT



Momentum-noise thermometry

[Ĥ, P̂n] = 0
kinematic def. of T 
beyond equipartition

ideal classical gas
(equipartition)

�δ2P̂n� = N�p̂2n� �p2n�
2m

=
1

2
kBT

�P̂ 2
n�

2mN
=

1

2
kBT

P̂n =
�

k

(�kn) n̂(k)

�P̂n� = 0 �P̂ 2
n� �= 0

total momentum 
along n

[Ĥ, P̂n] �= 0
�P̂ 2

n�
2mN

=
�P̂ 2

n�T + �P̂ 2
n�Q

2mN
≥ 1

2
kBT



In an optical lattice

P̂n → Ĵn

current along the n-direction

non-interacting fermions in an 
optical lattice 

[Ĥ, Ĵn] �= 0

quantum fluctuations of the current 
due to the parabolic trap

J/�

[Ĥ, Ĵn] = 0 �(δJn)2�
∂φ�Jn�

=
kBT

J

v =
�φ
ma

n̂

a
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Thermal vs. quantum fluctuations

 0.01

 0.1

 1

 0.01  0.1  1

T 
(J

n)
 / 

T F

T / TF

Vt/J=0.05
Vt/J=0.08
Vt/J=0.1
Vt/J=0.2

�(δJn)2�
∂φ�Jn�

=
kBTJn

J
≥ kBT

J

Vt = mω2a2

“quantum 
temperature”
from zero-point 
quantum 
fluctuations

thermal
fluctuations



36

Interacting bosons in an optical lattice 
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FIG. 5: Absolute thermometry error ∆T = TA − T for different estimators TA (A = Ks, Qx∞, D∞) and different interaction
strengths in the quantum rotor model on the square lattice (SL - upper panels) and cubic lattice (CL - lower panels). The
dashed lines indicate the Kosterlitz-Thouless critical temperature TKT and the BEC critical temperature Tc. Square lattice:
TKT/(2Jn) = 0.85(4) (U/(2Jn) = 1), TKT/(2Jn) = 0.64(2) (U/(2Jn) = 3), TKT/(2Jn) = 0.34(2) (U/(2Jn) = 3). Cubic
lattice: Tc/(2Jn) = 2.19(2) (U/(2Jn) = 1), Tc/(2Jn) = 1.78(2) (U/(2Jn) = 5), Tc/(2Jn) = 1.35(5) (U/(2Jn) = 8).
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FIG. 6: Scaling of ∂Φ�Ks� for the quantum rotor model on a
triangular lattice with π-flux, U/(2Jn) = 2. For this model
the chiral transition sits at Tk/(2Jn) = 0.325(10). Solid lines
are fits to the form aL4+bL2; dashed lines are fits to the form
aL2 + b.

To reconstruct the full scaling of the relative error

�(D∞) we would then need to extract the scaling of

∆cov(D∞, Ks). This appears to be rather challenging

numerically. Indeed it turns out that, while the time-

averaged and equal-time covariances grow with system

size (as naturally expected), their difference appears not

to scale with system size in d = 2, or even to decrease

with system size in d = 3; hence the error bar on the

difference grows much faster than the average, leading

to very noisy results. On the other hand, the numerical

estimate of the relative error �(D∞) obtained from TD∞

is not affected by similar numerical problems, so that we

rather reconstruct the scaling of the covariance difference

from that of the relative error. Figs. 3 and 4 show that,

below the (quasi-)condensation transition, our numerical

data are consistent with �(D∞) ∼ L−1 in d = 2 – imply-

ing a size-independent covariance difference – and with

�(D∞) ∼ (L log L)−1 in d = 3 – implying a covariance

difference scaling as L−1. Remarkably, this very marked

scaling of the thermometry error with system size is lost

in the normal phase, showing that condensation is a nec-

essary condition for gauge-field thermometry to achieve

high accuracy in the presence of strong quantum fluc-

tuations of the momentum distribution. Fig. 5 further

relates the accuracy of gauge-field thermometry with the

onset of (quasi-)condensation: one observes that the ab-
solute thermometry error, ∆T = T (D∞) − T exhibits a

marked decrease as a function of temperature in corre-

spondence with the critical temperature for (quasi-) con-

densation.

BEC
normal
 gas

Jn

quantum fluctuations
are suppressed at the onset 
of Bose-Einstein condensation

∆T = TJn − T

TR, Phys. Rev. Lett. 2014
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Conclusions

1) Asking how a quantum simulator works / might work, we can learn 
interesting things

Quantum machines

“Classical machines”

2) Hamiltonian engineering needs design engineers! (= theoreticians)

3) Novel quantum many-body phenomena are within reach, 
but they must be predicted/understood

• out-of-equilibrium phenomena
• interaction between matter and (artificial) fields beyond QED/QCD/etc.
• quantum information processing
• ....



Initiative « Visite un Labo d'Atomes Froids » - 2013
        

Le  Groupement  de  Recherche  (GDR)  « Atomes  Froids »  finance  la  visite  de 
laboratoires français de recherche (théorique ou expérimentale) dans le domaine des 
atomes froids pour des étudiants de Master (M1 ou M2). Les visites devront être 
effectuées avant fin 2013, et elles peuvent donner lieu à la prise de contact pour un 
stage, une thèse ou tout simplement pour mieux connaître les équipes.

Le financement couvrira tout ou partie des frais de déplacement de l’étudiant pour 
une journée de visite. Tous les étudiants des programmes de Master en Physique en 
France peuvent poser leur candidature pour ce financement. La marche à suivre est 
la suivante :
!" Choisir une (ou des) équipe du GDR à visiter (voir la liste ci-dessous et sur le  

site).
2) Prendre contact avec le correspondant du laboratoire que l’on souhaite visiter 

(liste ci-dessous). Se mettre d’accord sur le principe d’une date de visite.
3) Fournir au correspondant les éléments pour faire la demande de financement : 

master d’origine, coût estimé du voyage.

Le correspondant du laboratoire effectuera la demande de financement auprès du 
GDR. Vous saurez par son intermédiaire si la demande de financement est acceptée, 
et pour quel montant.

Il est demandé aux étudiants d’une même formation qui  se rendraient dans un 
même laboratoire de se concerter pour fixer une date commune, ce qui simplifiera 
l’organisation.

La date limite pour cette demande de financement est fixée au 15 octobre 2013.
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How can theory deal with an 
exponentially big Hilbert space?
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YES: Monte Carlo methods

Stochastic sampling of statistical sums

�A�T =
�

α Aα e−Eα/(kBT )

�
α e−Eα/(kBT )

=
�

α

AαPα

α1

α2

α3

α4

random walk in 
configuration space

α1 α2
P2/P1
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Simulating Physics with Computers 
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1. INTRODUCTION 

On the program it says this is a keynote speech--and I don't  know 
what a keynote speech is. I do not intend in any way to suggest what should 
be in this meeting as a keynote of the subjects or anything like that. I have 
my own things to say and to talk about and there's no implication that 
anybody needs to talk about the same thing or anything like it. So what I 
want to talk about is what Mike Dertouzos suggested that nobody would 
talk about. I want to talk about the problem of simulating physics with 
computers and I mean that in a specific way which I am going to explain. 
The reason for doing this is something that I learned about from Ed 
Fredkin, and my entire interest in the subject has been inspired by him. It 
has to do with learning something about the possibilities of computers, and 
also something about possibilities in physics. If we suppose that we know all 
the physical laws perfectly, of course we don't  have to pay any attention to 
computers. It's interesting anyway to entertain oneself with the idea that 
we've got something to learn about physical laws; and if I take a relaxed 
view here (after all I 'm here and not at home) I'll admit that we don't  
understand everything. 

The first question is, What kind of computer are we going to use to 
simulate physics? Computer theory has been developed to a point where it 
realizes that it doesn't make any difference; when you get to a universal 
computer, it doesn't matter how it's manufactured, how it's actually made. 
Therefore my question is, Can physics be simulated by a universal com- 
puter? I would like to have the elements of this computer locally intercon- 
nected, and therefore sort of think about cellular automata as an example 
(but I don't  want to force it). But I do want something involved with the 
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There would be an operator a which annihilates if the point is occupied 
- - i t  changes it to unoccupied. There is a conjugate operator a* which does  
the opposite: if it's unoccupied, it occupies it. There's another opera tor  n 
called the number to ask, Is something there? The little matrices tell y o u  
what they do. If it's there, n gets a one and leaves it alone, if it's not there,  
nothing happens. That's mathematically equivalent to the product of the 
other two, as a matter of fact. And then there's the identity, ~, which we 
always have to put in there to complete our mathematics--it  doesn't d o  a 
damn thing! 

By the way, on the right-hand side of the above formulas the same 
operators are written in terms of matrices that most physicists find m o r e  
convenient, because they are Hermitian, and that seems to make it easier for 
them. They have invented another set of matrices, the Pauli o matrices: 

1°) o:(0  01) o_(0 i -i)0 
And these are called spin--spin one-half--so sometimes people say you ' r e  
talking about a spin-one-half lattice. 

The question is, if we wrote a Hamiltonian which involved only these 
operators, locally coupled to corresponding operators on the other space-time 
points, could we imitate every quantum mechanical system which is discrete 
and has a finite number of degrees of freedom? I know, almost certainly, 
that we could do that for any quantum mechanical system which involves 
Bose particles. I 'm not sure whether Fermi particles could be described by 
such a system. So I leave that open. Well, that's an example of what I mean t  
by a general quantum mechanical simulator. I 'm not sure that it's sufficient, 
because I 'm not sure that it takes care of Fermi particles. 

5. CAN QUANTUM SYSTEMS BE PROBABILISTICALLY 
SIMULATED BY A CLASSICAL COMPUTER? 

Now the next question that I would like to bring up is, of course, the 
interesting one, i.e., Can a quantum system be probabilisticaUy simulated by 
a classical (probabilistic, I'd assume) universal computer? In other words,  a 
computer which will give the same probabilities as the quantum system 
does. If you take the computer to be the classical kind I've described so far ,  
(not the quantum kind described in the last section) and there're no changes 
in any laws, and there's no hocus-pocus, the answer is certainly, No! Th i s  is 
called the hidden-variable problem: it is impossible to represent the results 
of quantum mechanics with a classical universal device. To learn a little bi t  
about it, I say let us try to put the quantum equations in a form as close as 
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Quantum Monte Carlo

Z = Tr
�
e−Ĥ/(kBT )

�
�Â�T =

1
Z Tr

�
Â e−Ĥ/(kBT )

�
Quantum fields: statistical sums are traces of operators

Bootstrap problem: to know        one needs to diagonalize       !!                              Pα Ĥ

�A�T =
�

α Aα e−Eα/(kBT )

�
α e−Eα/(kBT )

=
�

α

AαPαFormally analogous to

Ĥ =
�

k

Ĥk
sum of local 
operators

easy to diagonalize

�
exp[−(β/M) Ĥk]

�
exp[−(β/M) Ĥk]

.... extra dim
ension

M
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e−
1

kBT

P
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M→∞

�
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MkBT Ĥk
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“The Answer to the Great Question... Of Life, the Universe and 
Everything... Is... 
Forty-two,' said Deep Thought, with infinite majesty and calm.”
 
“It was a tough assignment,” said Deep Thought mildly... “I think that the 
problem, to be quite honest with you, is that youʼve never known what the 
question is.”...
“Once you do know what the question actually is, youʼll know what 
the answer means.”

“Can you just please tell us the question?” 

“No...” “But Iʼll tell you who can... A computer whose merest operational 
parameters I am not worthy to calculate ... a computer of such infinite an 
subtle complexity that organic life itself shall form part of its operational 
matrix... And it shall be called ... the Earth.”

― Douglas Adams, The Hitchhiker's Guide to the Galaxy

John Wheeler

“Never make a calculation 
until you know the answer”

http://www.goodreads.com/author/show/4.Douglas_Adams
http://www.goodreads.com/author/show/4.Douglas_Adams
http://www.goodreads.com/work/quotes/3078186
http://www.goodreads.com/work/quotes/3078186

