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Mantle Flow Drives the Subsidence
of Oceanic Plates
Claudia Adam1,2* and Valérie Vidal3

The subsidence of the sea floor is generally considered a consequence of its passive cooling
and densifying since its formation at the ridge and is therefore regarded as a function of
lithospheric age only. However, the lithosphere is defined as the thermal boundary layer of mantle
convection, which should thus determine its structure. We examined the evolution of the
lithosphere structure and depth along trajectories representative of the underlying mantle flow.
We show that along these flow lines, the sea-floor depth varies as the square root of the
distance from the ridge (as given by the boundary-layer equation) along the entire plate, without
any flattening. Contrary to previous models, no additional heat supply is required at the base
of the lithosphere.

At mid-oceanic ridges, hot material rises
and then cools while driven away to
subduction zones, forming the tectonic

plates. The structure of the lithosphere, as the
upper thermal boundary layer, is determined by
conductive cooling after its formation at the
ridge. The lithosphere thickens away from the
mid-oceanic ridge and, as rock density increases
by cooling, slowly sinks into the underlying man-
tle. Therefore, the sea-floor depth is regarded as
a function of its age only and is studied along
trajectories following an age gradient (referred to
as “age trajectories”). Several models have been
proposed to describe the thermal subsidence of
the sea floor with age (1–4), but no consensus has
been reached on the origin of the flattening ob-
served at old ages (5). These thermal subsidence
models do not directly consider the role of con-
vection in the underlying mantle, which deforms
with a velocity on the order of a few centimeters
per year. In particular, their description of passive
lithosphere cooling ignores any change in plate
motion (in other words, in mantle convection).

The first model that proposed to explain the
variations of sea-floor depth with age—the half-
space model (6)—considered the lithosphere as
the cold upper boundary layer of a cooling man-
tle, where the depth varies with the square root of
the distance from the ridge. By assuming a con-
stant plate velocity, the sea-floor depth varies
with the square root of the age of the lithosphere.
However, subsequent studies found that the ob-
served sea-floor depth at old ages [>70 million
years ago (Ma)] was substantially shallower than
the model prediction (1, 2). These studies
suggested that the flattening observed at old ages
could be accounted for by a model in which the
lithosphere is considered as a rigid, cooling
conductive plate with a constant basal temperature
(plate model) (2, 3, 7). However, if this constant
temperature at the base of the plate is a simple and
convenient way to introduce the additional heat
supply necessary to explain sea-floor flattening
at old ages, there is no physical reason why this
should be true for the entire plate. Different phys-
ical processes have been proposed to explain
the origin of this additional heat supply: small-
scale convection (8–11), upwellingmantle plumes
(12, 13), or internal heating, including radiogenic
heating as well as the heating from secular cool-
ing (11, 14). Nonetheless, we still do not know
which of these physical processes is truly re-
sponsible for the observed flattening at old ages.

Previous global models also do not account
for possible variations of ridge temperature and

depth, either spatial or temporal. Systematic studies
of sea-floor subsidence along the East Pacific
Rise, for instance, show that the ridge depth varies
from 2000 to 3200 m, and the associated sub-
sidence rate from 50 to 450 m/Ma1/2 (15–19).
These variations imply spatial mantle tempera-
ture variations of about T100°C (16–18). Others
suggested that the possible change through time
of plate motion and plate-driving forces (20) [in
particular, pulsations in sea-floor spreading rates
(21), and a higher mean mantle temperature
during the Mesozoic (22)] could be responsible
for higher ridge height and subsidence rate during
this period. Estimates of a mantle ~50°C warmer
during the Mesozoic, for example, could explain
much of the observed flattening relative to a
boundary-layer model (22).

Regardless of their differences, all previous
models are based on the hypothesis that the ther-
mal structure of the oceanic lithosphere is deter-
mined entirely by its age—that is, the time elapsed
since its creation at the mid-oceanic ridge. How-
ever, because mantle convection and plate mo-
tion evolve over time, the new thermal conditions
imposed on the base of the oceanic lithosphere
also change, thus modifying its structure. This
lithospheric structure will evolve to adapt to the
new thermal conditions imposed at its base, along
the entire plate. After a drastic change in the con-
vective system, it will either thicken (or, alter-
nately, become thinner) if the temperature at its
base, defined by the new convective system, is
cooler (or hotter) than it was previously. After
a time long enough (several tens of million years),
the lithosphere will tend toward the structure of the
thermal boundary layer for the new underlying
mantle flow, independently of its initial state.

To test that the structure of the oceanic litho-
sphere is determined by the underlying mantle
convection, we analyzed more than 770 depth
profiles, leading to a complete coverage of the
Pacific plate (23). Several kinematic models have
been tested to compute the trajectories represent-
ative of the present-day mantle convection (flow
lines) (23). The Pacific plate is an ideal candidate
to test our hypothesis for a number of reasons.
First, the Pacific plate velocity has remained con-
stant over the last 47 to 50 million years (My) (24),
providing sufficient time for the lithosphere to
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adapt to the new thermal conditions. Second, the
drastic change in its motion, which is the con-
sequence of a large-scale rearrangement of the
mantle convection 47 to 50 million years ago
(24), has necessarily induced an important change
in the thermal conditions applied to the older
lithosphere. Therefore, flow lines, which are repre-
sentative of the underlying mantle convection,
strongly differ from age trajectories. Third, the
large size of the Pacific plate provides us with the
longest observable oceanic lithosphere temporal
and spatial evolution on the planet. Finally, because
of the strong driving force provided by its slab
morphology and trench length, the Pacific has the
fastest plate velocity (25). If mantle convection is
the driving mechanism of sea-floor subsidence,
its effects will be most visible over this plate.

Along the flow lines (Fig. 1), we observe a
linear relation between the sea-floor depth (z)
and the square root of the distance from the ridge
(x1/2), written as

z = zR + ax
1/2 (1)

where zR is the ridge depth, and a is the sub-
sidence rate. This relation holds true all along
the plate, from the ridge where it forms to the
subduction zone where it sinks into the mantle.
Departures from the linear trend are localized
(Fig. 1) and can be explained by local geophys-
ical processes. The highs are associated with
volcanoes (isolated seamounts, hot-spot chains)
and swells due to buoyant mantle upwelling (in-
cluding the South Pacific Superswell). The lows
are correlated to the flexure of the lithosphere due
to volcano loading or to fracture zones. In all
cases, the wavelength of these anomalies is much
shorter than the general trend (Fig. 1).

Along the flow lines, no flattening is observed
at old ages, far away from the ridge. Despite de-
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Fig. 1. (Main panel) Bathymetry of the Pacific plate (27) corrected for sediment loading and six examples
of flow lines aa′, bb′, cc′, dd′, ee′, and ff′ (23). (Side panels) Profiles along the flow lines indicated in the
main panel. Black, sea-floor depth as a function of the square root of the distance from the ridge; red, linear
trend zº x1/2; blue and green, models from (2) and (3), respectively. Arrows indicate the local geological
features responsible for the departure from the linear trend (F.Z. indicates a fracture zone).

Fig. 2. (Right) Sea-floor age (28), flow lines (black
lines), and age trajectories (white lines) (23). (Left)
Depth profiles along the age trajectories. Black,
sea-floor depth as a function of the square root of
the sea-floor age; red, our model; blue and green,
models from (2) and (3), respectively. Our model
(red line) fits the general trend of the bathymetry
along the entire plate. Contrary to previous models,
there is no need to invoke any flattening at old
ages.
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partures from the model due to local processes,
the thermal subsidence along the present-day
convective motion direction follows the expected
trend. Over the Pacific plate, the flow lines
strongly differ from the age trajectories (Fig. 2),
which is the key point to discriminate our anal-
ysis from previous models. Along the age trajec-
tories, the depth profiles represented in Fig. 2
[based on a continuous grid (23)] show that there
is an apparent flattening. But this flattening is
only due to the misleading direction along which
the subsidence is investigated. Contrary to pre-
vious models (2, 3), our model fits the general
trend of the bathymetry along the entire plate.
The subsidence rates found in this study vary
from 0.5 to 3.5 m/m1/2. Rescaling by the con-
stant Pacific plate velocity (9 cm year–1) gives
values ranging from 200 to 900 m/Ma1/2, com-
parable to the values found in previous studies
(15–19).

The general trend of the sea-floor depth along
flow lines, representative of the underlying man-
tle convection, validates our hypothesis that the
lithosphere should be viewed as the upper ther-
mal boundary layer of mantle convection, its true
definition (26). Because of the steady-state con-
ditions imposed during the last 47 to 50 My (24),
the Pacific lithosphere had time to readjust, by

conduction, to the thermal conditions imposed
at its base by the underlying convective mantle.
The structure of the lithosphere (and, hence, its
thermal subsidence) is therefore driven by the
underlying mantle flow. This simple alternative
perspective contrasts to the many more compli-
cated explanations that have previously been
proposed. In particular, we find that there is no
sea-floor flattening at old ages and, therefore, no
need to invoke any additional heat supply at the
base of the old lithosphere.
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Orchestration of Floral Initiation
by APETALA1
Kerstin Kaufmann,1,2* Frank Wellmer,3* Jose M. Muiño,4 Thilia Ferrier,5 Samuel E. Wuest,3
Vijaya Kumar,6 Antonio Serrano-Mislata,7 Francisco Madueño,7 Pawel Krajewski,8
Elliot M. Meyerowitz,6 Gerco C. Angenent,1,9 José Luis Riechmann5,6,10†

The MADS-domain transcription factor APETALA1 (AP1) is a key regulator of Arabidopsis
flower development. To understand the molecular mechanisms underlying AP1 function, we
identified its target genes during floral initiation using a combination of gene expression profiling
and genome-wide binding studies. Many of its targets encode transcriptional regulators, including
known floral repressors. The latter genes are down-regulated by AP1, suggesting that it initiates floral
development by abrogating the inhibitory effects of these genes. Although AP1 acts predominantly as a
transcriptional repressor during the earliest stages of flower development, at more advanced stages it
also activates regulatory genes required for floral organ formation, indicating a dynamic mode of action.
Our results further imply that AP1 orchestrates floral initiation by integrating growth, patterning, and
hormonal pathways.

Phase transitions in plants require the
reprogramming of meristematic identities
(1). Although several key regulators in-

volved in this process have been identified, their
molecular modes of action remain largely elusive.
The floral meristem identity gene APETALA1
(AP1) and its paralog CAULIFLOWER (CAL)
control the onset of Arabidopsis flower develop-
ment in a partially redundant manner (2). When
both genes are mutated, plants do not transition
to flowering but instead exhibit massive over-
proliferation of inflorescence meristems, leading
to a cauliflower-like appearance. AP1 expres-
sion is first observed throughout emerging floral

primordia and is later confined to the outer
whorls of floral buds, where AP1 is involved in
the specification of sepals and petals (3). Several
transcription factors have been identified that
bind directly to the AP1 promoter and control
the onset of its expression. These include the
floral meristem identity factor LEAFY (LFY)
(4), the basic leucine zipper (bZIP) protein FD
in concert with FLOWERING LOCUS T (FT)
(5, 6), as well as members of the SQUAMOSA
PROMOTER BINDING PROTEIN-LIKE (SPL)
family (7, 8).

Previous studies have provided first insights
into AP1 function during early flower develop-

ment. AP1 directly represses the flowering time
genes SHORT VEGETATIVE PHASE (SVP),
AGAMOUS-LIKE24 (AGL24), and SUPPRES-
SOR OF OVEREXPRESSION OF CO1 (SOC1)
in emerging floral primordia (9). Furthermore, it
represses, directly or indirectly, the shoot identity
gene TERMINAL FLOWER1 (TFL1) (10),
promotes the transcription of LFY as part of a
positive feedback loop (10), and controls the
expression of floral homeotic genes (11, 12).

To obtain a detailed understanding of AP1
function during floral initiation, we identified
genes that are controlled by it on a genome-
wide scale. We used a previously described line
expressing a fusion between AP1 and the
hormone-binding domain of a glucocorticoid
receptor (AP1-GR) in an ap1 cal double-mutant
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