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Bubbles trapped in a fluidized bed: Trajectories and contact area
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This work investigates the dynamics of bubbles in a confined, immersed granular layer submitted to an
ascending gas flow. In the stationary regime, a central fluidized zone of parabolic shape is observed, and the
bubbles follow different dynamics: either the bubbles are initially formed outside the fluidized zone and do not
exhibit any significant motion over the experimental time or they are located inside the fluidized bed, where they
are entrained downwards and are, finally, captured by the central air channel. The dependence of the air volume
trapped inside the fluidized zone, the bubble size, and the three-phase contact area on the gas injection flow rate
and grain diameter are quantified. We find that the volume fraction of air trapped inside the fluidized region is
roughly constant and of the order of 2%-3% when the gas flow rate and the grain size are varied. Contrary to
intuition, the gas-liquid-solid contact area, normalized by the air injected into the system, decreases when the
flow rate is increased, which may have significant importance in industrial applications.
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I. INTRODUCTION

Ground fluidization is a process widely encountered in
nature. It can be triggered either by an external perturbation—
such as a seismic wave in the case of soil failure due to a strong
earthquake [1]—or by the penetration of a fluid (liquid or gas)
into unconsolidated ground. The latter phenomenon, which is
referred to as “venting,” displays many examples in nature,
from pockmarks [2,3] and mud volcanoes [4-6] to kimberlite
pipes [7-9]. These processes often involve a three-phase flow,
with a granular solid phase, saturated or not, and the infiltration
of either a gas or another liquid phase. The strong mixing
between the phases is a direct consequence of fluidization
and has inspired many ecological or industrial applications
by mankind. Among these, two societal challenges are air
sparging for aquifer sediment decontamination and ground
remediation [10-12] and multiphase catalytic reactors, includ-
ing stirred tanks and slurry bubble columns [13,14]. In both
processes, increasing the contact area among the three phases
is the main issue in optimizing the reactions.

Due to the complexity of soil structure [15], many models
have been developed in the laboratory to investigate the
invasion dynamics of a fluid inside a dry [16—18] or immersed
[19-27] granular medium and the conditions for its subsequent
fluidization. The experiments are performed either at an im-
posed constant flow rate or overpressure for the injected fluid.
The invasion dynamics depends strongly on these parameters,
as well as on the initial packing fraction of the bed. It has
been shown that for a low injection rate, the fluid crosses the
granular matrix without moving the grains significantly, asin a
rigid porous medium, while at a high injection rate, the forces
exerted by the fluid on the grains are strong enough to trigger
instabilities and, possibly, lead to fluidization [21-23,26]. In
such fundamental studies, buoyancy-driven systems are not
always considered (see, for instance, [24] and [25]), although
gravity has a crucial influence on hazard mitigation [10-12]
or industrial processes [13,14].
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Previous studies have investigated the shape and dynamics
of the fluidized zone generated by a single gas injection
at the bottom of an immersed granular layer. It has been
shown that this fluidized region reaches a stationary shape
of parabolic contour [10,11,27-33]. It is formed by a global
grain motion which, in a two-dimensional (2D) vertical cell,
takes the form of two convective rolls on both sides of
the central gas rise [27,32]. The similarity of this parabolic
region with the invasion zone in a fixed, porous medium
is discussed in Ref. [27]. Contrary to the intuition, small
bubbles trapped in this region follow the downward grain
motion [27,31,32]. However, their dynamics has scarcely been
investigated, although previous attempts have been made in
dense, nonfluidized beds [34-36].

In this work, we focus on the dynamics and global charac-
teristics of bubbles trapped in the fluidized zone generated
by a single air injection point at the bottom of a water-
saturated granular layer. In particular, we investigate under
what conditions a bubble remains permanently trapped in the
system or is captured by the central air rise. We define global
parameters such as the air volume fraction in the fluidized
region and the three-phase contact area in the stationary state
and quantify their variations as a function of the flow rate and
grain size.

II. EXPERIMENTAL SETUP

The experimental setup (Fig. 1) consists of a vertical Hele-
Shaw cell (glass plates 40 x 30 cm, gap e = 2 mm) filled with
particles immersed in water. The particles are polydisperse,
spherical glass beads (Sovitech glass spheres), sieved to obtain
four batches with particle diameters d = 200-250, 250-425,
600-710, and 710-965 pum. The grain size distribution is
measured by means of a microscope (Optika B-163) and
roughly displays a Gaussian shape [27]. The mean value
and standard deviation of the particles diameter are therefore
determined for each batch (Table I). In the following, we use
these values to refer to the grain diameters d = 218 + 17,
318 44, 631 & 37, and 802 + 68 um, respectively.
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FIG. 1. Sketch of the experimental setup. A vertical Hele-Shaw
cell is filled with grains immersed in water. Air is injected at the
bottom at a constant flow rate Q. In the stationary regime, the central
air rise forms a fluidized zone (see text). Bubbles are either trapped
outside or entrained by the granular convection inside the central
fluidized region.

To ensure reproducible experiments, the initial condition
is set as follows. A fixed amount of grains is poured in the
cell, which is then entirely filled with water, closed, and
flipped over. When the sedimentation is almost complete,
the cell is flipped back to its original vertical position. After
sedimentation, the grain’s free surface is gently smoothed with
a thin pole, to obtain a horizontal free surface at a given
height hg (Fig. 1). This method allows us to remove all the
bubbles from the initial immersed granular layer, and ensures
a reproducible initial random loose packing fraction of the
grains. Water is then removed from the system with a syringe,
until only a shallow water layer (height /,,) remains above the
granular bed (Fig. 1). Note that a small #,, makes it possible
to avoid particle advection in the above liquid layer and the
subsequent formation of a crater at the surface [37]. In all our
experiments, the granular bed and water layer heights are fixed
to hy =20 cm and h,, = 2 cm, respectively.

At t =0 s, air is injected at a constant flow rate Q
from a nozzle (inner diameter, 1 mm) located at the bottom
center of the cell. The flow rate Q is fixed in the range
0.16-3.3 mL/s by a digital mass flow controller (M+W
Instruments model D-6311). An LED panel ensures a constant
backlight. Images of the experimental cell are recorded with
a camera (PixeLINK model PL-B741U; 1280 x 800 px?) at a
frame rate of one image every 10 s, allowing us to follow the
system evolution over long times (typically, 20 h).

TABLE I. Grain diameters from sieving and from measurements
(average and standard deviation from a Gaussian fit of the grain size
distribution; see [27]).

d (from sieving)

d (measured)

200-250 pum 218 + 17 um
250-425 um 318 £ 44 um
600-710 um 631 £37 um
710-965 um 802 + 68 um
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III. BUBBLE DYNAMICS

Previous works have pointed out that, independently of
the initial air invasion regime at short times (percolation or
fracture), similar three-phase systems develop a fluidized zone
of parabolic shape, characterized by a central air channel
and two lateral granular convection rolls [27,31-33]. In this
section, we focus on the dynamics of the bubbles located either
inside or outside the fluidized zone.

A. Spatiotemporal diagrams

Due to the backlight and the confinement in the vertical
Hele-Shaw cell, bubbles crossing the granular layer appear
white or light gray in the images, in contrast to grains which
appear dark gray [see, for instance, Figs. 2(b) and 2(d)].
To follow the bubble dynamics, we introduce two variables
computed from the binarized image sequence,

Enn) =) 1(x,2.0), e
£ =) 1x.z0), 2)

where 1(x,z,t) is the intensity at coordinates (x,z) and time
t, and the sum is performed over the whole experimental
time (typically, 20 h). Due to the binarization, I(x,z,t) =
1 for a bubble; otherwise, I(x,z,f) = 0. The normalized
variables are then written £, = £,(x,t)/max(£,(x,?)) and &, =
&.(z,t)/max(€,(x,t)), where max(&,(x,7)) and max(§,(x,t))
are computed over the total experimental time. £,(x,#) and
£.(z,t) therefore represent the probability that a bubble is
located on a vertical, x = const. (horizontal, z = const.) line
at time 7.

Figures 2(a) and 2(c) display the spatiotemporal diagrams
of & (upper panels) and & (lower panels) for two flow
rates. The central air channel is clearly distinguishable in the
spatiotemporal diagram of &, which exhibits a strong signal
around x = 0, at the vertical of the air injection point. The
fluctuations of this central signal, corresponding to fluctuations
of the central air channel geometry, are the consequence of
sporadic events during which the gas in the channel explores
the fluidized zone laterally. These lateral bursts can create
additional bubbles, which are further entrained by the granular
convection motion and eventually captured back by the central
air channel [see, for example, the signature of bubble formation
at t >~ 13 h; Fig. 2(a), upper panel]. The white region up to
z >~ 1 cm [Figs. 2(a) and 2(c), lower panels] is the signature of
an air finger, starting from the injection nozzle, above which we
observe bubble fragmentation and lateral exploration—leading
to gray, noisy background in the spatiotemporal diagram
representing £.(z,1).

Interestingly, the majority of the bubbles trapped inside
the fluidized zone on both sides of the central air channel
[dark-gray lines in Figs. 2(a) and 2(c)] are formed at the
beginning of the experiment. Indeed, the initial gas invasion
pattern (either percolation or fracture) explores a wide region
of the granular bed, and many bubbles get trapped in this
process, before the formation of the fluidized zone and the
stabilization of the central air channel. These bubbles can be
classified into two categories: (i) if the bubbles are initially
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FIG. 2. Spatiotemporal diagrams and images of the experiment at different times (+ = 2.5 h and ¢ = 11 h) for different injection flow rates:
(a,b), 0 = 0.66 mL/s; (c,d) O = 1.98 mL/s. The central air channel and bubble trajectories can be clearly seen in the spatiotemporal diagram
(a, ¢). The dark-gray line on the images (b, d) indicates the contour of the fluidized zone (see text); the black arrows (b, d) point out bubbles
trapped outside the fluidized zone, which are trapped permanently or exhibit a very slow motion when close to the fluidized-zone boundary

[d =318 £ 44 um].

formed inside the fluidized zone, they are entrained by the
granular convection and, after some time, captured by the
central air channel [curved dark-gray lines; Figs. 2(a) and
2(c), upper panels]; and (ii) if the bubbles are initially formed
outside the fluidized zone, they remain trapped in the system
and do not exhibit any significant motion [horizontal dark-gray
lines; Fig. 2(a), upper panel].

Figures 2(b) and 2(d) show two pictures of the experiment
corresponding to Figs. 2(a) and 2(c), respectively, taken at
t =2.5handr = 11 h. Gray lines in the pictures indicate the
boundary of the fluidized zone (see Sec. IV). If the bubbles are
located inside the fluidized zone [gray line in Figs. 2(b) and
2(d)], they are eventually captured by the central air channel.
Examples of bubbles initially trapped outside, but close to
the fluidized zone, in the apparently motionless grain matrix,
are displayed in Figs. 2(b) and 2(d) (black arrows). The slow
bubble motion observed between r = 2.5 h and t = 11 h is
discussed in Sec. V. Note that these bubbles may also be
eventually captured back inside the fluidized zone [Figs. 2(c)
and 2(d)].

B. Bubble trajectories

Figure 3(a) displays different bubble trajectories. To get
the contour of the fluidized region, we use the previous
determination by Varas et al. [33] and Ramos er al. [27],
based on a parabolic fit of its contour, z = x>/ D, where the
coefficient D depends mainly on the injected flow rate Q,
although its dependence on the grain size can be discussed

[33]. Plotting z as a function of x/+/D makes it possible to
superimpose on the same graph fluidized regions of different
size, obtained when varying the flow rate Q [Fig. 3(a); gray
zone]. Bubbles, initially created on the top part of the granular
bed (z > 15 cm), follow a downward motion as they are
entrained by the global granular convection in the central
region [Fig. 3(a); white and gray squares]. To quantify the
departure from a parabolic trajectory, we represent in the inset
its normalized trajectory, ¢, as a function of ¢2, with

_ (X — Xmin)
b = (Xmax — xmin), ®)
¢ = (2 — Zmin) “@

(Zmax - Zmin) '

where (Xmax,Zmax) and (Xmin,Zmin) represent the first and last
points of the bubble trajectory, from its creation until its capture
by the central air channel [hatched zone; Fig. 3(a)], whose
typical width is about 1 cm [see, for instance, Figs. 2(b) and
2(d)]. Bubbles initially trapped inside the fluidized zone follow
an almost-vertical motion before collapsing onto a parabolic
trajectory [red line; Fig. 3(a), upper-left inset]. Interestingly,
the bubbles initially on the fluidized-zone border (or even
slightly outside) follow an almost-perfect parabolic trajectory
[red line; Figure 3(a), lower-right inset].

Figure 3(b) represents the velocity of three bubbles initially
located in a close neighborhood [same symbols as the
trajectories represented in Fig. 3(a)]. For bubbles located at
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FIG. 3. Bubble dynamics [d = 318 £ 44 um, Q = 0.66 mL/s
(white and gray squares) and Q = 1.98 mL /s (white and gray circles,
black triangles]. (a) Examples of bubble trajectories. The altitude z is
represented as a function of x /+/D, so that parabolic fluidized regions
of different size, for different Q, are superimposed. The hatched zone
represents the central air rise. Inset: Normalized trajectory ¢, vs ¢?
(see text) for bubbles inside (top left) or close to the border of (bottom
right) the fluidized zone. (b) Velocity of the bubbles located close to
the fluidized-zone border (a). In spite of their close initial locations,
the bubbles exhibit very different survival times. Note that the bubble
initially outside the fluidized zone (black triangles) exhibits slow
motion and is finally captured back by the central air channel.

the border, a very small difference in their initial location has
a drastic consequence on their survival time, which can vary
from 5 to 20 h. The fact that a bubble initially trapped outside
the fluidized zone can also move—although very slowly—is
discussed in Sec. V B.

Previous work pointed out bubbles as tracers of the granular
convection taking place in the fluidized zone [27,32]. As such,
it would seem natural for their trajectory to follow a roughly
parabolic shape—the shape of the fluidized region border,
which constrains the granular flow. Why bubbles trapped
inside the fluidized zone exhibit such a vertical motion at the
beginning, in apparent contradiction with the global convective
motion, is unraveled in Fig. 4. The contour of the fluidized
region, previously determined from a parabolic contour fit, is
represented as the dashed line, while the real fluidized zone,
determined in Sec. IV B, is displayed in red (light) color. The
departure from the parabolic contour is clearly shown not only
close to the surface, but for almost the whole upper half of
the granular bed. A few bubble positions are represented over
the whole experimental time, typically ¢ >~ 20 h (Fig. 4). The
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FIG. 4. Bubble trajectories and determination of the fluidized-
zone boundary (d =318 £44 um, Q = 0.66 mL/s). The dashed
black line indicates the determination from a parabolic contour fit
[27], while the red (light color) line represents the fluidized region
boundary computed from the grain motion without any assumption
(see Sec. IV B). Squares represent bubble trajectories inside the
fluidized zone (light-gray region; same symbols as in Fig. 3), while
stars represent bubble positions close to the real fluidized-zone
boundary (light- and dark-gray stars) or between this boundary and
the parabolic contour from a previous determination (black stars).

light-gray, dark-gray, and black stars represent the group of
bubbles indicated by the black arrow in Fig. 2. Interestingly,
all bubbles follow a trajectory similar to the shape of the
fluidized-zone border, although bubbles on or outside the
latter exhibit very slow motion and sometimes do not move
significantly over the experimental time (black stars; Fig. 4,
inset).

In spite of the similarities of their trajectories, the bubbles
exhibit strong differences in their dynamics and survival time.
In the following, we therefore consider global quantities, to
characterize the properties of the gas trapped in the fluidized
bed and the three-phase contact area.

IV. GLOBAL PARAMETERS IN THE STATIONARY
REGIME

A. Existence of a stationary state

In this section, we focus on global parameters character-
izing the fluidized zone and their dependence on the exper-
imental parameters: the fluidized-zone area Sgz (Sec. IV B),
the air volume S,e and volume fraction ¢, = S,/Sgz in the
fluidized zone (Sec. IV C), and the three-phase contact area C
(Sec. IV D). The bubbles outside the fluidized-zone area are
not considered, as their number and size strongly depend on
the initial air invasion dynamics, which is hardly reproducible.

Figure 5 displays an example of the evolution of ¢, as
a function of time. The dashed red line shows the average
computed over the last 15 h, ¢, = 2.03 & 0.40%. Although
the signal strongly fluctuates in time, after a transient regime
(Fig. 5, inset), the system reaches a stationary state during
which global parameters can be determined. In the following
sections, we investigate these global parameters and their
dependence on the flow rate and grain size.
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FIG. 5. Temporal evolution of the air volume fraction in the
fluidized zone (d =318 £44 um, Q = 1.98 mL/s). The dashed
red line represents the average of the signal computed over the last
15h, ¢, >~ 2%. The standard deviation over the same time window is
0.4%. Inset: Zoom-in on the transient regime.

B. Area of the fluidized zone

Previous works have pointed out the parabolic shape of
the central fluidized zone, z = x2 /D, and determined the
variations of D as a function of the typical grain size and
the air injection flow rate (see, for example, [33]). However,
although the parabolic shape fits well the data over a large
region above the injection point, discrepancies are observed
close to the grain’s free surface (see, for instance, Fig. 4 of
Varas et al. [33] and Sec. III B here). Because this study aims
at determining the global characteristics of the fluidized zone,
without any assumption about its shape, we extend the method
introduced by Ramos et al. [27] to compute its area.

The fluidized zone is characterized by a slow grain motion,
and its dynamics can be captured by summing consecutive
image differences:

n—1
pn(x,2) = Y lepr — Il. 5)
k=1

The parameter p, was introduced as the flow density, as it
provides a cartography of the global motion over the whole
experimental cell [27,33]. For all data sets, the flow density
was computed over the last 4000 images of the experiments
(cumulating ~11 h of data), to avoid the transient, ensure
the fluidized region has reached its stationary shape [27], and
obtain a good contrast in the flow density map. A simple
binarization makes it possible then to compute the fluidized-
zone area. The threshold used for binarizing has to be adjusted
to each data set, as the value of p, (x,z) strongly depends on Q,
a low flow rate producing much less motion than a high flow
rate between two consecutive images. A postprocessing check
is performed by superimposing the fluidized-zone boundaries
of the successive images and accelerating the video about
100 x to verify that the motion is located between the computed
boundaries. Examples of fluidized-zone contour determination
are displayed in Figs. 2(b) and 2(d) (gray lines) and Fig. 4
(red line).

In addition to avoiding any assumption about the fluidized-
zone boundaries shape, this method also accounts for the
deformation of the granular bed free surface. Indeed, due to
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FIG. 6. (a) Area of the central fluidized zone as a function
of the flow rate Q, for different grain sizes (error bars are the
size of the symbols or smaller). Dashed black lines indicate the
predicted fluidized-zone area S}, from a previous determination of its
parabolic contour (see text) [bottom line, @ = 0.7; top line, o = 2].
(b) Apparent area of the air inside the fluidized zone as a function of
the flow rate Q, for different grain sizes. Inset: Mean residence time
T = (S,)e/Q of the gas inside the granular bed.

the presence of bubbles inside the central zone, this surface
is slightly bulged and fluctuates in time due to the successive
bubble passages. The error bars on the fluidized-zone area
determination are taken as the standard deviation of these
fluctuations.

Figure 6(a) displays the fluidized-zone area, Spz, as a
function of the air injection flow rate Q, for the four grain
batches. Sgz increases with the flow rate but does not depend
significantly on the grain size d. Qualitatively, the more
strongly the air is injected through the granular bed, the larger
the global grain motion in the central zone will be. This
result is in agreement with a previous study which determined
the size of the fluidized zone based on a parabolic contour
determination, 7 = x2 /D, where D was found to increase with
QO [33]. Note that the fluctuations of the fluidized-zone area
are very small, at most a few percent of Sgz [the error bars in
Fig. 6(a) are the size of the symbols or smaller].

Considering that the empirical variation of D as a function
of O can be approximated, at first order, by a linear function
(see Fig. 5(a) in Ref. [33]), D = « Q, a theoretical estimation
of the fluidized-zone area can be made,

4

hg
Sk, = 2/0 VDz dz = gﬁhz,/z@, (6)
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where h, =20 cm is the height of the granular bed. The
variation of Sf, as a function of the flow rate is reported in
Fig. 6(a) for the two extreme values of the empirical parameter
a (@ = 0.7 cm~2 s, lower dashed line; and @ = 2 cm ™2 s, upper
dashed line). The results are in good agreement. Although
a departure from the parabolic contour is clearly observed,
in particular, close to the surface (Sec. IIIB), the area
computed with the above method lies in the range predicted
by the parabolic shape assumption and previous empirical
determination of the coefficient D.

C. Gas volume fraction in the fluidized zone

The average air volume inside the fluidized zone, S,e, is
computed by estimating the apparent air surface area, S,,
multiplied by the gap e. The validity of this approximation is
checked in the Discussion (Sec. V A). A simple image analysis
(binarization) combined with the previous determination of
the central fluidized zone makes it possible, first, to isolate
the bubbles inside the fluidized region and, then, to compute
their apparent surface and volume. Figure 6(b) displays the
evolution of the average gas apparent surface area, S,, as
a function of the flow rate Q. The error bars represent the
standard deviation, directly linked to the amplitude of the
fluctuations (see Sec. IV A and Fig. 5). Similarly to Sgz, S,
increases when Q increases and does not depend significantly
on the grain size. Note that the fluctuations slightly increase
with Q and are of the same order of magnitude as the
fluctuations in amplitude for Sgz (~1 cm?). Indeed, by simple
mass conservation, the variations of gas content in the fluidized
zone have a direct signature on the modulations of the granular
bed free surface.

A standard way to compute global quantities in three-phase
flows is to consider the residence time of a phase (e.g., the gas
phase) inside the system [14]. It is defined as the time a given
gas bubble, for instance, will remain in the immersed granular
bed, from the moment it is injected until it is driven out of the
grains. The mean residence time of the gas inside the granular
bed can be computed as T = (S,)e/Q [Fig. 6(b), inset], where
(Sa) indicates the average over the different experiments at
a fixed flow rate (different runs or grain batches). t strongly
decreases with Q up to Q ~ 1 mL/s, after which it remains
roughly constant and of the order of 0.5 s. This value is difficult
to interpret, as it accounts for two very different time scales:
(1) a fast-rising air channel or bubbles at the vertical of the
injection nozzle (central part of the cell) and (ii) slow granular
convection entraining the bubbles for several hours in the
fluidized zone (see Sec. III). The small value of 7, of the
order of a second, hints at considering the central air channel
as the main process driving air through the system.

The air volume fraction in the fluidized region is then
computed as ¢, = S,/Spz (Fig. 7). Interestingly, in spite of
some dispersion of the data, ¢ remains roughly constant when
Q varies. In other words, increasing the flow rate does increase
the average volume of gas trapped in the ‘“active” central
zone, but because the latter widens with large Q, the gas
volume fraction trapped inside remains on average constant,
¢a =2.3+0.9%.
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FIG. 7. Gas volume fraction in the fluidized zone as a function of
the flow rate Q, for different grain batches. Error bars represent the
fluctuations in the stationary state (see text). The dashed line and the
light-gray zone represent the average of all the data and their standard
deviation, ¢, = 2.3 £ 0.9%.

D. Contact area

In terms of potential applications—for instance, in catalytic
reactions and chemical engineering processes—it is interesting
to investigate the contact area among the three phases, namely,
gas (air), liquid (water), and solid (grains). From the images,
we compute the contact area, P,e, where P, is the average
perimeter of the bubbles in the stationary regime. To get a
quantification of the transfer function of the system (ratio of
the output to the input of the experiment), this quantity is
normalized by S,, which is a good approximation of the system
input in terms of contact area.

Figure 8 represents the normalized contact area, C =
P.e/S., as a function of the flow rate Q. Although the data are
scattered for low flow rates (Q < 1 mL/s), C does not exhibit
strong variations. It decreases slightly with the flow rate and
reaches a plateau at C ~ 2 for Q > 1 mL/s. This behavior is
clearly seen when averaging C over the different experiments
(different runs or different grain sizes) for a given flow rate Q
(Fig. 8, inset).

Therefore, within the experimental error bars, the normal-
ized contact area does not depend significantly on the gas

J 6— O 218417 pm
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FIG. 8. Normalized contact area C = P,e/S, as a function of the
flow rate Q. Inset: Average normalized contact area, (C), as a function
of the flow rate Q.
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injection flow rate. This result can be explained qualitatively,
based on the observation of air invasion regimes in the system,
in the stationary state. A possible interpretation is in terms
of typical bubble size (radius), r,, which can be defined as
Sa = Ny rbz, where N, is the typical number of bubbles in the
fluidized zone. By writing P, = 2N, r,, one gets r, = 2¢/C.
For Q > 1 mL/s, C is roughly constant (C 2~ 2), meaning that
the average bubble size in the fluidized zone does not vary
much (r, >~ 2 mm)—only their number increases. In that case,
the air crosses the system mainly as spherical or elongated
bubbles. The scattering and global trend of C for O < 1 mL/s
indicates a decrease in r, with decreasing Q. Indeed, at low
flow rates, the air tends to rise through the fluidized zone
by percolation-like events, with a shape becoming more and
more fractal when Q decreases, leading to a stronger increase
in P,/ S, and, thus, in C.

V. DISCUSSION

A. Bubble volume estimatiom

In Sec. IV C, the air volume trapped in the fluidized zone
was computed as S,e, where S, is the apparent surface of the
bubbles, as measured from image analysis, and e the cell gap.
This approximation holds true as long as two conditions are
checked. First, the bubble radius r, must be such that r, > e,
to ensure that the main part of the bubble volume is not in
its lateral menisci. The estimation in Sec. IVD provides a
typical bubble radius r, >~ 0.8-2 mm (C >~ 2-5), of the order
of the cell gap. However, one must keep in mind that the
estimation of an average bubble radius r;, takes into account the
multiplicity of bubble contours, including very fractal bubbles
or air fingers. It therefore biases the mean radius estimation
toward small values, which are not representative of the real
bubble size in the system [see, for example, Figs. 2(b) and 2(d),
where for most bubbles, r, >~ 5-10 mm, much larger than the
cell gap].

The second condition to be checked is that the lubrication
layer, i.e., the thin liquid film between the bubble and the
glass plate, has a volume negligible with respect to the bubble
volume. An estimation of the thickness of the lubrication film
thickness, 4, is provided in Ref. [38]:

h Ca?/3

e T+Ca’ @

where Ca=nU/y is the capillary number, n the fluid
viscosity, U the typical bubble velocity, and y = 72 mN/m
the air-water surface tension. The bubble velocity varies
from U ~ 1 cm/h in the fluidized zone [Fig. 3(b)] up to
U ~ 1 cm/s in the central air channel. Estimating the effective
viscosity is challenging, as it strongly depends on the grain
packing fraction, which may vary in our system. To get
a rough estimation, we use the semiempirical model of
Zarraga et al. [39], which predicts the viscosity of dense
suspensions up to a grain packing fraction ¢, >~ 60%:
n=nue /(1 — ¢ /9%)°, where n,, = 107> Pas is the
water viscosity and ¢; = 62% is the maximum packing
fraction (poured random packing). By considering ¢, >~ 56%
in the fluidized zone (very loose random packing), we get
an effective viscosity of n >~ 0.3 Pa.s. The capillary number
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therefore lies in the range Ca ~ 107> to 4 x 1072, leading to
h < e [Eq. (7)].

The approximation of the air volume in the fluidized zone
as S,e is therefore justified, and the error introduced by smaller
bubbles and/or higher velocities (for higher flow rates) is
smaller than a few percent.

B. Bubbles outside the fluidized zone: Trapped or not trapped?

It is commonly accepted that granular systems can exhibit
solid, liquid, or even gas behavior [40,41]. In this study, as in
previous works on gas or liquid injection in a dry or immersed
granular layer [18,21,31,42,43], we separated the granular
bed into a fluid-like region, at the center, surrounded by a
solid-like region. We mentioned, in particular, that bubbles
initially formed outside the fluidized zone remained trapped
permanently in the system (Sec. III). However, Figs. 2(c), 2(d),
and 3(a) display the trajectory of a bubble, although the latter
is initially slightly outside the fluidized-zone boundaries. This
bubble takes a long time to move downwards and is finally
captured by the central air channel at + ~ 20 h [Fig. 2(c)].
The bubble location outside of the so-called fluidized zone
is not due to an error in the determination of its contour, as
two different methods (parabolic fit or motion localization),
although giving slightly different boundaries, both locate the
bubble in the solid-like region.

Another example is given by the group of bubbles pointed
out by the black arrow in Fig. 2(b). These bubbles are initially
formed either at the boundary of or outside the solid-like
region. Although their horizontal position does not vary much
in time, and they appear to be trapped [Fig. 2(a), upper panel],
the spatiotemporal diagram in z shows a very slow drift
downward [Fig. 2(a), lower panel], which can be appreciated
by comparing the pictures taken at t ~2.5 hand r ~ 11 h
[Fig. 2(b); black arrows].

The so-called solid-like region therefore experiences very
slow motion, which can be seen only by running the experiment
over a long time scale. This motion can be interpreted as creep
flow, analogous to that reported in avalanches or sediment
transport where, below the flowing layer, an exponential
velocity decrease has been evidenced [44—47]. A thorough
study of the creep motion in our experiment would require
running the experiment over a much longer time, which is
beyond the scope of this work.

C. Generalization to 3D systems

Previous works have addressed the comparison of a
fluidized-zone formation by air injection in an immersed
granular layer in quasi-2D and 3D systems [31]. They pointed
out, first, the similarity of the parabolic shape for the fluidized-
zone boundary and, second, the fact that its extent is smaller
in three dimensions than in two, mainly due to geometrical
effects. Although this result was expected, predicting the
dynamics of 3D systems from 2D or quasi-2D experiments
is far from trivial. In particular, adding one degree of freedom
could lead to a weaker air channel stabilization, which could
possibly result in an increase in bubble generation and a higher
air volume fraction in the fluidized zone. A full study of a
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3D system is required to extend the results of this work to
unconfined media.

VI. CONCLUSION

This study has focused on the local and global dynamics
of air injected at a constant flow rate at the bottom of an
immersed granular material confined in a quasibidimensional
cell. After a transient, a central fluidized zone is formed,
characterized by a central air rise and a global grain motion in
the form of two convection rolls. We investigated the dynamics
of the bubbles trapped in the granular bed. In the stationary
regime, most of the gas in the system is in the central air
rise, consisting of a localized channel of about 1 cm width.
Other bubbles are either formed initially, during the transient,
or further generated by lateral explorations of the central air
channel. Contrary to intuition, these bubbles do not rise but
are entrained by the downward granular motion, until they are
captured back by the central air rise. They follow trajectories
characterized first by a roughly vertical motion and then by
a parabolic function. A more accurate determination of the
fluidized region showed that these trajectories roughly follow
the shape of the fluidized-zone boundary.

Interestingly, the solid-like region outside the fluidized
zone exhibits a slow motion, over a much longer time scale
(typically, a few tens of hours). This creep flow also seems to
follow a trajectory similar to the fluidized-zone boundary, until
the bubble is eventually captured back by the central channel,
close to the cell bottom. Further investigation of this creep
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motion would require much longer experiments and a very
slow-motion tracking technique, which should be the topic of
future work.

The analysis of global parameters in the stationary regime
pointed out an increase in both the size of the fluidized zone
and the quantity of air trapped in the system when the flow
rate is increased. Interestingly, the gas volume fraction in the
fluidized zone remains roughly constant, at about 2%-3%.
This order of magnitude corresponds roughly to the size of the
channel, which is where most of the air is concentrated. Other
bubbles around are only created by rare events and are small
enough to remain trapped in the system for some time.

Finally, the normalized contact area among the three phases
does not depend significantly on the flow rate. This result
has strong implications, for instance, in chemical engineering,
where a large contact area is fundamental to increasing the
efficiency of a catalytic reaction. This work points out that,
contrary to intuition, increasing the injection flow rate does
not increase the efficiency of the reaction and that an optimum
has to be found by varying other parameters, for instance,
by a joint gas-and-liquid flow, or by considering several gas
injection points.
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