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Abstract. This paper studies Symmetric Determinantal Representations
(SDR) in characteristic 2, that is the representation of a multivariate
polynomial P by a symmetric matrix M such that P = det M, and where
each entry of M is either a constant or a variable.

We first give some sufficient conditions for a polynomial to have an
SDR. We then give a non-trivial necessary condition, which implies that
some polynomials have no SDR, answering a question of Grenet et al.

A large part of the paper is then devoted to the case of multilinear
polynomials. We prove that the existence of an SDR for a multilinear
polynomial is equivalent to the existence of a factorization of the poly-
nomial in certain quotient rings. We develop some algorithms to test
the factorizability in these rings and use them to find SDRs when they
exist. Altogether, this gives us polynomial-time algorithms to factorize
the polynomials in the quotient rings and to build SDRs. We conclude by
describing the case of Alternating Determinantal Representations in any
characteristic.

1. Introduction

Let F be some field of characteristic 2. A Symmetric Determinantal
Representation (SDR) of a polynomial P ∈ F[x1, . . . , xm] is a symmetric
matrix M with entries in F ∪ {x1, . . . , xm} such that det M = P. One can
also find in the literature other definitions where for instance the symmetric
matrix has linear (degree-1) polynomials as entries. The two definitions are
essentially equivalent, and we shall see that for our purposes, taking one
or the other does not make any difference.

Symmetric Determinantal Representations have been studied at least
from the beginning of the twentieth century [6, 4] and apparently even from
the nineteenth century [2]. Definite SDRs are SDRs with the additional
requirement that the matrix obtained by setting all the variables to zero
is positive semi-definite. Definite SDRs play an important role in convex
optimization, leading to a renew of interest in these representations, definite
or not, in the recent years [10, 9, 3, 13, 8, 14, 12, 15], see also [2] and the
presentation [16] for more perspectives on this. Independently, symmetric
determinants in characteristic two have also been a subject of studies [1, 19].

Symmetric Determinantal Representations for polynomials represented
by weakly-skew circuits were given in [8] for any field of characteristic
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different from 2. The authors conjectured that these representations do not
always exist in characteristic 2. We prove this fact in this paper. To this
end, we give a necessary condition for a polynomial to admit an SDR. We
then focus on multilinear polynomials. For these polynomials, we show an
equivalence between the existence of an SDR and the ability to factorize the
polynomial in certain quotient rings. We develop algorithms to study the
factorization in these quotient rings. Altogether, we obtain polynomial-time
algorithms to factorize polynomials in the quotient rings and to compute
SDRs of multilinear polynomials when they exist.

Definition 1.1. A polynomial P ∈ F[x1, . . . , xm] is said representable if it
has an SDR, that is if there exists a symmetric matrix M with entries in
F∪ {x1, . . . , xm} such that P = det M. In this case, we say that M represents
P.

For instance, the polynomial xy + yz + zx is representable as the deter-
minant of the 4× 4 matrix 

x 0 0 1
0 y 0 1
0 0 z 1
1 1 1 0

 .

Note that we ask the matrix to have entries in F. A natural relaxation
would be to allow entries in an extension G of F. Actually, we shall show
along the way that at least for multilinear polynomials, and most certainly
for any polynomial, this relaxation is irrelevant. In the case of multilinear
polynomials, Corollary 5.6 shows that if a polynomial is representable,
it has an SDR which only uses elements from the field generated by its
coefficients.

Organization. We begin by introducing some relevant algebraic back-
ground in Section 2. Section 3 is devoted to prove that SDRs exist for a
large class of polynomials. Then Section 4 proves the main results of this
paper: Some polynomials are not representable, and we can characterize
the multilinear representable polynomials. Some partial results towards a
full characterization are also given. Section 5 is devoted to more algorithmic
results. Using the equivalence between representability and factorizability
in certain quotient rings, we develop algorithms for these two tasks. Sec-
tion 6 is devoted to the case of Alternating Determinantal Representations
in any characteristic. Finally, we conclude in Section 7 by some remaining
open questions.

Experimentations were done using the free open-source mathematics
software system Sage [17], they allowed in return to fix a bug in its determi-
nant method (ticket #10063). The algorithms presented in this paper have
been implemented and are available at http://perso.ens-lyon.fr/bruno.
grenet/publis/SymDetReprChar2.sage.

http://perso.ens-lyon.fr/bruno.grenet/publis/SymDetReprChar2.sage
http://perso.ens-lyon.fr/bruno.grenet/publis/SymDetReprChar2.sage
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2. Algebraic background

Let us introduce some useful notions and notations.

2.1. Polynomials and determinants in characteristic 2. Let F be any field
of characteristic 2, and let F[x1, . . . , xm] be the ring of polynomials in m
indeterminates over F.

Let α = (α1, . . . , αm) ∈ Nm, then the primitive monomial xα is defined by
xα = xα1

1 · · · x
αm
m . A monomial is a polynomial of the form c.xα for some

c ∈ F and some primitive monomial xα. The constant c is its coefficient,
and xα is its primitive part. The value deg xα = ∑i αi is its total degree and
degi xα = αi is its degree with respect to the variable xi.

Two primitive monomials xα and xβ are compared as follows: xα < xβ

if either deg xα < deg xβ or deg xα = deg xβ and there exists i such that
degi xα < degi xβ and degj xα = degj xβ for j > i. With this ordering, we
define the leading monomial lm(P) of a polynomial P as its monomial with
greatest primitive part. The leading coefficient lc(P) is the coefficient of its
leading monomial.

A polynomial is said to be multilinear if its monomials c.xα1
1 · · · x

αm
m satisfy

αi ≤ 1 for all i ≤ m.

Working in characteristic 2 causes some inconveniences, like the impos-
sibility to halve. But, it also simplifies some computations. First, Frobe-
nius endomorphism ensures that for any polynomials P1 and P2, we have
(P1 + P2)2 = P2

1 + P2
2 . Second, the determinant can easily be computed:

Proposition 2.1. Let M be a symmetric (n×n) matrix with entries in F[x1, . . . , xm].
Then its determinant is

det M = ∑
σ

n

∏
i=1

Mi,σ(i),

where σ ranges over all involutions from {1, . . . , n} to itself, that is permutations
such that σ−1 = σ.

Proof. The definition of the determinant is

det M = ∑
σ

sgn(σ)
n

∏
i=1

Mi,σ(i),

where σ ranges over all permutations of {1, . . . , n}. Actually, the signature
of a permutation is either 1 or −1, and those two elements coincide in
characteristic 2. This means that the signature can be removed from the
definition.
Consider Pσ = ∏i Mi,σ(i) for some permutation such that σ 6= σ−1. Then,
Mi,σ−1(i) = Mσ−1(i),i as M is symmetric, and Pσ−1 = Pσ. Thus the products
for a permutation and its inverse cancel out in the sum. This shows that
the sum can be restricted to involutions. �
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2.2. Quotient rings. Given some polynomials p1, . . . , pk, we denote by
〈p1, . . . , pk〉 the ideal they generate. That is,

〈p1, . . . , pk〉 =
{

k

∑
i=1

piqi : qi ∈ F[x1, . . . , xm]

}
.

Given a tuple ` = (`1, . . . , `m) ∈ Fm, we define the ideal

I(`) = 〈x2
1 + `1, . . . , x2

m + `m〉.
We also define the quotient ring R(`) as F[x1, . . . , xm]/I(`) and denote by
π or π` the canonical projection F[x1, . . . , xm] → R(`). The restriction of
this projection to F is one-to-one, hence F naturally embeds into R(`), and
the elements of F ⊆ R(`) are called constants. This morphism of rings
can be extended to matrices by π(A)ij = π(Aij), and commutes with the
determinant: π ◦ det = det ◦π. An element of R(`) is said to be linear if it
is the projection of a linear polynomial.

Since the quotient identifies the squares of variables with constants,
any element of r ∈ R(`) has a unique multilinear representative in P ∈
F[x1, . . . , xm]: we denote it by ρ(r) or ρ`(r). We have π ◦ ρ = IdR(`). We
denote by Mult` or Mult the map ρ` ◦ π` that sends a polynomial to the
multilinear polynomial obtained by replacing each factor x2

i by `i. For
instance, let P(x, y, z) = x2y + z3 + xz + y then Mult(0,0,0)(P) = xz + y and
Mult(1,1,1)(P) = y + z + xz + y = z + xz.

The square of any element ofR(`) belongs to F. In particular, an element
of R(`) is invertible if, and only, if its square is not zero. For example,
π(x1x2 + 1) is invertible if, and only if, `1`2 6= 1.

Given a tuple ` = (`1, . . . , `m) ∈ Fm, we denote by `2 the tuple (`2
1, . . . , `2

m) ∈
Fm, and say that `2 is a tuple of squares. If `2 is a tuple of squares, the square
of an element r of R(`2) is the square of a unique element c of F: we
denote it by |r| or |r|`2 , and call it the absolute value of r. We remark that
|r1r2| = |r1|+ |r2| and |r1 + r2| = |r1|+ |r2| for all r1, r2 ∈ R(`2). Further-
more, r is inversible if and only if |r| 6= 0.

3. Some representable polynomials

We deal with some positive results. Even though the main part of this
paper is focused on negative results, we need to be able to represent some
class of polynomials in order to give a characterization.

In order to clarify some proofs, we will use the correspondence between
permanents and cycle covers in graphs. We refer the reader to [5] for
the definitions concerning graphs. Let G be a weighted digraph and M
its adjacency matrix. We assume that the weights of G are elements of
F[x1, . . . , xm]. A cycle cover of G is a set of disjoint cycles such that each
vertex of the digraph belongs to exactly one cycle. The weight of a cycle
cover is the product of the weights of all the arcs it uses. It is easily seen
from the definition that the permanent of M equals the sum of the weights



SYMMETRIC DETERMINANTAL REPRESENTATIONS IN CHARACTERISTIC 2 5

of all the cycle covers of G. Since the characteristic of F is two, then the
permanent of M equals its determinant.

Suppose now that G is symmetric (that is M is symmetric). Proposition
2.1 shows that only some special cases of cycle covers can be considered.
More precisely, the determinant of M equals the sum of the weights of the
cycle covers of G corresponding to an involution. These cycle covers are
made of length-1 and length-2 cycles, and are called partial matchings.

As G is symmetric, it can actually be considered as an undirected graph.
Length-1 cycles are loops, and length-2 cycles are edges. The weight of a
length-2 cycle is the product of the weights of its arcs, that is the square of
the weight of the edge. Thus consider a partial matching of a graph G with
(symmetric) adjacency matrix M. It can be viewed as a set µ of edges such
that no vertex belongs to two distinct edges. The discussion is summarized
by the identity

det M = ∑
µ

(
∏
e∈µ

w(e)2 ×∏
v/∈µ

w(v)
)

,

where w(e) and w(v) represent the weights of an edge e and of a loop on a
vertex v respectively, v /∈ µ means that the vertex v is not covered by µ, and
µ ranges over all partial matchings of G. An example is given by Figure 1.
The adjacency matrix of the graph is given is the introduction. The only
partial matchings are made of one of the three edges, to cover the central
vertex, and two loops. By convention, an edge with no indicated weight
has weight 1.

y z

x

Figure 1. Graph representing xy + xz + yz.

In the following, if M is a symmetric matrix, we denote by G(M) the
graph whose adjacency matrix is M. Conversely, given a graph G, we
denote by M(G) its adjacency matrix. By a slight abuse of language, we
shall say that a graph represents a polynomial when its adjacency matrix
is an SDR of the polynomial. In the same way, we write det G instead of
det M(G) to simplify the notations.

Lemma 3.1. Let P and Q be two representable polynomials. Then (P× Q) is
representable.

Proof. Let M and N be two symmetric matrices representing P and Q
respectively. To represent the product by a graph, it is enough to consider
the disjoint union of G(M) and G(N). This means that the SDR of (P×Q)
is a block-diagonal matrix with two blocks being M and N. �
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The first part of the next lemma was proved in [8]. We give here another
proof which is suitable for the second part.

Lemma 3.2. Let P ∈ F[x1, . . . , xm]. Then P2 is representable.
Moreover, there exists a graph G that represents P2 with two distinguished

vertices s and t and such that det(G \ {s, t}) = 1 and det(G \ {s}) = det(G \
{t}) = 0.

Proof. Let P = ∑α∈Nm cαxα where xα = xα1
1 · · · x

αm
m . The square of a mono-

mial cαxα can be represented by a graph Gα of size 2 deg xα + 2. For a
variable xi with exponent αi, we build αi graphs with two vertices and an
edge of weight xi inbetween. We also build a graph with two vertices and
an edge of weight cα inbetween. These (deg(xα) + 1) size-2 graphs are
arranged in a line to build Gα: The graphs are arranged in some arbitrary
order and an edge of weight 1 links two consecutive graphs (Figure 2. The

cα xmx1s t
xm

Figure 2. Graph Gα corresponding to some monomial cαxα

with α1 ≥ 1 and αm ≥ 2.

extremities of Gα are named s and t. There is no loop in Gα, therefore
partial matchings are perfect matchings. The only perfect matching of Gα

is made of all the edges of weight different from 1. The weight of such a
matching is c2

α(xα)2. The only matching of Gα \ {s, t} is made of the edges
of weight 1, and has weight 1. Since Gα has an even number of vertices,
Gα \ {s} and Gα \ {t} have no perfect matching.

Given a graph Gα for each monomial of P, the graph G the union
of these graphs in which all the vertices with name s on the one hand,
and all vertices with name t on the other hand, are merged. The perfect
matchings of G are then made of a perfect matching of some Gα, and perfect
matchings of weight 1 of Gβ \ {s, t} for all β 6= α. The sum of the weights
of the matchings of G is det G = ∑α c2

α(xα)2 = P2. Furthermore, the only
perfect matching G \ {s, t} is made of perfect matchings of Gα \ {s, t} for
all α, thus det(G \ {s, t}) = 1. By the same parity argument as before,
det(G \ {s}) = det(G \ {t}) = 0. �

This allows us to represent in a quite simple way a large class of polyno-
mials.

Proposition 3.3. Let P(x1, . . . , xm) = L1 × L2 × · · · × Lk, where for 1 ≤ i ≤ k,

Li(x1, . . . , xm) = P2
i0 + x1P2

i1 + · · ·+ xmP2
im

for some Pij ∈ F[x1, . . . , xm]. Then P is representable.

Proof. By Lemma 3.1, it is sufficient to show how to represent each Li. We
first prove how to represent a polynomial of the form

L(x1, . . . , xm) = λ2
0 + λ2

1x1 + · · ·+ λ2
mxm,
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where the λj’s are constants from F.

x2

1 xm

x1

λ2

λmλ0

λ1

Figure 3. Graph representing L = λ2
0 + λ2

1x1 + · · ·+ λ2
mxm.

The linear polynomial L is represented by the graph GL given on Figure 3.
We prove that this effectively represents L: A partial matching has to match
the central vertex with some of its neighbors. Once a neighbor is chosen, say
in the direction of xi, the loop with weight xi has to be chosen. Then, there
is only one choice to have a partial matching which consists in covering the
remaining vertices by the outside edges. Thus the weight of such a partial
matching is λ2

i xi, and the sum over all partial matchings equals L.
Now, let GPi be the graph representing the polynomial P2

i given by
Lemma 3.2. By a slight abuse of language, we call λi the edge that has
weight λi in GL, and denote by s and t its extremities. Let GL \ λi the graph
obtained from GL by removing the edge λi. We build a new graph G′L in
which GPi replaces the edge λi: Both GL and GPi have two vertices called
s and t. The graph G′L is the union of GL \ λi and GPi , where the two s
(respectively the two t) are merged.

A partial matching of GL either is a partial matching of GL \ λi, or is
made of λi and a partial matching of GL \ {s, t}. Thus det GL = det(GL \
λi) + λ2

i det(GL \ {s, t}). In G′L, a partial matching can also be of two sorts:
Either it is made of partial matchings of GPi \ {s, t} and GL \ λi, or of
partial matchings of GPi and GL \ {s, t}. Indeed, no partial matching exists
covering GPi \ {s} (respectively GPi \ {t}). Thus

det G′L = det(GPi \ {s, t})× det(GL \ λi) + det GPi × det(GL \ {s, t})
= 1× det(G \ λi) + P2

i × det(GL \ {s, t}).
This shows that we can replace in GL each λi by the GPi to obtain an SDR
of P2

0 + x1P2
1 + · · ·+ xmP2

m. �

In particular, this theorem shows that if F is a finite field of characteristic
2, every linear polynomial is representable since every element in such a
field is a quadratic residue.

Definition 3.4. Let P ∈ F[x1, . . . , xm]. A generalized Symmetric Determinantal
Representation (gSDR) of P is a symmetric matrix M such that det M = P and
whose entries are polynomials of F[x1, . . . , xm] such that each diagonal entry
is of the form P2

0 + x1P2
1 + · · ·+ xmP2

m where P1, . . . , Pm ∈ F[x1, . . . , xm].
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Theorem 3.5. A polynomial P ∈ F[x1, . . . , xm] is representable if, and only if, it
admits a gSDR.

Proof. An SDR is already a gSDR. We once again work with the graph
representation instead of the matrix representation. Suppose we have a
graph G where the weights of the edges are any polynomials, and the
weights of the loops are of the form P2

0 + x1P2
1 + · · ·+ xmP2

m. We show how
we can turn this graph into an SDR.

We use the same technique as in the proof of Proposition 3.3 to replace
each edge with weight P in G by the graph GP which is an SDR of P2. It
remains to show how to deal with the loops.

Suppose some vertex v of G has a loop of weight L = P2
0 + x1P2

1 + · · ·+
xmP2

m. Consider the graph GL obtained in Proposition 3.3, and let G0 be the
graph obtained from G by removing the loop on v. Then G is replaced by
G0 ∪ GL, where the central vertex of GL is merged with v. Let G′ be this
new graph. Note that det(GL \ {v}) = 1. Then

det G′ = det GL × det(G \ {v}) + det(GL \ {v})× det G0

= L× det(G \ {v}) + 1× det G0 = det G.

Repeating this operation for all the loops of the graph yields the result.
�

4. Obstructions to SDR

This section deals with negative results, showing that some polynomials
have no SDR. Section 4.1 is devoted to a necessary condition that holds
for any polynomial. It is followed by a simple example of a polynomial
with no SDR. We prove in Section 4.3 that this necessary condition is
actually a characterization when applied to multilinear polynomials. Finally,
Section 4.4 gives some partial results towards a full characterization.

4.1. A necessary condition. We aim to prove in this section a necessary
condition for a polynomial to be representable. We introduce a notion of
factorization modulo some ideal I(`) to express this condition.

Definition 4.1. Let P ∈ F[x1, . . . , xm]. Then P is said factorizable modulo I(`)
if there exist some linear elements L1, . . . , Lk of R(`) such that

π`(P) = L1 × · · · × Lk.

This definition can be restated as follows. A polynomial P is factor-
izable modulo I(`) if there exists some linear polynomials L1, . . . , Lk of
F[x1, . . . , xm] such that π`(P) = π`(L1 · · · Lk).

Theorem 4.2. Let P ∈ F[x1, . . . , xm] be a representable polynomial. Then for
every tuple of squares `2 ∈ Fm, P is factorizable modulo I(`2).
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For instance, one can recall the representable polynomial P(x, y, z) =
xy + yz + xz from the introduction. Then π(0,0,0)(P) = π(0,0,0)((x + y)(x +
z)) and π(1,1,1)(P) = π(1,1,1)(xyz(x + y + z)).

The proof of this theorem is of algorithmic nature. We give an algorithm
that takes as inputs an SDR M of some polynomial P and a tuple of squares
`2, and returns a factorization of P modulo I(`2). The general idea is to
build the projection A = π(M) of M to get a representation of π(P), and
then to perform row and column operations to isolate some diagonal entry
Aii, that is to cancel out each entry Aij for j 6= i, keeping A diagonal.
We then show that Aii is a linear element of R(`2). Thus we can write
π(P) = Aii det(A′) where A′ is obtained from A by removing its row and
column of index i. By induction on the dimensions of A, we can conclude
that π(P) can be factorized as a product of linear elements. In what follows,
we prove some lemmas that justify this approach.

Let us fix some tuple of squares `2. In the next definition, we extend the
notion of gSDR, originally defined for polynomials, to elements of R(`2).

Definition 4.3. Let r ∈ R(`2). A generalized Symmetric Determinantal Rep-
resentation (gSDR) of r is a symmetric matrix A such that A has linear
diagonal entries and det(A) = r.

In a gSDR for a polynomial, the diagonal entries are of the form P2
0 +

x1P2
1 + · · ·+ xmP2

m. The projection of such a polynomial is a linear element
of R(`2). Indeed, for all i, π(P2

i ) = π(Pi)
2 belongs to F. Therefore, if we

let λi = π(Pi)
2 for all i, π(P2

0 + x1P2
1 + · · ·+ xmP2

m) is also the projection of
the linear polynomial λ0 + x1λ1 + · · ·+ xmλm.

The previous remark implies in particular the following lemma:

Lemma 4.4. Let M be a gSDR of some polynomial P ∈ F[x1, . . . , xm]. Then the
matrix π(M) is a gSDR of π(P).

Lemma 4.5. Let A be a gSDR of some r ∈ R(`2). Then there exists a gSDR B of
r whose non-diagonal entries are constant.

Proof. Suppose that Aij = Aji = π(P), i 6= j, for some polynomial P.
Since the determinant of A equals ∑σ ∏i Ai,σ(i) where σ ranges over the
involutions (by Proposition 2.1), if Aij divides a monomial in det A, then so
does A2

ij. Thus, if π(P) divides a monomial, so does π(P)2. If we replace
Aij and Aji by the absolute value |π(P)| ∈ F, the determinant of A is
unchanged as π(P)2 = |π(P)|2 by definition. This proves the lemma, as
B can be obtained by replacing each non-diagonal entry by its absolute
value. �

We now define the main tools we use to prove the theorem. These are
simple algorithms that we apply on the symmetric matrix representing an
element r ∈ R(`2) such that the determinant remains unchanged and the
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matrix becomes diagonal. All of these depend on the tuple `2, even though
it is not explicitly given as an argument to simplify the notations.

Let Clean be the algorithm that replaces each non diagonal entry Aij by
its absolute value |Aij| as in Lemma 4.5. We define two other algorithms,
Addi,j,α (Algorithm 1) and Isolatei (Algorithm 2).

Algorithm 1: Addi,j,α(A)

1 n← dimension of A
2 for k = 1 to n do Aj,k ← Aj,k + αAi,k // Rj ← Rj + αRi
3 for k = 1 to n do Ak,j ← Ak,j + αAk,i // Cj ← Cj + αCi
4 return Clean(A)

Algorithm 2: Isolatei(A)

1 n← dimension of A
2 for j = 1 to n do
3 if j 6= i then
4 α← Aij × |Aii|−1

5 A← Addi,j,α(A)

6 return A

Lemma 4.6. Let A be a gSDR of some r ∈ R(`2). Then Addi,j,α(A) is a gSDR
of r whose non-diagonal entries are constants.

Proof. The algorithm adds α times the ith row to the jth one, and then α

times the ith column to the jth one. These two operations do not change
the determinant. Furthermore, only entries of the jth row and column are
changed. But with those two operations, Ajk is replaced by Ajk + αAik
while Akj is replaced by Akj + αAki for j 6= k. As initially Aik = Aki and
Ajk = Akj, A remains symmetric. Furthermore, Ajj is first replaced by
Ajj + αAij, and finally by (Ajj + αAij) + α(Aij + αAii) = Ajj + α2Aii. Thus
Ajj remains linear. This shows that A remains a gSDR of r after the first
two operations. Eventually, Clean is applied to a gSDR and we obtain the
second property. �

Lemma 4.7. Let A be a gSDR of some r ∈ R(`2). If there exists an index i such
that |Aii| 6= 0, then Isolatei(A) is a gSDR of r. Furthermore the ith row and
column have the entry (i, i) as their only nonzero entry.

Proof. The matrix Isolatei(A) is a gSDR of r since Addi,j,α(A) is a gSDR of
r (for all j and α). Now, let α = Aij× |Aii|−1 for some j such that Aij 6= 0 and
consider the action of Addi,j,α on the ith row of A. The only altered entry
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is Aij, when the ith column multiplied by α = Aij|Aii|−1 is added to the
jth one, and then by Clean(A). So Aij is replaced by Aij(1 + |Aii|−1 × Aii).
Since |Aii|2 = A2

ii by definition, Aij is replaced by 0 during Clean(A). The
same is true on the ith column. Thus, if A′ = Isolatei(A), A′ii is the only
nonzero entry in the ith row and column of A′. �

Lemma 4.8. Let A be a gSDR of some r ∈ R(`2) such that the square of each
diagonal entry is zero. If there exists a nonzero diagonal entry, say A1,1, and
a nonzero entry A1,j for j > 1, then one can build a new gSDR of the same
dimensions Ã, representing some r̃ ∈ R(`2) such that r = (A1,1 + 1)× r̃, where
moreover Ã contains diagonal entries whose square is nonzero.

Proof. Let us write A1,1 as 1 + (A1,1 + 1). Let

B =


1 1 0 . . . 0
1 A1,1 + 1 A1,2 . . . A1,n
0 A2,1
...

... A′
0 An,1


where A′ is obtained from A by removing its first row and column. Then
det B = det A. Indeed, adding the first row of B to the second one, and the
first column to the second one yields the matrix

1 0 0 . . . 0
0 A1,1 A1,2 . . . A1,n
0 A2,1
...

... A′
0 An,1


whose determinant equals det A.

Now

Isolate2(B) =


A1,1 0 A1,2 . . . A1,n

0 A1,1 + 1 0 . . . 0
A2,1 0

...
... A′′

An,1 0


still has the same determinant. For each j > 1, Ajj is replaced by Ajj +

A2
1j(A1,1 + 1) in A′′. Since A2

jj = 0 for all j by hypothesis and (A1,1 + 1)2 = 1,
A′′ contains some diagonal entries whose square is nonzero. Actually, this
holds since we supposed that some A1,j is nonzero. Now, the determinant
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of this matrix equals

(A1,1 + 1) · det


A1,1 A1,2 . . . A1,n
A2,1

... A′′
An,1

 .

Therefore, A can be replaced by this new matrix Ã, of the same dimensions,
with some diagonal entries having a nonzero square. Then Ã is a gSDR for
some r̃ ∈ R(`2) such that r = (A1,1 + 1)× r̃. �

We now have all the ingredients to prove the theorem.

Proof of Theorem 4.2. Let us first restate the theorem. We aim to prove that
if P ∈ F[x1, . . . , xm] has a gSDR, then its projection r = π(P) can be written
as L1 × · · · × Lk where L1, . . . , Lk ∈ R(`2) are linear. Suppose we are given
a gSDR M of some polynomial P. Then we have a gSDR A = π(M) of
r = π(P) by Lemma 4.4. Thus we have to prove that given a gSDR A of
some r ∈ R(`2), we can find some linear elements L1, . . . , Lk of R(`2) such
that r = L1 × · · · × Lk.

First note that if A does not satisfy the conditions of Lemma 4.8, then we
can already conclude. Indeed, this means that each diagonal entry is either
zero, or is the only nonzero entry in its row and column. By reordering the
rows and columns, we can get a block-diagonal matrix with two blocks:
The first one has zero diagonal entries and the second one is diagonal.
Therefore, since the determinant of A is the product of the determinants of
these two blocks, we get a constant times a product of linear elements. In
other words, the factorization is found.

So let A be a gSDR of some r ∈ R(`2) satisfying the hypotheses of
Lemma 4.8. We build a gSDR Ã of some r̃ ∈ R(`2) such that r = L× r̃ for
some linear element L ∈ R(`2), and such that Ã has at least one diagonal
entry Ãii whose square is nonzero. If A already satisfied the property, then
Ã = A and L = 1. Now, the ith row and column of A′ = Isolatei(Ã) have
as only nonzero entry A′ii by Lemma 4.7. Thus, removing the ith row and
column to A′ yields a gSDR B of some polynomial Q ∈ R(`2) such that
P̃ = A′ii ×Q.

This shows that from a gSDR of dimensions (n× n) of some r ∈ R(`2),
we can build a gSDR of dimensions (n− 1)× (n− 1) of some polynomial
s ∈ R(`2) such that r = L× L′ × s where L and L′ are linear.

We can now use induction to prove that if r ∈ R(`2) has a gSDR, then it
can be written as L1 × · · · × Lk for some linear elements L1, . . . , Lk ∈ R(`2).
Indeed, if A is a (1× 1) gSDR of r, then r is linear. �

The proof of Theorem 4.2 is of algorithmic nature. It is easily seen that
the underlying algorithm runs in time polynomial in the dimensions of the
input gSDR. (More precisely, the complexity of the algorithm is O(n3)).
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4.2. An example. Let us consider the polynomials in F2[x, y, z], where F2
denotes the field with two elements. The ring R(1, 1, 1) has 256 elements,
136 of which can be written as the product of linear polynomials, 120

of which can not. The polynomial π(xy + z) is one of those. Therefore,
Theorem 4.2 tells us that the polynomial xy + z can not be represented as
the determinant of a symmetric matrix with entries in F2 ∪ {x, y, z}.

4.3. Multilinear polynomials. In this section, we show that the necessary
condition of Theorem 4.2 is actually a characterization when applied to
multilinear polynomials. This relies on the following structural lemma. It
is valid for any polynomial, even non-multilinear.

Lemma 4.9. Let P ∈ F[x1, . . . , xm] be a representable polynomial. Then there
exists an SDR M of P such that each variable appears at most once on the diagonal.

Proof. Let M be any SDR for P, that is det M = P, and M has entries in
F∪ {x1, . . . , xm}. Suppose that for some other i, xi appears (at least) twice
on the diagonal, as entries Mi1i1 and Mi2i2 . Consider the matrix obtained
after adding the row of index i1 to the row of index i2, and the column of
index i1 to the column of index i2. As already mentioned, the only altered
diagonal entry is Mi2i2 and it is now equal to Mi2i2 + Mi1i1 = 2xi = 0.
Therefore, we obtain a new SDR with one occurrence of xi on the diagonal
replaced by zero. We can repeat this for each variable until each variable
appears exactly once on the diagonal. �

We can use this lemma to obtain the desired characterization, when F is
a finite field of characteristic 2.

Theorem 4.10. Let P ∈ F[x1, . . . , xm] be a multilinear polynomial where F is a
finite field of characteristic 2. Then the three following statements are equivalent:

(i) P is representable;
(ii) For every tuple of squares `2 ∈ Fm, P is factorizable modulo I(`2);
(iii) There exists a tuple of squares `2 ∈ Fm such that P is factorizable modulo

I(`2);

Proof. The implication (i) =⇒ (ii) is a special case of Theorem 4.2, and
(ii) =⇒ (iii) is evident. Let us prove that (iii) =⇒ (i).

Let `2 ∈ Fm such that π`2(P) = L1 × · · · × Lk, where each Li is a linear
element of R(`2). For i ≤ k, ρ`2(Li) is a linear polynomial, hence by
Proposition 3.3, we know that Q = ρ`2(L1)× · · · × ρ`2(Lk) has an SDR M.
By Lemma 4.9, there exists an SDR N of Q such that each variable appears
at most once on the diagonal. Hence, Lemma 4.4 and Lemma 4.5 ensure
that π`2(P) = π`2(Q) has a gSDR A such that each Ai,i is linear and each
Ai,j is constant for i 6= j. Let O be the matrix defined by Oi,j = ρ`2(Ai,j).
Since each variable appears once on the diagonal, det O is a multilinear
polynomial. We have π`2(P) = π`2(Q) = det A = π`2(det O). Since both P
and det O are multilinear, we have P = det O, hence P is representable. �
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If F is infinite, a similar characterization can be obtained. To this end, the
conclusion of Theorem 4.2 can be reinforced as follows: If P is representable,
then there exist linear polynomials L1, . . . , Lk whose coefficients are quadratic
residue in F such that π`2(P) = π`2(L1 · · · Lk). One can check that the proof
of Theorem 4.2 actually is a proof of this stronger statement. The converse
is proved using Proposition 3.3.

4.4. Towards a full characterization. Theorem 4.2 is valid for any polyno-
mial. Thus we have a necessary condition for all polynomials. The charac-
terization for multilinear polynomials relies on the fact that ρ(π(P)) = P in
this case. If we are working with a non-multilinear polynomial P, the pro-
jection of P modulo some ideal I(`) can dramatically change the structure
of the polynomial. In particular, if we have a polynomial P = x2

1 × Q for
some multilinear polynomial Q, then Mult(1,... )P = Q but Mult(0,... )P = 0.
Thus, it is certainly impossible to go back from the projection modulo
I(0, . . . ) to P. To come up with this issue, we look at some new specific
ideal for the projection. In this section, the field F is supposed to be finite.
With the same arguments as for Theorem 4.10, the results of this section
can be extended to any field of characteristic 2.

Let F(ξ1, . . . , ξm) be the field of fractions in m indeterminates over F, and
I(ξ2) = 〈x2

1 + ξ2
1, . . . , x2

m + ξ2
m〉. For P ∈ F[x1, . . . , xm], we can consider the

multilinear polynomial Multξ2 P = ρξ2(πξ2(P)) and apply Theorem 4.10

about multilinear polynomials. In particular, Multξ2 P is representable if,
and only if, it is factorizable.

The problem we face is that our constructions use inverse of elements
in the base field. This means that we have an equivalence between fac-
torization and SDR for multilinear polynomials in F(ξ1, . . . , ξm)[x1, . . . , xm]
but the factorization or the SDR we build can use rational fractions in the
ξi’s. To partly avoid this problem, we have to restrict the ideals we are
working with to ideals of the form I(`2) for ` ∈ Fm. Unfortunately, it is
not sufficient. Nevertheless, we are able to prove some partial results.

Lemma 4.11. Let P ∈ F[x1, . . . , xm]. Then P is representable if, and only if,
Multξ2 P has an SDR with non-diagonal entries in F[ξ1, . . . , ξm].

Proof. Let us remark at first that Multξ2 is a bijection from F[x1, . . . , xm] to
the set of multilinear polynomials with coefficients in F[ξ1, . . . , ξm]. Indeed,
its inverse Mult

−1
ξ2 simply consists in mapping each ξi to xi.

Using Lemma 4.9, we can transform any (g)SDR to an SDR such that
each variable appears exactly once on the diagonal.

Let M be an SDR of P. We can apply the procedure Clean to M
(with respect to the tuple (ξ2

1, . . . , ξ2
m)). This yields an SDR of Multξ2 P

as proved by Lemma 4.4. Conversely, if we have an SDR M′ of Multξ2 P,
we can replace each ξi by xi to get an SDR of P. This corresponds to
applying Mult

−1
ξ2 to each entry. As this function is compatible with the
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addition and multiplication, the new matrix M we obtain satisfy det M =
Mult

−1
ξ2 (det M′) = P. �

Theorem 4.12. Let P ∈ F[x1, . . . , xm].
• If P is representable, then for every tuple of squares `2 ∈ Fm, Multξ2 P

can be factorized as a product of linear polynomials modulo I(`2), and
the linear polynomials have coefficients in F(ξ1, . . . , ξm).
• If Multξ2 P can be factorized as a product of linear polynomials modulo
I(`2) for some tuple of squares `2, and if the linear polynomials have
coefficients in F[ξ1, . . . , ξm], then P is representable.

To obtain a full characterization, we would need to prove that in the first
statement, we can obtain linear factors with coefficients in F[ξ1, . . . , ξm].

Proof. The first statement only consists in applying Theorem 4.2 to P ∈
F(ξ1, . . . , ξm).

For the second statement, suppose Multξ2 P ≡ L1 × · · · × Lk mod I(`2)

for some `2, and each Li has coefficients in F[ξ1, . . . , ξm]. Using Theo-
rem 4.10, we can build a matrix representing Multξ2 P. Since the Lj’s have
as coefficients some polynomials in the ξi’s, and since the transformations
of Lemma 4.9 used in the proof of Theorem 4.10 use no inverse of any
of the coefficients, we get an SDR of Multξ2 P the non-diagonal entries of
which are polynomials in the ξi’s. Using Lemma 4.11, we conclude that P
is representable. �

5. Factorization

Section 4.3 gives a characterization of representable multilinear polynomi-
als in terms of the factorization of the polynomials into linear polynomials
modulo an ideal I(`). We give in this section an algorithm to decide this
problem. Its running time is polynomial in the lacunary representation of
the polynomial. In this section, F is a finite field of characteristic 2.

5.1. Preliminary results. In the previous section, we worked with elements
of the quotient ring R(`) for some tuple `. The algorithms presented in this
section deal with multilinear polynomials P ∈ F[x1, . . . , xm]. Theorem 4.10

is the basic tool. Since P = Mult`(P) for any `, it can be reformulated as
follows: A multilinear polynomial is representable if and only if for every
tuple of squares `2, there exist linear polynomials L1, . . . , Lk such that
P = Mult`2(L1 · · · Lk). It is equivalent to say that π`2(P) = π`2(L1 · · · Lk).
Moreover, as seen before this existence does not depend on the tuple `2.
This motivates the following definition.

Definition 5.1. We say that a multilinear polynomial P is factorizable if there
exist a tuple of squares `2 and linear polynomials L1, . . . , Lk such that

P = Mult`2(L1 × · · · × Lk).
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The algorithm heavily relies on the fact that the possibility to factorize
a polynomial modulo I(`2) does not depend on `2. Actually two tuples
are used, 0̄ = (0, . . . , 0) and 1̄ = (1, . . . , 1). To simplify the notations, this
tuples are respectively denoted by 0 and 1, and π0, ρ0 and Mult0 on the
one hand and π1, ρ1 and Mult1 on the other hand are the functions defined
in Section 2.2. In the same way, let

I0 = I(0̄) = 〈x2
1, . . . , x2

m〉 and I1 = I(1̄) = 〈x2
1 + 1, . . . , x2

m + 1〉
and R0 and R1 be defined by analogy.

We shall sometimes write that P is factorizable modulo I for I = I0 or I1
instead of simply factorizable to emphasize the fact that we are working
specifically with the ideal I . Let P be a multilinear polynomial. We define
its linear part Lin(P) as the sum of all its monomials of degree at most 1.
For instance Lin(xyz + xy + x + z + 1) = x + z + 1. Furthermore, we write
∂P/∂xi the partial derivative of P with respect to the variable xi. For a
multilinear polynomial, this equals the quotient in the euclidean division
of P by xi.

To show how to test the factorizability of a multilinear polynomial, we
proceed into two steps. We first show how to test the factorizability of a
polynomial P whose monomial of lowest degree has degree exactly 1 (we
say that P has valuation 1). To this end, we show that P is factorizable if,
and only if, P = Mult0(Lin(P)× 1

αi

∂P
∂xi

) where αixi is a nonzero monomial
of Lin(P) (Lemmas 5.2 and 5.3). The second step proves that given any
multilinear polynomial P, we can compute a polynomial Q of the same
degree whose valuation is 1 such that P is factorizable if, and only if, Q
also. There are two cases, covered by Lemmas 5.4 and 5.5. This will allow
us to describe an algorithm using alternatively those two steps to test
factorizability.

Lemma 5.2. Let P be a multilinear polynomial of valuation 1. If there exists some
linear polynomials L1, . . . , Lk such that

P = Mult0(L1 × · · · × Lk),

then there exist an index j and a constant α such that Lin(P) = αLj.

Proof. Suppose that P = Mult0(L1 · · · Lk) and let Q = L1 · · · Lk. In particu-
lar, Q(0) = 0 and Lin(P) = Lin(Q). Thus there exists j such that Lj(0) = 0.
In other words, Lj is a sum of degree-1 monomials. The linear part of P
being nonzero, the polynomial Q/Lj has a constant coefficient α ∈ F. A
degree-1 monomial of Q is the product of a monomial of Lj by α. This
means that Lin(P) = Lin(Q) = αLj. �

We now prove that we can efficiently test if some linear polynomial L
can appear in the factorization of P modulo I0.

Lemma 5.3. Let P be a multilinear polynomial and L be a linear polynomial
with no constant coefficient, having a nonzero monomial αixi. If there exists a
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multilinear polynomial Q such that P = Mult0(L×Q), then

P = Mult0

(
L× 1

αi

∂P
∂xi

)
.

Proof. Suppose that P = Mult0(L×Q). This means that there exist poly-
nomials p1, . . . , pm such that

P = L×Q + x2
1 p1 + · · ·+ x2

m pm.

Moreover, ∂(x2
j pj)/∂xi = x2

j ∂pj/∂xi for all j. For j = i, this comes from
the fact that ∂x2

i /∂xi = 2xi = 0. Since L contains the monomial αixi,
∂L/∂xi = αi. Therefore,

∂P
∂xi

= αiQ + L
∂Q
∂xi

+
∂p1

∂xi
x2

1 + · · ·+
∂pm

∂xi
x2

m.

Since αi 6= 0, the previous equality can be multiplied by L/αi to obtain

L× 1
αi

∂P
∂xi

= L×Q +
L2

αi

∂Q
∂xi

+
L
αi

(
∂p1

∂xi
x2

1 + · · ·+
∂pm

∂xi
x2

m

)
.

Since L2 is a sum of squares,

Mult0

(
L× 1

αi

∂P
∂xi

)
= Mult0(L×Q) = P.

�

In the second step we prove that given any multilinear polynomial P,
we can find a polynomial Q of valuation 1 such that P is factorizable if,
and only if, Q also. There are two distinct cases. At first, we focus on
full polynomials, that is without zero coefficient. An m-variate multilinear
polynomial is full if it has 2m nonzero monomials. In particular, if every
coefficient equals 1, then the polynomial can be factorized as ∏i(1 + xi). In
the general case, such a factorization does not necessarily exist.

In the following lemma, given a full polynomial, a new polynomial is
produced that is either not full, or has less variables. In any case, the
number of monomials decreases.

Lemma 5.4. Let P be a multilinear polynomial over m variables with exactly 2m

monomials. Then there exists a linear polynomial L such that Q
def
= Mult0(P× L)

is nonzero and has less than 2m monomials. Moreover, P is factorizable if, and
only if, Q is factorizable.

Proof. Let xi be any variable of P and L = pixi + p0 where pi is the co-
efficient of xi in P and p0 is its constant coefficient. Then the constant
coefficient of Q is p2

0 and thus Q is nonzero, and the coefficient of xi in Q is
p0 pi + pi p0 = 0. Thus Q has less monomials than P.

By definition, Q is factorizable if P also. Moreover, Mult0(L× Q) =
Mult0(L2 × P) = Mult0(p2

0P) = p2
0P since P is multilinear. Thus if Q is

factorizable, then so is P. �
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It remains to deal with the case where P does not possess all the possible
monomials. In this lemma, we consider the ideal I1 instead of I0 as before.

Lemma 5.5. Let P be a multilinear polynomial over m variables with at most

(2m − 1) monomials. Then there exists a primitive monomial xα such that Q
def
=

Mult1(xα × P) has valuation 1. Moreover, P is factorizable if, and only if, Q is
factorizable.

Proof. If P already has valuation 1, we can take α = (0, . . . , 0).
If P has valuation greater than 1, let xβ be a nonzero primitive monomial

of P of minimal degree. Let i be some index such that βi 6= 0 and define
xα = xβ/xi. Then Mult1(xαxβ) = xi. Moreover, Mult1(xαxγ) = 1 if, and
only if, α = γ. Since deg xα < deg xβ, the coefficient of xα in P is zero.
Thus xα satisfies the lemma.

If P has valuation 0, let xα be a primitive monomial of minimal degree
whose coefficient in P is zero. Such a monomial exists since P has at
most (2m − 1) monomials. Then Mult1(xα × P) has no constant coefficient.
Furthermore, by the minimality of xα, every monomial of smaller degree
has a nonzero coefficient in P. This is in particular the case of the monomials
xα/xi for every variable xi that divides xα. Since Mult1(xα(xα/xi)) = xi,
xα satisfies the lemma.

To finish the proof, we remark that Mult1(xαQ) = Mult1((xα)2P) = P.
Therefore, P is factorizable if and only if Q is factorizable. �

For the proof of the next corollary, one need to remark a simple fact. If a
multilinear polynomial P is representable, then ∂P/∂xi is also representable
for any variable xi. Indeed, suppose that M is an SDR of P with each
variable appearing at most once on the diagonal. Suppose that Mjj = xi.
Then the determinant of the matrix obtained by removing the row and
column j from M equals ∂P/∂xi.

Corollary 5.6. Let P ∈ F[x1, . . . , xm] be a multilinear polynomial and G/F a
field extension. If P has an SDR with entries in G∪ {x1, . . . , xm}, then it has an
SDR with entries in F∪ {x1, . . . , xm}.
Proof. Let us first consider G as the base field. By Theorem 4.10, P is
representable if, and only if, it is factorizable. Using Lemmas 5.4 and 5.5,
one can suppose that P has valuation 1. Moreover, using Lemmas 5.2
and 5.3 and the remark before the corollary, one can deduce that P is
representable if, and only if, P = Mult0(Lin P × 1

αi

∂P
∂xi

) and ∂P/∂xi is
representable.

Now, ∂P/∂xi is a polynomial with coefficients in F, which has an SDR
with entries in G ∪ {x1, . . . , xm}. Moreover, it has one variable less than
P. Therefore, we can prove the corollary by induction on the number of
variables. �

5.2. An algorithm for factorizability. The previous lemmas yield a poly-
nomial time algorithm to decide whether some polynomial P is factorizable.
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We first give an algorithm Preparation (Algorithm 3) corresponding to
Lemmas 5.4 and 5.5.

Algorithm 3: Preparation(P)
Input: A multilinear polynomial P
Output: A multilinear polynomial Q of valuation 1 or linear

1 if P is linear then return P
// Lemma 5.4

2 else if P is full then
3 xi ← some variable of P
4 pi ← coefficient of xi in P
5 p0 ← constant coefficient of P
6 P← Mult0(P× (pixi + p0))
7 return Preparation(P)
8 // Lemma 5.5
9 else if P has valuation 0 then

10 xα ← minimal monomial with a zero coefficient in P
11 return Mult1(xαP)
12 else if P has valuation > 1 then
13 xα ← minimal monomial of P, divided by one of its variables
14 return Mult1(xαP)
15 else return P

Lemma 5.7. Let P ∈ F[x1, . . . , xm] be a multilinear polynomial. Then Q =
Preparation(P) is either linear, or has valuation 1. Moreover, P is factorizable
if and only if Q also.

The algorithm runs in time polynomial in the number of variables and the
number of monomials of P.

Proof. The correctness is ensured by Lemmas 5.4 and 5.5. We only have to
prove its termination and the running time estimate. There is a recursive
call when P is full. From Lemma 5.4, Mult0(P × (p0xi + pi)) then has
at most (2m − 1) monomials. Either this new polynomial is full, but the
number of variables decreased, or the condition “ f is full” is not satisfied
anymore and there is no new recursive call. Therefore, the number of
recursive calls is bounded by the number of variables. This proves both the
termination and the complexity analysis. �

Let us now describe the algorithm IsFactorizable (Algorithm 4) corre-
sponding to Lemmas 5.2 and 5.3.

Theorem 5.8. Let P ∈ F[x1, . . . , xm] be a multilinear polynomial. Then IsFactorizable(P)
answers True if, and only if, P is factorizable.

The algorithm runs in time polynomial in the number m of variables and the
number of monomials of P.
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Algorithm 4: IsFactorizable(P)
Input: A multilinear polynomial P
Output: Is P factorizable?

1 P← Preparation(P)
2 if P is linear then return true

3 else
// Lemma 5.2 & 5.3:

4 αixi ← some nonzero monomial of Lin(P)
5 P0 ← ∂P

∂xi

6 if P = Mult0(
1
αi

Lin(P)× P0) then
7 return IsFactorizable(P0)
8 else
9 return False

Proof. The correctness follows from Lemmas 5.2 and 5.3. The termination
is ensured by the fact that ∂P/∂xi has less variables than P. This bounds
the number of iterations by m. �

5.3. An algorithm for the representation. Algorithm 4 only tells us if a
polynomial is factorizable, but does not give us a factorization. The reason
for this is that we change several times the ideal we are working with.
Nevertheless, we proved in Section 4.3 that given the factorization of a
multilinear polynomial modulo some ideal I , we can find a symmetric
matrix representing the polynomial. We use this in the following to show
how to modify Algorithm 4 in order to get a Symmetric Determinantal
Representation. Using the results of Section 4.1, we are then able to factorize
any factorizable multilinear polynomial modulo any ideal I .

Lemma 5.9. Given two SDRs MP and MQ of two multilinear polynomials P
and Q respectively, one can build an SDR Mergeb(MP, MQ) of Multb(P×Q)
(b ∈ {0, 1}) in time polynomial in the dimensions of MP and MQ.

Proof. The algorithm is based on Lemma 4.9. Let N be the block-diagonal
matrix made of MP and MQ. Clearly, this matrix represents P×Q. Using
Lemma 4.9, a matrix N′ is built such that each variable appears at most once
on the diagonal and such that det N′ = P×Q. Then Mergeb(MP, MQ) =
Multb(N′) represents Multb(P×Q). �

Theorem 5.10. There is an algorithm SymDet that given as input a multilinear
polynomial P ∈ F[x1, . . . , xm] in sparse representation returns an SDR of P if one
exists. This algorithm runs in time polynomial in m and the number of monomials.

Proof. The algorithm SymDet is made of two steps. The first one is a
modification of the algorithm IsFactorizable such that it returns a list
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of factors instead of True when P is factorizable. The second one is the
construction of an SDR of P from this list of factors, using the algorithm
Merge of Lemma 5.9.

In algorithms Preparation and IsFactorizable, to test if P is factor-
izable, it is written as P = Multb(L × Q) where L is either linear or a
monomial and b ∈ {0, 1}, and then one tests whether Q is factorizable.
These algorithms are modified to retain the couples (L, b) each time such an
operation is performed. More precisely, we add a global variable L of the
form (L, b). Let us now describe how Preparation and IsFactorizable

modify this variable.
In Preparation, Line 7, the couple ((p0xi + pi)/p2

i , 0) is added to L.
Indeed, a recursive call is performed with the polynomial Q = Mult0(P×
(p0xi + pi)). But Mult0(Q× (p0xi + pi)/p2

i ) = Mult0(P× (p2
0x2

i + pi)
2/p2

i ) =
P. In the same way, the couple (xα, 1) is added to L at Lines 11 and 14. To
finish, the couple (Lin( f )/αi, 0) is added to L at Line 7 of IsFactorizable.

When IsFactorizable answers True, then P is linear. Instead of this
answer, the new algorithm adds the couple (P, 0) to L (the bit 0 is ar-
bitrary and unused) and returns L. At this stage, we have a list L of
couples (L1, b1), . . . , (Lk, bk). Let Pk = Lk and for i from (k − 1) down
to 1, Pi = Multbi(Li × Pi+1). From the construction of L, P = P1. An
SDR for P is built as follows: For all i, an SDR Ni of Li is built using
Proposition 3.3. Then, let Mk = Nk and for i from (k − 1) down to
1, let Mi = Mergebi(Ni, Mi+1). If det(Mi+1) = Pi+1 and det(Ni) = Li,
Lemma 5.9 shows that det(Mi) = Pi. To conclude, the algorithm returns
M = M1.

The running time of the algorithm is controlled by the running times of
Preparation, IsFactorizable, and Merge. �

6. A characteristic-free result: Alternating Determinantal

Representations

Symmetric matrices correspond to symmetric bilinear forms. We saw
that in this context, there is a big difference depending on whether the
characteristic of the underlying field is 2 or not. As explained to us by
Mathieu Florence [7], the related notion of alternating forms is known to
be characteristic-free. An alternating form is a bilinear form ϕ : V ×V → F
such that such that ϕ(v, v) = 0 for any v in the vector space V. The
matrix associated to alternating forms are the anti-symmetric matrix with
zero diagonal entries. Hence, we should expect an homogeneous result
concerning Alternating Determinantal Representations. It turns out to be
the case:

Theorem 6.1. Let F be some field and P ∈ F[x1, . . . , xm] be a polynomial. Then,
P can be written as the determinant of an alternating matrix with entries in
F∪ {x1, . . . , xm} if, and only if, P is a square.
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Proof. Let P be the determinant of an alternating matrix M with entries
in F ∪ {x1, . . . , xm}. If we consider M as a matrix over the commutative
ring F[x1, . . . , xm], we see that P = det M is the square of the Pfaffian of M
which is an element of F[x1, . . . , xm] ([11] XV, §9, page 588).
Conversely, let P = Q2 be the square of an element of F[x1, . . . , xm].
As proved in [18], there exists a square matrix N with entries in F ∪
{x1, . . . , xm} such that det N = Q. The matrix

M =

(
0 N
−NT 0

)
is alternate and satisfies det M = (det N)2 = Q2 = P. �

7. Concluding remarks

We proved in this paper that in characteristic 2, some polynomials do not
admit any SDR. In the case of multilinear polynomials, we gave a complete
characterization as well as algorithms to deal with these representations.
We discovered some tight relations between the ability to find an SDR and
to factorize the polynomial modulo some square polynomials. Thus we
showed that the factorization in these quotient rings can be performed in
polynomial time.

The main remaining open question is of course to get a full characteriza-
tion of representable polynomials.

Conjecture. A polynomial P ∈ F[x1, . . . , xm] is representable if, and only if, for
some (equivalently any) tuple of squares ` ∈ Fm, Multξ P is factorizable modulo
I(`) into linear polynomials L1, . . . , Lk ∈ F[ξ1, . . . , ξm][x1, . . . , xm].

An example of problematic polynomial is x2
1 + x1x2 + x1x3 + x2x3. In-

deed, it can be factorized as (x1 + x2)(x1 + x3). But once the projection
modulo Iξ is made, it is not so clear anymore how it can be factorized. One
idea could be first to factorize the polynomial and then apply our results
to each factor. Yet it is not clear whether this strategy can work.

If the conjecture can be proved, or if some other characterization of the
same kind can be found, it would also remain to see if the algorithms
designed for multilinear polynomials can be extended to the general case.
Once again, the main difficulty is to deal with the fact that our algorithms
use inverse of elements.

Even for multilinear polynomials, some questions remain. For instance,
it could be interesting to make a quantitative study to know how many
polynomials have SDRs. For instance, all polynomials in 2 variables are
representable, and it seems that the proportion decreases as the number of
variables increases.

The factorization algorithm we gave takes as input a polynomial in
sparse representation. It could also be interesting to see whether some
efficient algorithms can be designed for polynomials given as formulas or
weakly-skew circuits as in [8].
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