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Chapter 1

Introduction

In these notes we will consider the asymptotics of the empirical measure of random
matrices, or more generally the trace of functions in random matrices. For instance, we
will consider a Wigner matrix XN , that is a N×N matrix so that XN = X∗N with i.i.d
entries (XN(i j))1≤i≤ j≤N with law µ (on the real line or the complex plan), independent
from the i.i.d entries (XN(ii))1≤i≤N with law ν on the real line. As a self-adjoint matrix,
its eigenvalues (λ1, . . . ,λN) are real. We shall wonder about the asymptotics of the
spectral measure

LN =
1
N

N∑
i=1

δ
λi/
√

N

and more precisely

• Derive the asymptotics of E[
∫

f (x)dLN(x)],

• Study the central limit theorem for the random variable
∫

f (x)dLN(x)

• Study the large deviations from this limit in the case of Gaussian entries (GOE/GUE)

We will then start going on even finer analysis which is specific to random matrices,
that is large dimension expansion, which was shown to be a “topological expansion
” by ’thooft and Brézin-Parisi-Itzykson and Zuber. More precisely, if XN follows the
GUE law, then we have

E[
1
N

trX p
N ] =

∑
p≥0

1
N2g M(g, p)

where M(g, p) are integer numbers that counts the number of maps with genus g with
one vertex of degree p. Maps are graphs which can be properly embedded (that is so
that edges do not cross) into a surface with given genus, and its genus is the minimal
genus of such a surface. This expansion was shown to hold at list formally on a much
greater generality if one adds a potential. Namely, let V (x) =

∑
tixi and consider the

law
dµV

N(X) =
1

ZV
N

exp{NTr(V (X))}dµN(X)
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with µN the law of the GUE. Then, at least as formal expansion we have the equality∫
1
N

trX pdµV
N(X) =

∑
g≥0

1
N2g

∑
ni≥0

∏ tni
i

ni!
M(g, p,n1, . . . ,np)

where M(g, p,n1, . . . ,np) is the number of maps with genus g build on on vertex of
degree p, and ni vertices of degree i. We shall prove that this expansion can be turned
into an asymptotic expansion following a joint work with Gaetan Borot [28].

This combinatorial link was used in [32] to indeed enumerate planar maps (that is
connected graphs which can be properly embedded into the sphere) build on vertices
with degree 3, that is triangulations of the sphere. It turns out in fact that considering
the same type of enumeration but with several matrices is even more fruitful and allows
to enumerate many topological objects. Indeed, several matrix models are related with
the enumeration of colored maps which are extremly rich objects. We shall also tackle
the topological expansion of several matrix models.

In a last part of the course we shall consider diverse generalizations. They can
take different directions. First one can try to build matrix models to enumerate a given
combinatorial object. We can think about loop models for instance, but more intricated
models can be related to discrete objects such as plane partitions [54] or to topolog-
ical strings [13]. Another question is whether non Gaussian matrix models can also
exhibit such a topological expansion. A natural candidate is the Haar measure on the
unitary group. Surprisingly it turns out that at list at first order we also have a kind of
topological expansion [42]. For instance, if Ai are matrices so that

1
N

Tr(P(Ai,1≤ i≤ n))

converges for all polynomial P, if V is a polynomial function so that V (U,U∗,Ai,1 ≤
i≤ N) is self-adjoint, for t real small enough

1
N2 log

∫
etNTrV (U,U∗,Ai,1≤i≤N)dU

converges as N goes to infinity. Furthermore, the limit is a converging series in t whose
coefficients are integer numbers that can be determined as the enumeration of some
planar maps. This applies in particular for the so-called Harich-Chandra–Itzykson-
Zuber integral

1
N2 log

∫
etNTr(UAU∗B)dU .



Chapter 2

Wigner matrices: generalities

2.1 Wigner’s theorem
We consider in this section an N×N matrix XN with real or complex entries such that(

XN
i j,1≤ i≤ j ≤ N

)
are independent and XN is self-adjoint; XN

i j = XN
ji. We assume

further that
E[XN

i j] = 0, lim
N→∞

max1≤i, j≤N |NE[|XN
i j|2]−1|= 0.

We shall show that the eigenvalues (λ1, · · · ,λN) of XN satisfy the almost sure conver-
gence

lim
N→∞

1
N

N∑
i=1

f (λi) =

∫
f (x)dσ(x) (1)

where f is a bounded continuous function or a polynomial function, when the entries
have some finite moments properties. σ is the semi-circular law

σ(dx) =
1

2π

√
4− x21|x|≤2dx.

We shall prove this convergence for polynomial functions and rely on the fact that for
all k ∈ N,

∫
xkdσ(x) is null when k is odd and given by the Catalan number Ck/2 when

k is even. Deducing (1) from moment convergence is done in section 2.2.

2.1.1 Wigner’s theorem
In this section, we use the same notation for complex and for real entries since both
cases will be treated at once and yield the same result. The aim of this section is to
prove

Theorem 1. [Wigner’s theorem [104]] Assume that for all k ∈ N,

Bk := sup
N∈N

sup
i j∈{1,··· ,N}2

E[|
√

NXN
i j|k]< ∞. (2)
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Then,

lim
N→∞

1
N

tr
(
(XN)k

)
=

{
0 if k is odd,
C k

2
otherwise,

where the convergence holds in expectation and almost surely. (Ck)k≥0 are the Catalan
numbers;

Ck =

(
2k
k

)
k+1

.

The Catalan number Ck will appear here as the number of non-crossing pair parti-
tions of 2k elements. Namely, recall that a partition of the (ordered) set S := {1, · · · ,n}
is a decomposition

π = {V1, · · · ,Vr}

such that Vi∩Vj = /0 if i 6= j and ∪Vi = S. The Vi,1≤ i≤ r are called the blocks of the
partition and we say that p ∼π q if p,q belong to the same block of the partition π. A
partition π of {1, · · · ,n} is said to be crossing if there exist 1≤ p1 < q1 < p2 < q2 ≤ n
with

p1 ∼π p2 6∼π q1 ∼π q2.

It is non-crossing otherwise. We give as an exercise to the reader to prove that Ck as
given in the theorem is exactly the number of non-crossing pair partitions of {1,2, · · · ,2k}.
Proof. We start the proof by showing the convergence in expectation, for which the
strategy is simply to expand the trace over the matrix in terms of its entries. We then
use some (easy) combinatorics on trees to find out the main contributing term in this
expansion. The almost sure convergence is obtained by estimating the covariance of
the considered random variables.

1. Expanding the expectation.

Setting YN =
√

NXN , we have

E
[

1
N

tr
(
(XN)k

)]
=

N∑
i1,··· ,ik=1

N−
k
2−1E[Yi1i2Yi2i3 · · ·Yiki1 ] (3)

where Yi j,1 ≤ i, j ≤ N, denote the entries of YN (which may eventually depend
on N). We denote i = (i1, · · · , ik) and set

P(i) := E[Yi1i2Yi2i3 · · ·Yiki1 ].

By (2) and Hölder’s inequality, P(i) is bounded uniformly by Bk, independently
of i and N. Since the random variables (Yi j, i≤ j) are independent and centered,
P(i) equals zero unless for any pair (ip, ip+1), p ∈ {1, · · · ,k}, there exists l 6= p
such that (ip, ip+1) = (il , il+1) or (il+1, il). Here, we used the convention ik+1 =
i1. To find more precisely which set of indices contributes to the first order in the
right hand side of (3), we next provide some combinatorial insight into the sum
over the indices.
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2. Connected graphs and trees.

V (i) = {i1, · · · , ik} will be called the vertices. An edge is a pair (i, j) with
i, j ∈ {1, · · · ,N}2. At this point, edges are directed in the sense that we dis-
tinguish (i, j) from ( j, i) when j 6= i and we shall precise later when we consider
undirected edges. We denote by E(i) the collection of the k edges (ep)

k
p=1 =

(ip, ip+1)
k
p=1 .

We consider the graph G(i) = (V (i),E(i)). G(i) is connected since there exists
an edge between any two consecutive vertices. Note that G(i) may contain loops
(i.e cycles, for instance edges of type (i, i)) and multiple undirected edges.

The skeleton G̃(i) of G(i) is the graph G̃(i) =
(
Ṽ (i), Ẽ(i)

)
where vertices in V (i)

appears only once, edges in E(i) are undirected and appear at most once.

In other words, G̃(i) is the graph G(i) where multiplicities and orientation have
been erased. It is connected, as is G(i).

i(1)=i(21)

i(5)=i(10)

i(4)=i(6) i(9)=i(11)

i(14)

i(3)=i(7)

i(2)=i(8)=i(12)=i(20)

$i(13)=i(15)=i(17)=i(19)

i(16)=i(18)

Figure 2.1: Figure of G(i) (in dash) versus G̃(i) (in bold), |Ẽ(i)|= 9, |Ṽ (i)|= 9

We now state and prove a well known inequality concerning undirected con-
nected graphs G = (V,E). If we let, for a discrete finite set A, |A| be the number
of its distinct elements, we have the following inequality

|V | ≤ |E|+1. (4)

Let us prove this inequality as well as the fact that equality implies that G is a
tree. This relation is straightforward when |V | = 1 and can be proven by induc-
tion as follows. Assume |V | = n and consider one vertex v of V . This vertex is
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contained in l ≥ 1 edges of E which we denote (e1, · · · ,el). The graph G then de-
composes into (v,e1, · · · ,el) and r≤ l undirected connected graphs (G1, · · · ,Gr).
We denote G j = (Vj,E j) for j ∈ {1, · · · ,r}. We have

|V |−1 =

r∑
j=1

|Vj|, |E|− l =
r∑

j=1

|E j|.

Applying the induction hypothesis to the graphs (G j)1≤ j≤r gives

|V |−1 ≤
r∑

i=1

(|E j|+1)

= |E|+ r− l ≤ |E| (5)

which proves (4). In the case where |V | = |E|+ 1, we claim that G is a tree,
namely does not have loop. In fact, for the equality to hold, we need to have
equalities when performing the previous decomposition of the graph, a decom-
position which can be reproduced until all vertices have been considered. If the
graph contains a loop, the first time that we erase a vertex of this loop when per-
forming this decomposition, we will create one connected component less than
the number of edges we erased and so a strict inequality occurs in the right hand
side of (5) (i.e. r < l).

3. Convergence in expectation.

Since we noticed that P(i) equals zero unless each edge in E(i) is repeated at list
twice, we have that

|Ẽ(i)| ≤ 2−1|E(i)|= k
2
,

and so by (4) applied to the skeleton G̃(i) we find

|Ṽ (i)| ≤ [
k
2
]+1

where [x] is the integer part of x. Thus, since the indices are chosen in {1, · · · ,N},
there are at most N[ k

2 ]+1 indices which contribute to the sum (3) and so we have∣∣∣∣E[ 1
N

tr
(
(XN)k

)]∣∣∣∣ ≤ BkN[ k
2 ]−

k
2 .

where we used (2). In particular, if k is odd,

lim
N→∞

E
[

1
N

tr
(
(XN)k

)]
= 0.

If k is even, the only indices which will contribute to the first order asymptotics
in the sum are those such that

|Ṽ (i)|= k
2
+1,
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since the other indices will be such that |Ṽ (i)| ≤ k
2 and so will contribute at

most by a term N
k
2 BkN−

k
2−1 = O(N−1). By the previous considerations, when

|Ṽ (i)|= k
2 +1, we have that

(a) G̃(i) is a tree,

(b) |Ẽ(i)|= 2−1|E(i)|= k
2 and so each edge in E(i) appears exactly twice.

We can explore G(i) by following the path P of edges i1→ i2→ i3 · · · → ik→ i1.
Since G̃(i) is a tree, G(i) appears as a fat tree where each edge of G̃(i) is repeated
exactly twice. We then see that each pair of directed edges corresponding to the
same undirected edge in Ẽ(i) is of the form {(ip, ip+1),(ip+1, ip)} (since other-
wise the path of edges has to form a loop to return to i0). Therefore, for these
indices, P(i) = E[|

√
NXN

i j |2]
k
2 = 1 does not depend on i.

Finally, observe that G(i) gives a pair partition of the edges of the path P (since
each undirected edges have to appear exactly twice) and that this partition is
non crossing (as can be seen by unfolding the path keeping track of the pairing
between edges by drawing an arc between paired edges). Therefore we have
proved

lim
N→∞

E
[

1
N

tr
(
(XN)k

)]
= ]{ non-crossing pair partitions of k edges }.

4. Almost sure convergence. To prove the almost sure convergence, we estimate
the variance and then use Borel Cantelli’s lemma. The variance is given by

Var((XN)k) := E
[

1
N2

(
tr
(
(XN)k

))2
]
−E

[
1
N

tr
(
(XN)k

)]2

=
1

N2+k

N∑
i1, . . . , ik = 1
i′1, . . . , i

′
k = 1

[P(i, i′)−P(i)P(i′)]

with
P(i, i′) := E[Yi1i2Yi2i3 · · ·Yiki1Yi′1i′2

· · ·Yi′ki′1
].

We denote G(i, i′) the graph with vertices V (i, i′) = {i1, · · · , ik, i′1, · · · , i′k} and
edges E(i, i′) = {(ip, ip+1)1≤p≤k,(i′p, i

′
p+1)1≤p≤k}. For i, i′ to contribute to the

sum, G(i, i′) must be connected. Indeed, if E(i)∩E(i′) = /0, P(i, i′) = P(i)P(i′).
Moreover, as before, each edge must appear at least twice to give a non zero
contribution so that |Ẽ(i, i′)| ≤ k. Therefore, we are in the same situation as be-
fore, and if G̃(i, i′) = (Ṽ (i, i′), Ẽ(i, i′)) denotes the skeleton of G(i, i′), we have
the relation

|Ṽ (i, i′)| ≤ |Ẽ(i, i′)|+1≤ k+1. (6)

This already shows that the variance is at most of order N−1 (since P(i, i′)−
P(i)P(i′) is bounded uniformly, independently of (i, i′) and N), but we need a
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slightly better bound to prove the almost sure convergence. To improve our
bound let us show that the case where |Ṽ (i, i′)| = |Ẽ(i, i′)|+ 1 = k+ 1 can not
occur. In this case, we have seen that G̃(i, i′) must be a tree since then equality
holds in (6). Also, |Ẽ(i, i′)| = k implies that each edge appears with multiplic-
ity exactly equals to 2. For any contributing set of indices i, i′, G̃(i, i′)∩G(i)
and G̃(i, i′)∩G(i′) must share at least one edge (i.e one edge must appear with
multiplicity one in each of this subgraph) since otherwise P(i, i′) = P(i)P(i′).
This is a contradiction. Indeed, if we explore G̃(i, i′) by following the path
i1 → i2 → ·· · → i1, we see that either each (non-oriented) visited edge appears
twice, which is impossible if G̃(i, i′)∩G(i) and G̃(i, i′)∩G(i′) share one edge,
or it this path makes a loop, which is also impossible since G̃(i, i′) is a tree.
Therefore, we conclude that for all contributing indices,

|Ṽ (i, i′)| ≤ k

which implies

Var((XN)k)≤ pkN−2

with pk a uniform bound on P(i, i′)−P(i)P(i′). Applying Chebychev’s inequal-
ity gives for any δ > 0

P
(∣∣∣∣ 1

N
Tr
(
(XN)k

)
−E

[
1
N

Tr
(
(XN)k

)]∣∣∣∣> δ

)
≤ pk

δ2N2 ,

and so Borel-Cantelli’s lemma implies

lim
N→∞

∣∣∣∣ 1
N

tr
(
(XN)k

)
−E

[
1
N

tr
(
(XN)k

)]∣∣∣∣= 0 a.s.

The proof of the theorem is complete.

Exercise 1. Take for L ∈ N, XN,L the N ×N self-adjoint matrix such that XN,L
i j =

(2L)−
1
2 1|i− j|≤LXi j with (Xi j,1 ≤ i ≤ j ≤ N) independent centered random variables

having all moments finite and E[X2
i j] = 1. The purpose of this exercise is to show that

for all k ∈ N,

lim
L→∞

lim
N→∞

E[
1
N

tr((XN,L)k)] =Ck/2

with Cx null if x is not integer. Moreover, if L(N) ∈ N is a sequence going to infinity
with N so that L(N)/N goes to zero, prove that

lim
N→∞

E[
1
N

tr((XN,L(N))k)] =Ck/2.

If L(N) = [αN], one can also prove the convergence of the moments of XN,L(N). Show
that this limit can not be given by the Catalan numbers Ck/2 by considering the case
k = 2.
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Hint: Show that for k ≥ 2

E[
1
N

tr((XN,L)k)] = (2L)−k/2
∑

|i2−[
N
2 ]|≤L,

|ip+1−ip|≤L,p≥2

E[X[N
2 ]i2
· · ·Xik[

N
2 ]
]+O(N−1).

Then prove that the contributing indices to the above sum correspond to the case where
G(0, i2, ·, ik) is a tree with k/2 vertices and show that being given a tree there are ap-
proximately (2L)

k
2 possible choices of indices i2, · · · , ik.

2.2 Weak convergence of the spectral measure
We now consider weak convergence of the spectral measure rather than convergence in
moments and then weaken the hypothesis on the entries.

Theorem 2. Let (λi)1≤i≤N be the N (real) eigenvalues of XN and define

LXN :=
1
N

N∑
i=1

δλi

to be the spectral measure of XN . LXN belongs to the set P (R) of probability measures
on R. Assume that (2) holds for all k ∈ N. Then, for any bounded continuous function
f ,

lim
N→∞

∫
f (x)dLXN (x) =

∫
f (x)dσ(x) a.s.

Proof. By Weierstrass’ theorem, we can find for any B > 2 and δ > 0, a polynomial
Pδ such that gδ := f −Pδ satisfies

sup
|x|≤B
|gδ(x)| ≤ δ.

Using the previous convergence in moments, one shows that for any q ∈ N,

|
∫
|x|≥B

gδ(x)dLXN (x)| ≤C
∫
|x|≥B

(1+ |x|p)dLXN (x)≤CB−p−2q
∫

[1+ x2(p+q)]dLXN (x)

is as small as wished when N goes to infinity and B > 2 since the right hand side is
then bounded by B−p−2q22(p+q+1) (since σ is supported in [−2,2]) which goes to zero
as p goes to infinity. Consequently,

∣∣∣∣∫ f (x)d(LXN (x)−σ(x))
∣∣∣∣ ≤ ∣∣∣∣∫ Pδ(x)d(LXN (x)−σ(x))

∣∣∣∣
+δ+

∣∣∣∣∣
∫
|x|≥B

( f −Pδ)(x)dLXN (x)

∣∣∣∣∣ (7)

goes to zero as N goes to infinity.
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2.2.1 Relaxation over the number of finite moments
In this section, we relax the assumptions on the moments of the entries while keep-
ing the hypothesis that (XN

i j )1≤i≤ j≤N are independent. The generalization of Wigner’s
theorem to possibly mildly dependent entries can be found for instance in [29]. A
nice, simple, but finally optimal way to relax the assumption that the entries of

√
NXN

possess all their moments, relies on the following observation.

Lemma 2. Let A, B be N×N Hermitian matrices, with eigenvalues λ1(A)≥ λ2(A)≥
. . .≥ λN(A) and λ1(B)≥ λ2(B)≥ . . .≥ λN(B). Then,

N∑
i=1

|λi(A)−λi(B)|2 ≤ tr(A−B)2 .

The proof is left to the reader; an idea is to observe that this inequality means
that the maximum over matrices A,B with a given spectrum of the right hand side is
achieved when the two matrices have the same basis of eigenvectors and more precisely
the k-th eigenvector correspond to the k-th largest eigenvalues of the matrices. This fact
can be shown by induction over the dimension N of the matrices (see [9]).

Corollary 3. Assume that {
√

NXN
i j, i≤ j} are independent, equidistributed with law µ

such that µ(x) = 0, µ(x2) = 1. Then, for any bounded continuous function f

lim
N→∞

∫
f (x)dLXN (x) =

∫
f (x)dσ(x) a.s.

The proof is left to the reader; it amounts to approximate the original matrix
√

NXN

by a matrix
√

NYN with bounded entries in such a way that 1
N tr(XN −YN)2 goes to

zero as N goes to infinity and then use Lemma 2.
Remark. When the entries are not equidistributed, the convergence in probability

can be proved when {
√

NXN
i j, i≤ j} are uniformly integrable. The almost sure conver-

gence can be proved when moments of order four are uniformly bounded for instance.
Remark

Let us remark that if
√

NXN(i j) has no moments of order 2, then the theorem is
not valid anymore (see the heuristics of Cizeau-Bouchaud [40] and rigorous studies in
[105, 17] ). Eventhough under some assumptions the spectral measure of the matrix
XN , once properly normalized, converges, its limit is not the semicircle law but a heavy
tailed law with unbounded support.

2.2.2 Relaxation of the hypothesis on the centering of the entries
A last generalization concerns the hypothesis on the mean of the variables

√
NXN

i j
which, as we shall see, is irrelevant in the statement of Corollary 3. More precisely, we
shall prove that (proof originated from [67])

Lemma 4. Let XN ,Y N be N×N Hermitian matrices for N ∈ N such that YN has rank
r(N). Assume that N−1r(N) converges to zero as N goes to infinity. Then, for any



12

bounded continuous function f with compact support,

limsup
N→∞

|
∫

f (x)dLXN+YN (x)−
∫

f (x)dLXN (x)|= 0.

Proof. We first prove the statement for bounded increasing functions. To this end,
we shall first prove that for any Hermitian matrix ZN , any e ∈ CN , λ ∈ R, and for any
bounded measurable increasing function f ,∣∣∣∣∫ f (x)dLZN (x)−

∫
f (x)dLZN+λee∗(x)

∣∣∣∣≤ 2
N
‖ f‖∞. (8)

We denote by λN
1 ≤ λN

2 · · · ≤ λN
N (resp. ηN

1 ≤ ηN
2 · · · ≤ ηN

N) the eigenvalues of ZN (resp.
ZN +λee∗). By the following theorem due to Lidskii

Theorem 3. [Lidskii] Let A ∈H (2)
N and z ∈CN . We order the eigenvalues of A+

− zz∗ in
increasing order. Then

λk(A
+

−
zz∗)≤ λk+1(A)≤ λk+2(A

+

−
zz∗).

As a consequence, the eigenvalues λi and ηi are interlaced;

λ
N
1 ≤ η

N
2 ≤ λ

N
3 · · · ≤ λ

N
2[N−1

2 ]+1
≤ η

N
2[N

2 ]
.

η
N
1 ≤ λ

N
2 ≤ η

N
3 · · · ≤ η

N
2[N−1

2 ]+1
≤ λ

N
2[N

2 ]
.

Therefore, if f is an increasing function,

N∑
i=1

f (λN
i )≤

N∑
i=2

f (ηN
i )+

1
N
‖ f‖∞ ≤

N∑
i=1

f (ηN
i )+

2
N
‖ f‖∞

but also
N∑

i=1

f (λN
i )= f (λN

1 )+

N∑
i=2

f (λN
i )≥ f (λN

1 )+

N∑
i=2

f (ηN
i−1)a= f (λN

1 )− f (ηN
i )+

N∑
i=1

f (ηN
i )

These two bounds prove (8). We leave the reader extend this result from YN = λee∗

with rank 1 to YN with rank r(N).

By Corollary 3 and Lemma 4, we find that

Corollary 5. Assume that the matrix
(
E[XN

i j]
)

1≤i, j≤N
has rank r(N) so that N−1r(N)

goes to zero as N goes to infinity, and that the variables
√

N(XN
i j −E[XN

i j ]) satisfy the
hypotheses of Corollary 3 and have covariance 1. Then, for any bounded continuous
function f ,

lim
N→∞

∫
f (x)dLXN (x) =

∫
f (x)dσ(x) a.s.

This result holds in particular if E[XN
i j] = xN is independent of i, j ∈ {1, · · · ,N}2, in

which case r(N) = 1. It extends to the case where E[XN
i j] = xN1i6= j + yN1i= j with yN

going to zero as N goes to infinity.
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The last comment is simply due to the fact that
∫

f (x)d(LXN −LXN−yN I goes to zero
by Lemma 2 when yN goes to zero.

2.3 Words in several independent Wigner matrices
In this chapter, we consider m independent Wigner N×N matrices {XN,`,1≤ `≤ m}
with real or complex entries. In other words, the XN,` are self-adjoint random ma-
trices with independent entries

(
XN,`

i j ,1≤ i≤ j ≤ N
)

above the diagonal which are

centered and with variance one. Moreover, the
(

XN,`
i j ,1≤ i≤ j ≤ N

)
1≤`≤m

are in-

dependent. We shall generalize Theorem 4 to the case where one considers words in
several matrices, that is show that N−1tr

(
XN,`1XN,`2 · · ·XN,`k

)
converges for all choices

of `i ∈ {1, · · · ,m} and give a combinatorial interpretation of the limit. We generalize
Theorem 1 to the context of several matrices as a first step towards part 4. Let us first
describe the combinatorial objects that we shall need.

2.3.1 Partitions of colored elements

Because we now have m different matrices, the partitions which will naturally show up
are partitions of elements with m different colors; in the following, each ` ∈ {1, · · · ,m}
will be assigned a color, said ’color `’. Also, because matrices do not commute, the
order of the elements is important. This leads us to the following definition.

Definition 6. Let q(X1, · · · ,Xm) = X`1X`2 · · ·X`k be a monomial in m non-commutative
indeterminates.

We define the set S(q) associated with q as the set of k colored points on the real
line so that the first point has color `1, the second one has color `2 till the last one which
has color `k.

NP(q) is the set of non-crossing pair partitions of S(q) such that two points of S(q)
can not be in the same block if they have different colors.

Note that S defines a bijection between non-commutative monomials and set of
colored points on the real line (i.e ordered set of points).

2.3.2 Voiculescu’s theorem

The aim of this chapter is to prove that if {XN,`,1≤ `≤m} are m independent Wigner
matrices such that

E[XN,`
i j ] = 0,∀1≤ i, j ≤ N,1≤ `≤ m, lim

N→∞
max1≤i, j≤N |NE[|XN,`

i j |
2]−1|= 0

Theorem 4. [Voiculescu [102]] Assume that for all k ∈ N,

Bk := sup
1≤`≤m

sup
N∈N

sup
i j∈{1,··· ,N}2

E[|
√

NXN,`
i j |

k]< ∞. (9)
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Then, for any ` j ∈ {1, · · · ,m},1≤ j ≤ k,

lim
N→∞

1
N

tr
(

XN,`1XN,`2 · · ·XN,`k
)
= σ

m(X`1 · · ·X`k)

where the convergence holds in expectation and almost surely. σm(X`1 · · ·X`k) is the
number |NP(X`1 · · ·X`k)| of non-crossing pair partitions of S(X`1 · · ·X`k).

Remark 7. σm, once extended by linearity to all polynomials, is called the law of m
free semi-circular variables.

Proof. The proof is very close to that of Theorem 1 and is left to the reader. The only
point is to notice that the main contribution is again given by indices described by non-
crossing partitions but that now these partitions come with a weight given by a product
of covariances which vanishes when edges of different colors have been paired.

Exercise 8. The next exercise concerns a special case of what is called ’Asymptotic
freeness’ and was proved in greater generality by D. Voiculescu.

Let (XN
i j,1 ≤ i ≤ j ≤ N) be independent real variables and consider XN the self-

adjoint matrix with this entries. Assume

E[XN
i j] = 0 E[(

√
NXN

i j)
2] = 1 ∀i≤ j.

Assume that for all k ∈ N,

Bk = sup
N∈N

sup
i j∈{1,··· ,N}2

E[|
√

NXN
i j|k]< ∞ (10)

Let DN be a deterministic diagonal matrix such that

sup
N∈N

maxi≤ j|DN
ii |< ∞ lim

N→∞

1
N

tr((DN)k) = mk for all k ∈ N

Show that

1.
lim

N→∞
E[

1
N

tr(DN(XN)k)] =Ck/2m1

2. Prove that
lim

N→∞
E[

1
N

tr((DN)l1(XN)k1(DN)l2(XN)k2)]

=Ck1/2Ck2/2(ml1+l2 −ml1 ml2)+C(k1+k2)/2ml1ml2

3. (more difficult)Prove in general that

E[
1
N

tr
(
((DN)l1 − 1

N
tr(DN)l1

)(
(XN)k1 −E[

1
N

tr(XN)k1 ]

)

· · ·
(
(DN)lp − 1

N
tr(DN)lp

)(
(XN)kp −E[

1
N

tr(XN)kp ]

)
]

goes to zero as N goes to infinity for any integer numbers l1, · · · , lp,k1, · · · ,kp.
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Hint: Expand the trace in terms of a weighted sum over the indices and show that the
main contribution comes from indices whose associated graph is a tree. Conditionning
on the tree, average out the quantities in the DN and conclude (be careful that the DN’s
can come with the same indices but show then that the main contribution comes from
independent entries of the (XN)k

ii)’s because of the tree structure).

2.4 The case of heavy tails random matrices
In the case where the entries have no finite second moment, we can not a priori use
moment strategy except if we add a cutoff. This idea was developped by Zakharevich
[105] and we shall briefly sketch her result and in particular stress why we are not
anymore in the domain of universality of the semicircle law. So let XN

i j,1≤ i≤ j ≤ N
be independent with a symmetric heavy tail law, that is

P
(
|XN

i j| ≥ t
)
' L(t)t−α

with a slowly varying function L and α < 2. Then, set

XN,B
i j = 1|XN,B

i j |≤BN1/αXN,B
i j

and let us consider the symmetric matrix XN,B with entries XN,B
i j . Observe that for

p≥ 1
E[(XN,B

i j )2p]∼C(p)B2pN2p/αN−1 .

Hence, we find that if G′ denotes a skeleton (that is a rooted connected graph with
simple non-oriented edges) with less than p edges and P the set of rooted loops on
G′ with length 2p so that if m(P,e) denotes the number of times that the path P goes
through the edge e of G′, m(P,e)≥ 2 then

E[
1
N

tr((N−1/αXN,B)2p] =
∑

G′=(V ′,E ′)

N|V
′|−|E ′|−1

∑
P

∏
e∈E ′

(NE[(
X11

N1/α
)m(e)])

∼
∑

G′=(V ′,E ′) rooted tree

∑
P

∏
e∈E ′

NEC(m(e))B2m(e)

where we have used that the main contribution comes from connected graphs so that

|V ′|= |E ′|+1

that is trees.

2.5 Central limit theorem
In the previous section, we proved Wigner’s theorem by evaluating

∫
xpdLAN (x) for

p ∈ N. We shall push this computation one step further here and prove a central limit
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theorem. Namely, setting ∫
xkdLAN (x) := E[

∫
xkdLAN (x)],

we shall prove that

MN
k := N

(∫
xkdLAN (x)−

∫
xkdLAN (x)

)
=

N∑
i=1

(
λ

k
i −E[λk

i ]
)

converges in law to a centered Gaussian variable. Since in chapter 4 we shall give a
complete and detailed proof of the central limit theorem in the case of Gaussian entries
with a weak interaction, we will be rather sketchy here. We refer to [10] for a complete
and clear treatment and [9] for a simplified exposition of the full proof of the theorem
we state below. To simplify, we assume here that AN is a Wigner matrix with

AN
i j =

Bi j√
N
,

where (Bi j,1≤ i≤ j≤N) are independent real equidistributed random variables. Their
marginal distribution µ has all moments finite (in particular (2) is satisfied) and satisfies∫

xdµ(x) = 0 and
∫

x2dµ(x) = 1.

We shall show why the following statement holds.

Theorem 5. Let

σ
2
k = k2[C k−1

2
]2 +

k2

2
[C k

2
]2[

∫
x4dµ(x)−1]+

∞∑
r=3

2k2

r

 ∑
ki≥0

2
∑r

i=1 ki=k−r

r∏
i=1

Cki


2

,

In this formula, Cx equals zero if x is not an integer and otherwise is equal to the
Catalan number.

Then, MN
k converges in moments to the centered Gaussian variable with variance

σ2
k , i.e., for all l ∈ N,

lim
N→∞

E
[
(MN

k )
l
]
=

1√
2πσk

∫
xle
− x2

2σ2
k dx.

Remark. Unlike the standard central limit theorem for independent variables, the
variance here depends on µ(x4).
Outline of the proof.

• We first prove that the statement is true when l = 2. ( It is clearly true for k = 1
since AN

k is centered.) We thus want to show

σ
2
k = lim

N→∞
E
[
(MN

k )
2] . (11)
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Below (6), we proved that E
[
(AN

k )
2
]

is bounded, uniformly in N. Furthermore,
we can write

E
[
(MN

k )
2]= 1

Nk

∑
i,i′

[P(i, i′)−P(i)P(i′)]

where the sum over i, i′ will hold on graphs G̃(i, i′) = (Ṽ (i, i′), Ẽ(i, i′)) so that

|Ṽ (i, i′)| ≤ k, |Ẽ(i, i′)| ≤ k.

Since [P(i, i′)−P(i)P(i′)] is uniformly bounded, the only contributing graphs to
the leading order will be those for which |Ṽ (i, i′)| = k. Then, since we always
have |Ṽ (i, i′)| ≤ |Ẽ(i, i′)|+1, we have two cases :

• |Ẽ(i, i′)|= k−1 in which case the skeleton G̃(i, i′) will again be a tree but with
one edge less than the total number possible; this means that one edge appears
with multiplicity four and belongs to Ẽ(i)∩ Ẽ(i′), the other edges appearing with
multiplicity 2. Hence, the graphs of Ẽ(i) and Ẽ(i′) are both trees (which implies
that k is even); there are C2

k
2

such trees, and they are glued by a common edge, to

choose among k
2 edges in each of the tree. Finally, there are two possible choice

to glue the two trees according to the orientation. Thus, there are

2(
k
2
)2C2

k
2
= (

k2

2
)C2

k
2

such graphs and then

P(i, i′)−P(i)P(i′) =
∫

x4dµ(x)−1.

We hence obtain the contribution ( k2

2 )C
2
k
2
(
∫

x4dµ(x)−1) to the variance.

• |Ẽ(i, i′)|= k. In this case, the graph is not a tree anymore and because |Ẽ(i, i′)|−
|Ṽ (i, i′)|= 1, it contains exactly one cycle. This can be seen either by closer in-
spection of the arguments given after (4) or by using the formula which relates
the genus of a graph and its number of vertices, faces and edges;

]vertices+ ]faces− ]edges = 2−2g≤ 2

The faces are defined by following the boundary of the graph; each of these
boundaries are exactly one cycle of the graph except one (since a graph has
always one boundary) and therefore

]faces = 1+ ]cycles.

So we get, for a connected graph with skeleton (Ṽ , Ẽ),

|Ṽ | ≤ |Ẽ|+1− ]cycles (12)

In our case, ]vertices = ]edges = k and ]cycles≥ 1 (since the graph is not a tree),
which implies that ]cycles = 1. Counting the number of such graphs completes
the proof of the convergence of E

[
(MN

k )
2
]

to σ2
k (see [10] for more details).



18

• Convergence to the Gaussian law.

We next show that MN
k is asymptotically Gaussian. This amounts to prove that

limN→∞E[(MN
k )

2l+1] = 0 whereas

lim
N→∞

E[(MN
k )

2l ] = ]{number of pair partitions of 2l elements} × σ
2l
k .

Again, we shall expand the expectation in terms of graphs and write for l ∈ N,

E[(MN
k )

l ] =
1

N
kl
2

∑
i1,··· ,il

P(i1, · · · , il)

with P(i1, · · · , il) given by

= E[
(

Bi11i12
· · ·Bi1k i11

−E[Bi11i12
· · ·Bi1k i11

]
)
· · ·
(

Bil1il2
· · ·Bilkil1

−E[Bil1il2
· · ·Bilkil1

]
)
].

We denote by G(i1, · · · , il)= (V (i1, · · · , il),E(i1, · · · , il)) the corresponding graph;
V (i1, · · · , il) = {i j

n,1 ≤ j ≤ l,1 ≤ n ≤ k} and E(i1, · · · , il) = {(i j
n, i

j
n+1),1 ≤ j ≤

l,1 ≤ n ≤ k} with the convention i j
l+1 = i j

1. As before, P(i1, · · · , il) equals zero
unless each edge appears with multiplicity 2 at least. Also, because of the cen-
tering, it vanishes if there exists a j ∈ {1, · · · , l} so that E(i1, · · · , il)∩E(i j) does
not intersect E(i1, · · · , i j−1, i j+1, · · · , il). Let us decompose G(i1, · · · , il) into its
connected components (G1, · · · ,Gc). We claim that

|V (i1, · · · , il)| ≤ c− l +[
l(k+1)

2
]. (13)

This type of bound is rather intuitive; if a connected component Gi contains

G(i j1), · · · ,G(i jp), each gluing of the G(i jl ) we should create either a cycle or
an edge with multiplicity 4, the total number of vertices decreasing at least by
one in each gluing. Hence, |V (i1, · · · , il)| should grow linearly with the number
of connected components. The proof is given in the Appendix 7.3 for complete-
ness (see [9] or [10]). With (13), we conclude that the only indices which will
contribute are such that

c− l +[
l(k+1)

2
]≥ kl

2
with c≤ [ l

2 ]. This implies that

kl
2
≤ [

l
2
]− l +[

l(k+1)
2

]≤ l
2
− l +

l(k+1)
2

=
kl
2

resulting with all inequalities being equalities. Thus, to get a first order con-
tribution we must have l even and c = l

2 . In that case, we write (s j,r j)1≤ j≤l
the pairing so that (G(is j),G(ir j))1≤ j≤l are connected for all 1≤ j ≤ l (with the
convention s j < r j). By independence of the entries, we have

P(i1, · · · , i2l) =

l∏
j=1

P(is j , ir j)
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and so we have proved that

N−kl
∑

i1,··· ,i2l

P(i1, · · · , i2l)=
∑

s1<···<sl
r j>s j

N−k
∑
i1,i2

P(i1, i2)

l

+o(1)=σ
2l
k

∑
s1<···<sl

r j>s j

1+o(1)

which proves the claim since

1√
2π

∫
x2le−

x2
2 dx =

∑
s1<···<sl

r j>s j

1 = (2l−1)(2l−3)(2l−5) · · ·1.

This completes the proof of the moments convergence.

Exercise 9. Show that Theorem 5 implies that MN
k converges weakly to the centered

Gaussian variable with variance σ2
k . Hint: control tails to approximate bounded con-

tinuous functions by polynomials.

Exercise 10. Show that in the case of heavy tails entries, see section 2.4, one needs
to renormalize by

√
N to get the convergence to the Gaussian law by computing the

asymptotics of the covariance.

2.6 Concentration inequalities
Concentration inequalities came up to be a very powerful tool in probability theory.
They provide a general framework to control the probability of deviations of smooth
functions of random variables from their mean or their median. We begin this section
by providing some general framework where concentration inequalities are known to
hold. We first consider the case where the underlying measure satisfies a log-Sobolev
inequality; we show how to prove this inequality in a simple situation and then how
it implies concentration inequalities. We then review a few other contexts where con-
centration inequalities hold. To apply these techniques to random matrices, we show
that certain functions of the eigenvalues of matrices, such as

∫
f (x)dLXN (x) with f

Lipschitz, are smooth functions of the entries of the matrix XN so that concentration
inequalities hold as soon as the joint law of the entries satisfies one of the conditions
seen in the first two sections of this chapter. Another useful a priori control is provided
by Brascamp Lieb inequalities; we shall apply them in the context of random matrices
at the end of this chapter.

To motivate the reader, let us state the type of result we want to obtain in this
chapter.

To this end, we introduce some extra notations. Let us recall that if X is a symmetric
(Hermitian) matrix and f is a bounded measurable function, f (X) is defined as the
matrix with the same eigenvectors than X but with eigenvalues which are the image
by f of those of X ; namely, if e is an eigenvector of X with eigenvalue λ, Xe = λe,
f (X)e := f (λ)e. In terms of the spectral decomposition X =UDU∗ with U orthogonal
(unitary) and D diagonal real, one has f (X) =U f (D)U∗ with f (D)ii = f (Dii). For M ∈
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N, we denote by 〈·, ·〉 the Euclidean scalar product on RM (or CM), 〈x,y〉 =
∑M

i=1 xiyi

(〈x,y〉 :=
∑M

i=1 xiy∗i ), and by || · ||2 the associated norm ||x||22 := 〈x,x〉.
Throughout this section, we denote the Lipschitz constant of a function G :RM→R

by

|G|L := sup
x 6=y∈RM

|G(x)−G(y)|
‖x− y‖2

,

and call G a Lipschitz function if |G|L < ∞.

Lemma 11. Let g : R→ R be Lipschitz with Lipschitz constant |g|L . Then, with
XN denoting the Hermitian (or symmetric) matrix with entries (XN

i j )1≤i, j≤N , the map
{XN

i j }1≤i≤ j≤N 7→ tr(g(XN)) is a Lipschitz function with constant
√

N|g|L . Therefore, if
the joint law of (XN

i j )1≤i≤ j≤N is ‘good’, there exists α > 0, constants c > 0 and C < ∞

so that for all N ∈ N

P
(∣∣tr(g(XN))−E[tr(g(XN))]

∣∣> δ|g|L
)
≤Ce−c|δ|α .

‘Good’ here means for instance that the law satisfies a log-Sobolev inequality; an
example is when the {XN

i j }1≤i≤ j≤N are independent Gaussian variables with uniformly
bounded covariance (see Theorem 6).

The interest of results such as Lemma 11 is that they provide bounds on deviations
which do not depend on the dimension. They can be used to show law of large numbers
(reducing the proof of the almost sure convergence to the prove of the convergence in
expectation) or to ease the proof of a central limit theorem (when α = 2, Lemma 11 in-
deed shows that tr(g(XN))−E[tr(g(XN))] has a sub-Gaussian tail, providing tightness
arguments for free).

2.6.1 Concentration for the spectral measure; a universal bound
We first give a concentration result due to C. Bordenave, P. Caputo and D. Chafai [26]
which is based on Azuma’s-Hoeffding inequality.

Lemma 12. Let ‖ f‖TV be the total variation norm,

‖ f‖TV = sup
x1<···<xn

n∑
i=2

| f (xi)− f (xi−1)|

Then, for either the Wigner or the Wishart matrices, for any δ > 0 and any function f
with finite total variation norm so that E[| 1N

∑N
i=1 f (λi)|]< ∞,

P

(∣∣∣∣∣ 1
N

N∑
i=1

f (λi)−E[
1
N

N∑
i=1

f (λi)]

∣∣∣∣∣≥ δ‖ f‖TV

)
≤ 2e−

Nδ2
8cX

where cX = 1 for Wigner’s matrices and M/N for Wishart matrices.

Remark 13. Note that the above speed is not optimal for laws µ,ν which have suffi-
ciently fast decaying tails as we will see below, in which case

∑N
i=1 f (λi)−E[

∑N
i=1 f (λi)]

is of order one. However it is the optimal rate for instance for heavy tails matrices
where the central limit theorem holds for N−1/2(

∑N
i=1 f (λi)−E[ 1

N
∑N

i=1 f (λi)]).



21

Remark 14. Note that we only required independence of the vectors, rather than the
entries.

Proof. Let us first recall Azuma-Hoeffding’s inequality

Lemma 15. (Azuma-Hoeffding’s inequality) Suppose Mk,k≥ 0 is a martingale for the
filtration Fk and |Mk−Mk−1| ≤ ck. Then for all t ≥ 0

P(Mn−M0 ≥ t)≤ exp{− t2

2
∑n

k=1 c2
k
} .

Proof. By Tchebychev’s inequality for all λ≥ 0

P(Mn−M0 ≥ t)≤ e−λtE[eλ
∑n

k=1(Mk−Mk−1)] . (14)

We first integrate conditionnaly to Fn−1, that is control uniformly

f (λ) = logE[eλ(Mn−Mn−1)|Fn−1] .

Clearly, f (0) = f ′(0) = 0 whereas

f ′′(λ) =
E[(Mn−Mn−1)

2eλ(Mn−Mn−1)|Fn−1]

E[eλ(Mn−Mn−1)|Fn−1]
≤ c2

n .

Therefore, we have the uniform bound

E[eλ(Mn−Mn−1)|Fn−1]≤ e
1
2 λ2c2

n

and proceeding by induction we deduce

E[eλ
∑n

k=1(Mk−Mk−1)]≤ e
1
2 λ2∑n

k=1 c2
k .

Plugging back this control into (14) and taking λ = t/
∑

c2
k yields the lemma.

We finally prove Lemma 12 for a continuously differentiable function f , the gener-
alization to all functions with finite variation norm then holds by density. We then have
‖ f‖TV =

∫
| f ′(x)|dx. We apply Azuma-Hoeffding ’s inequality to

Mk = E[
1
N

N∑
i=1

f (λi)|Fk]

where Fk is the filtration generated by the kth first column vectors of YN,M for Wishart
matrices and by {XN(i, j),1 ≤ i ≤ j ≤ k} for Wigner matrices. Mk is a martingale
obviously and

MN−M0 =
1
N

N∑
i=1

f (λi)−E[
1
N

N∑
i=1

f (λi)] .
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Therefore we need to bound for each k ∈ {1, · · · ,N}

Mk−Mk−1 = E[
1
N

N∑
i=1

f (λi)−E[
1
N

N∑
i=1

f (λi)|Fk−1]]

= E[
1
N

N∑
i=1

f (λi)−
1
N

N∑
i=1

f (λ̃i)|Fk] .

where in the above expectation λi (resp λ̃i) are the iegenvalues of ZN = XN or WN with
the same entries except for the kth vector of YN,M for Wishart matrices or over {Xi,k, i≤
k} for Wigner matrices where we take independent copies. Hence the eigenvalues λ and
λ̃ are the eigenvalues of two operators which differ at most by a rank one perturbation.
Therefore, by Theorem 22, the eigenvalues λi and λ̃i are interlaced, that is if they are
ordered

λ̃i−1 ≤ λi ≤ λi+1 .

If g is increasing we deduce that

N−2∑
i=1

g(λ̃i)≤
N−1∑
i=2

g(λi)≤
N∑

i=3

g(λ̃i)

which implies

|
N∑

i=1

g(λi)−
N∑

i=1

g(λ̃i)| ≤ 2‖g‖∞

Decomposing f (x)− f (0) as the sum of the two increasing functions

f (x)− f (0) =
∫ x

0
f ′(y)1 f ′(y)≥0dy−

∫ x

0
(− f ′)(y)1 f ′(y)<0dy

shows that

|Mk−Mk−1| ≤
2
N
‖ f‖TV

which allows to conclude that for all δ > 0

P

(
1
N

N∑
i=1

f (λi)−E[
1
N

N∑
i=1

f (λi)]≥ δ

)
≤ e−

δ2N
8cX .

The other bound is obtained by changing f into − f .

2.6.2 Concentration inequalities from the logarithmic Sobolev in-
equality

Throughout this section an integer number N will be fixed.
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Definition 16. A probability measure P on RN is said to satisfy the logarithmic Sobolev
inequality (LSI) with constant c if, for any differentiable function f : RN → R,∫

f 2 log
f 2∫
f 2dP

dP≤ 2c
∫
‖∇ f‖2

2dP. (15)

Here, ‖∇ f‖2
2 =

∑N
i=1(∂xi f )2.

The interest in the logarithmic Sobolev inequality, in the context of concentration
inequalities, lies in the following argument, that among other things, shows that LSI
implies sub-Gaussian tails. This fact and a general study of logarithmic Sobolev in-
equalities may be found in [64] or [76]. The Gaussian law, and any probability mea-
sure ν absolutely continuous with respect to the Lebesgue measure with a strictly
log-concave density or satisfying the Bobkov and Götze [25] condition (including
ν(dx) = Z−1e−|x|

α

dx for α ≥ 2, where Z =
∫

e−|x|
α

dx), as well as any distribution ab-
solutely continuous with respect to such laws possessing a bounded above and below
density, satisfies the LSI [76], [64, Property 4.6].

Lemma 17 (Herbst). Assume that P satisfies the LSI on RN with constant c. Let G be
a Lipschitz function on RN , with Lipschitz constant |G|L . Then, for all λ ∈R, we have∫

eλ(G−EP(G))dP≤ ecλ2|G|2L/2, (16)

and so for all δ > 0
P(|G−EP(G)| ≥ δ)≤ 2e−δ2/2c|G|2L . (17)

Note that Lemma 17 also implies that EPG is finite.
Proof of Lemma 17 We denote EP the expectation EP[ f ] =

∫
f dP. Note first that (17)

follows from (16). Indeed, by Chebychev’s inequality, for any λ > 0,

P(|G−EPG| ≥ δ) ≤ e−λδEP[eλ|G−EPG|]

≤ e−λδ(EP[eλ(G−EPG)]+EP[e−λ(G−EPG)])

≤ 2e−λδec|G|2L λ2/2.

Optimizing with respect to λ (by taking λ = δ/c|G|2L ) yields the bound (17).
Turning to the proof of (16), let us first assume that G is a bounded differentiable

function such that

|| ||∇G||22||∞ := sup
x∈RN

N∑
i=1

(∂xiG(x))2 < ∞.

Define
Xλ = logEPe2λ(G−EPG) .

Then, taking f = eλ(G−EPG) in (15), some algebra reveals that for λ > 0,

d
dλ

(
Xλ

λ

)
≤ 2c|| ||∇G||22||∞ .
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Now, because G−EP(G) is centered,

lim
λ→0+

Xλ

λ
= 0

and hence integrating with respect to λ yields

Xλ ≤ 2c|| ||∇G||22||∞λ
2 ,

first for λ ≥ 0 and then for any λ ∈ R by considering the function −G instead of G.
This completes the proof of (16) in case G is bounded and differentiable.

Let us now assume only that G is Lipschitz with |G|L < ∞. For ε > 0, define
Gε = G∧ (−1/ε)∨ (1/ε), and note that |Gε|L ≤ |G|L < ∞. Consider the regular-
ization Gε(x) = pε ∗Gε(x) =

∫
Gε(y)pε(x− y)dy with the Gaussian density pε(x) =

e−|x|
2/2εdx/

√
(2πε)N such that pε(x)dx converges weakly to the atomic measure δ0 as

ε converges to 0. Since for any x ∈ RN ,

|Gε(x)−Gε(x)| ≤ |G|L
∫
||y||2 pε(y)dy = |G|L

√
εN,

Gε converges pointwise to G. Gε is also continuously differentiable and

||||∇Gε||22||∞ = sup
x∈RM

sup
u∈RM
{2〈∇Gε(x),u〉− ||u||22}

≤ sup
u,x∈RM

sup
δ>0
{2δ

−1(Gε(x+δu)−Gε(x))−||u||22}

≤ sup
u∈RM
{2|G|L ||u||2−||u||22}= |G|2L . (18)

Thus, we can apply the previous result to find that for any ε > 0 and all λ ∈ R

EP[eλGε ]≤ eλEPGεecλ2|G|2L/2 (19)

Therefore, by Fatou’s lemma,

EP[eλG]≤ eliminfε→0 λEPGεecλ2|G|2L/2. (20)

We next show that limε→0 EPGε = EPG, which, in conjunction with (18), will conclude
the proof. Indeed, (19) implies that

P(|Gε−EPGε|> δ)≤ 2e−δ2/2c|G|2L . (21)

Consequently,

E[(Gε−EPGε)
2] = 2

∫
∞

0
xP(|Gε−EPGε|> x)dx≤ 4

∫
∞

0
xe
− x2

2c|G|2L dx (22)

= 4c|G|2L (23)
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so that the sequence (Gε−EPGε)ε≥0 is uniformly integrable. Now, Gε converges point-
wise to G and therefore there exists a constant K, independent of ε, such that for ε < ε0,
P(|Gε| ≤K)≥ 3

4 . On the other hand, (21) implies that P(|Gε−EPGε| ≤ r)≥ 3
4 for some

r independent of ε. Thus,

{|Gε−EPGε| ≤ r}∩{|Gε| ≤ K} ⊂ {|EPGε| ≤ K + r}

is not empty, providing a uniform bound on (EPGε)ε<ε0 . We thus deduce from (23)
that supε<ε0

EPG2
ε is finite, and hence (Gε)ε<ε0 is uniformly integrable. In particular,

lim
ε→0

EPGε = EPG < ∞,

which finishes the proof.

Lemma 18. let f : B→ R such that

| f |BL := sup
x,y∈B

| f (x)− f (y)|
d(x,y)

is finite. Then, with δ( f ) := µ
(
1Bc(supx∈B | f (x)|+ | f |BL d(x,B))

)
, we have

µ({| f −µ( f 1B)| ≥ δ+δ( f )}∩B)≤ e
−g( δ

| f |BL
)

Proof. It is enough to define a Lipschitz function f̃ on X , whose Lipschitz constant
| f̃ |L is bounded above by | f |BL and so that f̃ = f on B. We set

f̃ (x) = sup
y∈B
{ f (y)−| f |BL d(x,y)}.

Note that, if x ∈ B, since f (y)− f (x)−| f |BL d(x,y) ≤ 0, the above supremum is taken
at y = x and f̃ (x) = f (x). Moreover, using the triangle inequality, we get that for any
x,z ∈ X ,

f̃ (x) ≥ sup
y∈B
{ f (y)−| f |BL(d(x,z)+d(z,y))}

= −| f |BL d(x,z)+ f̃ (z) (24)

and hence f̃ is Lipschitz, with constant | f |BL . Therefore, we find that

µ({| f −µ( f 1B)| ≥ δ}∩B)≤ µ(| f̃ −µ( f̃ )| ≥ δ+µ(|1B f − f̃ |))

Note that µ(|1B f − f̃ |) = µ(1Bc | f̃ |). (24) with z ∈ B shows that

| f̃ (x)| ≤ | f (z)|+ | f |BL d(z,x)

and so optimizing to minimize the distance gives

| f̃ (x)| ≤maxz∈B| f (z)|+ | f |BL d(B,x).

Hence,

µ(|1B f − f̃ |)≤ µ
(

1Bc(sup
x∈B
| f (x)|+ | f |BL d(.,B))

)
=: δ( f )

gives the desired estimate.
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2.6.3 Smoothness and convexity of the eigenvalues of a matrix and
of traces of matrices

We shall not follow [65] where smoothness and convexity were mainly proved by hand
for smooth functions of the empirical measure and for the largest eigenvalue. We will
rather, as in [9], rely on Weyl and Lidskii inequalities (see Theorems 20 and 23). We
recall that we will denote, for B ∈MN(C), ‖B‖2 its Euclidean norm;

‖B‖2 :=

 N∑
i, j=1

|Bi j|2
 1

2

.

From Lidskii’s Theorem 23, we will deduce that each eigenvalue of the matrix is
a Lipschitz function of the entries of the matrix. We denote E (1)

N = RN(N+1)/2 (resp.
E (2)

N = CN(N−1)/2×RN) and A the symmetric (resp. Hermitian) N×N Wigner matrix
such that A = A∗;(A)i j = Ai j,1 ≤ i ≤ j ≤ N for (Ai j)1≤i≤ j≤N ∈ E (β)

N , β = 1 (resp.
β = 2).

Lemma 19. We denote λ1(A) ≤ λ2(A) ≤ ·· · ≤ λN(A) the eigenvalues of A ∈ H (2)
N .

Then for all k ∈ {1, · · · ,N}, all A,B ∈H (2)
N ,

|λk(A+B)−λk(A)| ≤ ‖B‖2.

In other words, for all k ∈ {1, · · · ,N},

(Ai j)1≤i≤ j≤N ∈ E (2)
N → λk(A)

is Lipschitz with constant one.
For all Lipschitz functions f with Lipschitz constant | f |L , the function

(Ai j)1≤i≤ j≤N ∈ E (2)
N →

N∑
k=1

f (λk(A))

is Lipschitz with respect to the Euclidean norm with a constant bounded above by√
N| f |L . When f is continuously differentiable we have

lim
ε→0

ε
−1

(
N∑

k=1

f (λk(A+ εB))−
N∑

k=1

f (λk(A))

)
= tr( f ′(A)B).

Let us point out that if A is only normal, the first result was generalized by Gers-
gorin.
Proof. The first inequality is a direct consequence of Lidskii’s Theorem 23 and entails
the same control on λmax(A). For the second we only need to use Cauchy-Schwarz’s
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inequality;∣∣∣∣∣
N∑

i=1

f (λi(A))−
N∑

i=1

f (λi(A+B))

∣∣∣∣∣ ≤ | f |L
N∑

i=1

|λi(A)−λi(A+B)|

≤
√

N| f |L

(
N∑

i=1

|λi(A)−λi(A+B)|2
) 1

2

≤
√

N| f |L‖B‖2

where we used Lidskii’s Theorem 23 in the last line. For the last point, we check it for
f (x) = xk where the result is clear since

tr((A+ εB)k) = tr(Ak)+ εktr(Ak−1B)+O(ε2) (25)

and complete the argument by density of the polynomials.
We can think of

∑N
i=1 f (λi(A)) as tr( f (A)). Then, the second part of the previous

Lemma can be extended to several matrices as follows.

Lemma 20. Let P be a polynomial in m-non commutative indeterminates. For 1≤ i≤
m, we denote Di the cyclic derivative with respect to the ith variable given, if P is a
monomial, by

DiP(X1, · · · ,Xm) =
∑

P=P1XiP2

P2(X1, · · · ,Xm)P1(X1, · · · ,Xm)

where the sum runs over all decompositions of P into P1XiP2 for some monomials
P1 and P2. Di is extended linearly to polynomials. Then, for all (A1, · · · ,Am) and
(B1, · · · ,Bm) ∈H (2)

N ,

lim
ε→0

ε
−1 (tr(P(A1 + εB1, · · · ,Am + εBm))− tr(P(A1, · · · ,Am)))

=

m∑
i=1

tr(DiP(A1, · · · ,Am)Bi).

In particular, if (A1, · · · ,Am) belong to the subset ΛN
M of elements of H (2)

N with
spectral radius bounded by M < ∞,

((Ak)i j) 1≤i≤ j≤N
1≤k≤m

∈ CN(N+1)m/2,Ak ∈H (2)
N ∩ŁN

M → tr(P(A1, · · · ,Am))

is Lipschitz with a Lipschitz norm bounded by
√

NC(P,M) for a constant C(P,M)
which depends only on M and P. If P is a monomial of degree d, one can take
C(P,M) = dMd−1.
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Proof. We can assume without loss of generality that P is a monomial. The first
equality is due to the simple expansion

tr(P(A1 + εB1, · · · ,Am + εBm))− tr(P(A1, · · · ,Am))

= ε

m∑
i=1

∑
P=P1XiP2

tr(P1(A1, · · · ,Am)BiP2(A1, · · · ,Am))+O(ε2)

together with the trace property tr(AB) = tr(BA).
For the estimate on the Lipschitz norm, observe that if P is a monomial containing

di times Xi,
∑m

i=1 di = d and DiP is the sum of exactly di monomials of degree d−1.
Hence, DiP(A1, · · · ,Am) has spectral radius bounded by diMd−1 when (A1, · · · ,Am)
are Hermitian matrices in ŁN

M . Hence, by Cauchy-Schwarz’s inequality, we obtain

|
m∑

i=1

tr(DiP(A1, · · · ,Am)Bi)| ≤

(
m∑

i=1

tr(|DiP(A1, · · · ,Am)|2)

) 1
2
(

m∑
i=1

tr(B2
i )

) 1
2

≤

(
N

m∑
i=1

d2
i M2(d−1)

) 1
2
(

m∑
i=1

‖Bi‖2
2

) 1
2

≤
√

NdMd−1

(
m∑

i=1

‖Bi‖2
2

) 1
2

.

Exercise 21. Prove that when m = 1, D1P(x) = P′(x).

We now prove the following result originally due to Klein and which can be found
for instance in [92].

Lemma 22 (Klein’s lemma). Let f : R→ R be a convex function. Then, if A is the
N×N Hermitian matrix with entries (Ai j)1≤i≤ j≤N on and above the diagonal,

ψ f : (Ai j)1≤i≤ j≤N ∈ CN →
N∑

i=1

f (λi(A))

is convex. Moreover, if f is twice continuously differentiable with f ′′(x)≥ c for all x,
ψ f is twice continuously differentiable with Hessian bounded below by cI.

Proof. Let X ,Y ∈H (2)
N . We shall show that if f is a convex continuously differen-

tiable function
tr( f (X)− f (Y ))≥ tr

(
(X−Y ) f ′(Y )

)
. (26)

Taking X =A or X =B and Y = 2−1(A+B) and summing the two resulting inequalities
shows that for any couple A,B of N×N Hermitian matrices,

tr
(

f (
1
2

A+
1
2

B)
)
≤ 1

2
tr( f (A))+

1
2

tr( f (B))
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which implies that (Ai j)1≤i≤ j≤N → tr( f (A)) is convex. The result follows for general
convex functions f by approximations.

To prove (26), let us denote λi(C) the eigenvalues of a Hermitian matrix C and
ξi(C) the associated eigenvector and write

〈ξi(X),( f (X)− f (Y ))ξi(X)〉 = f (λi(X))−
N∑

j=1

|〈ξi(X),ξ j(Y )〉|2 f (λ j(Y ))

=

N∑
j=1

|〈ξi(X),ξ j(Y )〉|2( f (λi(X))− f (λ j(Y )))

≥
N∑

j=1

|〈ξi(X),ξ j(Y )〉|2(λi(X)−λ j(Y )) f ′(λ j(Y ))

where we have used the convexity of f to write f (x)− f (y) ≥ (x− y) f ′(y). The right
hand side of the last inequality just coincides with the right hand side of (26), which
completes the first part of the proof of the lemma.

We give an other proof below, which also provides a lower bound of the Hessian of
ψ f . The smoothness of ψ f is clear when f is a polynomial since then ψ f ((Ai j)1≤i≤ j≤N)
is a polynomial function in the entries. Let us compute its second derivative when
f (x) = xp. Expanding (25) one step further gives

tr((A+ εB)k) = tr(Ak)+ ε

p−1∑
k=0

tr(AkBAp−1−k)

+ε
2

∑
0≤k+l≤p−2

tr(AkBAlBAp−2−k−l)+O(ε3)

= tr(Ak)+ εptr(Ap−1B)+
ε2

2
p
∑

0≤l≤p−2

tr(AlBAp−2−lB)+O(ε3).(27)

A compact way to write this formula is by defining, for two real numbers x,y,

g f (x,y) :=
f ′(x)− f ′(y)

x− y

and setting for a matrix A with eigenvalues λi(A) and eigenvector ei, 1≤ i≤ N,

g f (A,A) =

N∑
i, j=1

g f (λi(A),λ j(A))eie∗i ⊗ e je∗j .

Since gxp(x,y) = p
∑p−1

r=0 xryp−1−r, the last term in the r.h.s. of (27) reads

p
∑

0≤l≤p−1

tr(AlBAp−2−lB) = 〈gxp(A,A),B⊗B〉 (28)
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where for B,C,D,E∈MN(C), 〈B⊗C,D⊗E〉 := 〈B,D〉2〈C,E〉2 with 〈B,D〉2 =
∑N

i, j=1 Bi jDi j.
In particular, 〈eie∗i ⊗e je∗j ,B⊗B〉= |< ei,Be j > |2 with < u,Bv >=

∑N
i, j=1 uiv jBi j. By

(27) and (28), for any Hermitian matrix X,

Hess(tr(Ap))[X ,X ] = 〈gxp(A,A),X⊗X〉

=

N∑
r,m=1

gxp(λr(A),λm(A))|< er,Xem > |2

Now g f (A,A) makes sense for any twice continuously differentiable function f and
by density of the polynomials in the set of twice continuously differentiable function
f , we can conclude that ψ f is twice continuously differentiable too. Moreover, for any
twice continuously differentiable function f ,

Hess(tr( f (A)))[X ,X ] =

N∑
r,m=1

g f (λr(A),λm(A))|< er,Xem > |2.

Since g f ≥ c when f ′′ ≥ c we finally have proved

Hess(tr( f (A)))[X,X] ≥ ctr(XX∗).

The proof is thus complete.
Let us also notice that

Lemma 23. Assume λ1(A)≤ λ2(A) · · · ≤ λN(A). The functions

A ∈H (2)
N → λ1(A) and A ∈H (2)

N → λN(A)

are convex. For any norm ‖ · ‖ on M (2)
N , (Ai j)1≤i, j≤N →‖A‖ is convex.

Proof. The first result is clear since we have already seen that λN(A + B) ≤
λN(A)+ λN(B). Since for α ∈ R, λi(αA) = αλi(A), we conclude that A→ λN(A)
is convex. The same result holds for λ1 (by changing the sign A→−A). The convex-
ity of (Ai j)1≤i, j≤N →‖A‖ is due to the definition of the norm.

2.6.4 Concentration inequalities for random matrices
Concentration inequalities for the eigenvalues of random matrices

We consider a Hermitian random matrix A whose real or complex entries have joint
law µN which satisfies one of the two hypotheses below.

Either the entries of A are independent and satisfy for some c > 0 the following
condition (H1).
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• (H1)A = XN/
√

N = (A)∗ with (XN
i j,1 ≤ i ≤ j ≤ N) independent, with law µN

i j,
which are probability measures on C or R, all of them satisfying the log-Sobolev in-
equality with constant c < ∞.
Or µN is a Gibbs measure with strictly convex potential, i.e satisfies (H2) below.
• (H2) there exists a strictly convex twice continuously differentiable function V :

R→ R, V ′′(x)≥ 1
c > 0, so that

µN(dA) = Z−1
N e−Ntr(V (A))dA

with dA=
∏

1≤i≤ j≤N dℜ(Ai j)
∏

1≤i< j≤N dℑ(Ai j) for complex entries or dA=
∏

1≤i≤ j≤N dAi j
for real entries.

Note that when V = 1
2 x2, µN is the law of a Gaussian Wigner matrix but in any other

case the entries of A with law µN are not independent.
We can now state the following theorem.

Theorem 6. Suppose there exists c > 0 so that either (H1) or (H2) holds. Then:

1. For any Lipschitz function f on R, for any δ > 0,

µN (|LA( f )−µN [LA( f )]| ≥ δ
)
≤ 2e

− 1
4c| f |2L

N2δ2

.

2. For any k ∈ {1, · · · ,N},

µN (|λk(A)−µN(λk(A))| ≥ δ
)
≤ 2e−

1
4c Nδ2

.

The same bound holds for the spectral radius λmax(A).

In particular, these results hold when the Xi j are independent Gaussian variables
with bounded variances.

Proof of Theorem 6 For (H2), the assumption V ′′(x)≥ 1
c implies, by Lemma 22, that

(Ai j)1≤i≤ j≤N ∈ E (β)
N → Ntr(V (A)) is twice continuously differentiable with Hessian

bounded below by N
c . The second case uses the product property of Lemma ?? which

implies that⊗i≤ jµN
i j satisfies the log Sobolev inequality with constant c. Hence the law

µN of A = X/
√

N satisfies the log Sobolev inequality with constant c/N.
Thus, to complete the proof of the first result of the theorem, we only need to

recall that by Lemma 19, G(AN
i j,1≤ i≤ j ≤ N) = tr( f (A)) is Lipschitz with constant

bounded by
√

N| f |L whereas AN
i j,1≤ i≤ j ≤ N → λk(A) is Lipschitz with constant

one. For the second, we use Lemma 23.

Exercise 24. State the concentration result when the µN
i j only satisfy Poincaré inequal-

ity.

Exercise 25. If A is not Hermitian but have all entries with a joint law of type µN as
above, show that the law of the spectral radius of A satisfies a concentration of measure
inequality.
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When the laws satisfy rather Talagrand’s type condition we state the induced con-
centration bounds

Theorem 7. Let µN( f (A)) =
∫

f (X/
√

N)
∏

dµN
i, j(Xi j) with (µN

i, j, i≤ j) compactly sup-
ported probability measures on a connected compact subset K of C. Fix δ1 = 8|K|

√
π.

Then, for any δ≥ δ1N−1, for any convex function f ,

µN (|tr( f (A))−µN [tr( f (A))]| ≥ Nδ| f |L
)

(29)

≤ 32|K|
δ

exp
(
−N2 1

16|K|2a2
(δ−δ1N−1)2

16|K|

)
.

If λmax(A) is the largest (or smallest) eigenvalue of A, or the spectral radius of A, for
δ≥ δ1(N),

µN
(
|λmax(A)−EN [λmax(A)]| ≥ δN

1
2

)
≤ 32|K|

δ
exp

(
− 1

16|K|2a2
(δ−δ1N−

1
2 )2

16|K|

)
.

Proof. Applying Corollary ??, Lemmas 19 and 22 with f : (A→ tr( f (A)) which
is Lipschitz with Lipschitz constant | f |L provides the first bound.

Observe that the speed of the concentration we obtained is optimal for tr( f (XN))
(since it agrees with the speed of the central limit theorem). It is also optimal in view
of the large deviation principle we will prove in the next section. However, it does not
capture the true scale of the fluctuations of λmax(A) which are of order N−

1
3 . Im-

provements of concentration inequalities in that direction were obtained by M. Ledoux
[77].

We emphasize that Theorem 6 applies also when the variance of XN
i j depends on

i, j. For instance, it includes the case where XN
i j = aN

i jY
N
i j with Y N

i j i.i.d. with law P
satisfying the log-Sobolev inequality and ai j uniformly bounded (since if P satisfies
the log-Sobolev inequality with constant c, the law of ax under P satisfies it also with
a constant bounded by |a|2c).

Concentration inequalities for traces of several random matrices

The previous theorems also extend to the setting of several random matrices. If we
wish to consider polynomial functions of these matrices, we can use local concentration
results (see Lemma ??). We do not need to assume the random matrices independent
if they interact via a convex potential.

Let V be a polynomial in m non-commutative variables. Assume that for any N ∈N,

ϕ
N
V : ((Ak)i j) i≤ j

1≤k≤m
∈ E (2)

N → trV (A1, · · · ,Am)

is convex. Let c be a positive real.

dµN,β
V (A1, · · · ,Am) :=

1
ZN

V
e−Ntr(V (A1,··· ,Am))dµN,β

c (A1) · · ·dµN,β
c (Am)
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with µN,β
c the law of a N ×N Wigner matrix with complex (β = 2) or real (β = 1)

Gaussian entries with variance 1/cN, that is the law of the self-adjoint N×N matrix A
with entries with law

µN,2
c (dA) =

1
Zc

N
e−

cN
2
∑N

i, j=1 |Ai j |2
∏
i≤ j

dℜAi j
∏
i≤ j

dℑAi j

and
µN,1(dA) =

1
Zc

N
e−

cN
4
∑N

i, j=1 A2
i j
∏
i≤ j

dAi j.

We then have the following corollary.

Corollary 26. Let µN,β
V be as above. Then

1. For any Lipschitz function f of the entries of the matrices Ai,1≤ i≤ m, for any
δ > 0,

µN,β
V (| f −µN,β

V ( f )|> δ)≤ 2e
− Ncδ

2| f |L .

2. Let M be a positive real, denote ΛN
M = {Ai ∈H (2)

N ;max1≤i≤mλmax(Ai)≤M} and
P be a monomial of degree d ∈ N. Then, for any δ > 0

µN,β
V

(
{|tr(P(A1, · · · ,Am))−µN,β

V (tr(P(A1, · · · ,Am)1ΛN
M
))|> δ+δ(M,N)}∩Λ

N
M

)
≤ 2e

− cδ2

d2M2(d−1)

with
δ(M,N)≤MdµN,β

V

(
(1+d‖A‖2)1(ΛN

M)c

)
.

Proof. By assumption, the law µN,β
V of the entries of (A1, · · · ,Am) is absolutly

continuous with respect to Lebesgue measure. The Hessian of the logarithm of the
density is bounded above by−NcI. Hence, by Corollary ??, µN,β

V satisfies a log Sobolev
inequality with constant 1/Nc and thus by Lemma 17 we find that µN,β

V satisfies the first
statement of the Corollary. We finally conclude by using Lemma ?? and the fact that
X1, · · · ,Xm→ tr(P(X1, · · · ,Xm)) is locally Lipschitz by Lemma 20.

2.7 Brascamp-Lieb inequalities; Applications to ran-
dom matrices

We introduce first Brascamp-Lieb inequalities and show how they can be derived from
results from optimal transport theory, following a proof of Hargé [71]. We then show
how these inequalities can be used to obtain a priori controls for random matrices
quantities such as the spectral radius. Such controls will be particularly useful in the
next chapter.
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2.7.1 Brascamp-Lieb inequalities
The Brascamp-Lieb inequalities we shall be interested in allow to compare the expec-
tation of convex functions under a Gaussian law and under a law with a log-concave
density with respect to this Gaussian law. It states as follows.

Theorem 8. (Brascamp-Lieb [30], Hargé [71, Theorem 1.1]) Let n ∈ N. Let g be
a convex function on Rn and f a log-concave function on Rn. Let γ be a Gaussian
measure on Rn. We suppose that all the following integrals are well defined, then:∫

g(x+ l−m)
f (x)dγ(x)∫

f dγ
≤
∫

g(x)dγ(x)

where

l =
∫

xdγ, m =

∫
x

f (x)dγ(x)∫
f dγ

.

This theorem was proved by Brascamp and Lieb [30, Theorem 7] (case g(x) =
|x1|α), by Caffarelli [37, Corollary 6] (case g(x) = g(x1)) and then for a general convex
function g by Hargé [71]. Hargé followed the idea introduced by Caffarelli to use
optimal transport of measure. We can unfortunately not develop the theory of optimal
transport here but shall still provide Hargé’s proof (which is based, as for the proof of
log Sobolev inequalities, on the use of a semi-group which interpolates between the
two measures of interest) as well as the statement of the results in optimal transport
theory that the proof requires. For more information on the later, we refer the reader to
the two survey books of Villani [100, 101].

We shall denote dµ(x) = f (x)dγ(x)/
∫

f dγ.
Brenier [31] (see also Mc Cann [80]) has shown that there exists a convex function

ϕ : Rn→ R such that ∫
g(y)dµ(y) =

∫
g(∇ϕ(x))dγ(x).

In other words, µ can be realized as the image (or push forward) of µ by the map ∇ϕ.
Caffarelli [36, 35] then proved that if the density f is Hölder continuous with ex-

ponent α ∈]0,1[, ϕ is C 2,α for any α ∈]0,1[ (i.e twice continuously differentiable with
a second derivative Hölder continuous with exponent α). Moreover, by Caffarelli [37,
Theorem 11], we know (and here we need to have γ,µ as specified above to get the
upper bound) that for any vector e ∈ Rn,

0≤ ∂eeϕ =< Hess(ϕ)e,e >≤ 1.

We now start the proof of Theorem 8. Observe first that we can assume without loss
of generality that γ is the law of independent centered Gaussian variables with variance
one (up to a linear transformation on the x’s).

We let ψ(x) =−ϕ(x)+ 1
2‖x‖

2
2 so that 0≤Hess(ψ) =≤ I (with I the identity matrix

and where inequalities hold in the operator sense) and write∫
g(y)dµ(y) =

∫
g(x−∇ψ(x))dγ(x).
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The idea is then to consider the following interpolation

θ(t) =
∫

g(x−Pt(∇ψ)(x))dγ(x)

with Pt the Ornstein-Uhlenbeck process given, for h : Rn→ R by

Pth(x) =
∫

h(e−
t
2 x+
√

1− e−ty)dγ(y)

and Pt(∇ψ) = (Pt(∇1ψ), · · · ,Pt(∇nψ)) with ∇iψ = ∂xiψ. Note that for a Lispshitz
function h, for all x ∈ Rn,

|Pth(x)−h(x)| ≤
∫
|h(e−

t
2 x+
√

1− e−ty)−h(x)|dγ(y)

≤ |h|L(
√

1− e−t +(1− e−
t
2 ))

∫
(‖x‖2 +‖y‖2)dγ(y)

goes to zero as t goes to zero (since
∫
‖x‖2dγ(x) < ∞). Similarly, for t > 1, there is a

finite constant C such that

|Pth(x)−
∫

hdγ| ≤C|h|L e−
t
2 (‖x‖2 +

∫
‖y‖2dγ(y))

which shows that Pth goes to
∫

hdγ as t goes to infinity. Since ψ is twice continu-
ously differentiable with Hessian bounded by one, each ∇iψ, 1≤ i≤ n, has uniformly
bounded derivatives (by one) and so is Lipschitz for the Euclidean norm (with norm
bounded by

√
n). Hence, the above applies with h = ∇iψ, 1≤ i≤ n.

Let us assume that g is smooth and ∇g is bounded. Then, we deduce from the
above estimates that, again because

∫
‖x‖2dγ(x) is finite,

lim
t→0

θ(t)= θ(0)=
∫

g(x−∇ψ(x))dγ(x)=
∫

g(x)dµ(x), lim
t→∞

θ(t)=
∫

g(x−
∫

∇ψdγ)dγ(x).

Since ∫
∇ψdγ =

∫
(∇ψ− x)dγ+

∫
xdγ =

∫
xdγ−

∫
xdµ

we see that Theorem 8 is equivalent to prove that θ(0) ≤ θ(∞) and so it is enough to
show that θ is non decreasing. But, t→ θ(t) is differentiable with derivative

θ
′(t) = −

∫
< ∇g(x−Pt(∇ψ)(x)),∂tPt(∇ψ)(x)> dγ(x) (30)

with

∂tPt(h)(x) =

∫
<−1

2
e−

t
2 x+

1
2

e−t(1− e−t)−
1
2 y,∇h(e−

t
2 x+
√

1− e−ty)> dγ(y)

= −1
2

e−
t
2 < x,Pt(∇h)(x)>+

1
2

e−t
∫

∆h(e−
t
2 x+
√

1− e−ty)dγ(y)

= −1
2
< x,∇Pth(x)>+

1
2

∆(Pth)(x) := L(Pth)(x)
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where in the second line we integrated by parts under the standard Gaussian law γ.
Note also, again by integration by parts, that∫

h1Lh2dγ(x) =−1
2

∫
< ∇h1,∇h2 > dγ.

Hence, (30) implies

θ
′(t) = −

∫ n∑
i=1

(∂ig)(x−Pt(∇ψ))LPt(∂iψ)dγ

=
1
2

n∑
j=1

n∑
i=1

∫
∂ j((∂ig)(x−Pt(∇ψ)))∂ j(Pt(∂iψ)))dγ

=
1
2

n∑
j=1

n∑
i=1

n∑
k=1

∫
(1k= j−∂ j(Pt(∂kψ)))(∂k∂ig)(x−Pt(∇ψ))∂ j(Pt(∂iψ))dγ.

Thus, if we let

Mi j(x) := ∂ j(Pt(∂iψ))(x), and Ci j(x) = (∂ j∂ig)(x−Pt(∇ψ)),

we have written, with Ii j = 1i= j the identity matrix,

θ
′(t) =

1
2

n∑
j=1

n∑
i=1

n∑
k=1

∫
(I−M(x))k jCik(x)Mi j(x)dγ(x)

=
1
2

∫
tr(C(x)(I−M(x))M∗(x))dγ(x)≥ 0

since by Caffarelli we know that 0≤M(x)≤ I for all x, whereas C ≥ 0 by hypothesis.
This completes the proof for smooth g with bounded gradient. The generalization

to all convex function g is easily done by approximation. The function can indeed be
assumed as smooth as wished, since we can always restrict first the integral to a large
ball B(0,R), then on this large ball use Stone-Weierstrass theorem to approximate g
by a smooth function, and extend again the integral. We can assume the gradient of g
bounded by approximating g by

gR(x) = sup
y∈B(0,R)

{g(y)+< ∇g(y),x− y >}.

gR is convex and with bounded gradient. Moreover, since g(x) ≥ g(y)+ < ∇g(y),x−
y > by convexity of g, gR = g on B(0,R), while g(0)+ < ∇g(0),x >≤ gR(x) ≤ g(x)
shows that gR,R≥ 0 is uniformly integrable so that we can use dominated convergence
theorem to show that the expectation of gR converges to that of g.
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2.7.2 Applications of Brascamp-Lieb inequalities
We apply now Brascamp-Lieb inequalities to the setting of random matrices. To this
end, we must restrict ourselves to random matrices with entries following a law which
is absolutly continuous with respect to Lebesgue measure and with strictly log-concave
density. We restrict ourselves to the case of m N×N Hermitian (or symmetric) random
matrices with entries following the law

dµN,β
V (A1, · · · ,Am) :=

1
ZN

V
e−Ntr(V (A1,··· ,Am))dµN,β

c (A1) · · ·dµN,β
c (Am)

with µN,β
c the law of a N ×N Wigner matrix with complex (β = 2) or real (β = 1)

Gaussian entries with covariance 1/cN, that is the law of the self-adjoint N×N matrix
A with entries with law

µN,β
c (dA) =

1
Zc

N
e−

cN
2 tr(A2)dA

with dA =
∏

i≤ j dℜ(Ai j)
∏

i≤ j d(ℑAi j) when β = 2 and dA =
∏

i≤ j dAi j if β = 1.
We assume that V is convex in the sense that for any N ∈ N,

(Ai j)1≤i≤ j≤N ∈ E (β)
N → tr(V (A1, · · · ,Am))

is real valued and convex.
This hypothesis is satisfied if V (X1, · · · ,Xm) =

∑k
i=1 Vi(

∑m
j=1 αi

jX j) when αi
j are

real variables and Vi are convex functions on R by Klein’s Lemma 22.
Theorem 8 implies that for all convex function g on (R)βmN(N−1)/2+mN ,∫

g(A−M)dµN,β
V (A)≤

∫
g(A)

m∏
i=1

dµN,β
c (Ai) (31)

where M=
∫

AdµN,β
V (A) is the m-tuple of deterministic matrices (Mk)i j =

∫
(Ak)i jdµN,β

V (A).
In (31), g(A) is a shorthand for a function of the (real and imaginary parts of the) entries
of the matrices A = (A1, · · · ,Am).

By different choices of the function g we shall now obtain some a priori bounds on
the random matrices (A1, · · · ,Am) with law µN,β

c .

Lemma 27. Assume that there exists d > 0 such that for some finite c(V ),

V (X1, · · · ,Xm)≤ c(V )(1+
m∑

i=1

X2d
i ).

For c > 0, there exists C0 = C0(c,V (0),DiV (0),c(V ),d) finite such that for all i ∈
{1, · · · ,m}, all n ∈ N,

limsup
N

µN,β
V (

1
N

tr(A2n
i ))≤Cn

0 .

Moreover, C0 depends continuously on V (0),DiV (0),c(V ) and in particular is uni-
formly bounded when these quantities are.
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Note that this lemma shows that, for i ∈ {1, · · · ,m}, the spectral measure of Ai is
asymptotically contained in the compact set [−

√
C0,
√

C0].
Proof. Let k be in {1, · · · ,m}. As A → tr(A4d

k ) is convex by Klein’s lemma 22,
Brascamp-Lieb inequality (31) implies that

µN,β
V (

1
N

tr(Ak−Mk)
4d)≤ µN,β

c (
1
N

tr(Ak)
4d) = µN,β

c (LAk(x
4d)) (32)

where Mk = µN,β
V (Ak) stands for the matrix with entries

∫
(Ak)i jdµN,β

V (dA). Thus, since
µN,β

c (LAk(x
4d)) converges by Wigner theorem 1 towards c−2dC2d ≤ (c−14)2d with C2d

the Catalan number, we only need to control Mk. First observe that for all k the law
of Ak is invariant under the multiplication by unitary matrices so that for any unitary
matrices U ,

Mk = µN,β
V [Ak] =UµN,β

V [Ak]U∗⇒Mk = µN,β
V (

1
N

tr(Ak))I. (33)

Let us bound µN,β
V ( 1

N tr(Ak)). Jensen’s inequality implies

ZV
N≥e−N2µN,β

c ( 1
N tr(V ))

and so
liminf

N→∞

1
N2 logZV

N ≥− limsup
N→∞

µN,β
c (

1
N

tr(V )).

According to Theorem 4, µN,β
c ( 1

N tr(V )) converges as N goes to infinity for any polyno-
mial function V . Moreover, the limit, evaluated at a monomial q = X`1 · · ·X`k, is given
by σm(q(X/

√
c)) which is bounded by (2/

√
c)k according to Theorem 4. Hence,

|σm(V )| ≤ c(V )((2/
√

c)2d +1) :=C(V )/2.

Thus, for N sufficiently large, ZV
N≥e−N2C(V ).

We now use the convexity of V , to find that for all N,

tr(V (A))≥tr(V (0)+
m∑

i=1

DiV (0)Ai)

with Di the cyclic derivative introduced in Lemma 20. By Chebyshev’s inequality, we
therefore obtain, for all λ≥ 0,

µN,β
V (|LAk(x)| ≥ y)≤ µN,β

V (LAk(x)≥ y)+µN,β
V (−LAk(x)≥ y)

≤ eN2(C(V )−V (0)−λy)
(

µN,β
c (e−Ntr(∑m

i=1 DiV (0)Ai−λAk))+µN,β
c (e−Ntr(∑m

i=1 DiV (0)Ai+λAk))
)

= eN2(C(V )−V (0)−λy)e
N
2c
∑
6̀=k tr(DiV (0)2)(e

N
2c tr((DkV (0)−λ)2)+ e

N
2c tr((DkV (0)+λ)2)).

Optimizing with respect to λ shows that there exists B = B(V )

µN
V
(
|LAk(x)|≥y

)
≤ eBN2−N2c

4 y2
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so that for N large enough,

µN,β
V (|LAk(x)|) =

∫
∞

0
µN

V
(
|LAk(x)|≥y

)
dy

≤ 4
√

c−1B+

∫
y≥4
√

c−1B
e−

N2c
4 (y2−4 B

c )dy≤ 8
√

Bc−1. (34)

This, with (32), completes the proof.
Let us derive some other useful properties due to Brascamp-Lieb inequality. We

first obtain an estimate on the spectral radius λN
max(A), defined as the maximum of the

spectral radius of A1,. . . , Am under the law µN,β
V .

Lemma 28. Under the same hypothesis than in the previous lemma, there exists α =
α(c)> 0 and M0 = M0(V )< ∞ such that for all M≥M0 and all integer N,

µN,β
V (λN

max(A)> M)≤ e−αMN .

Moreover, M0(V ) is uniformly bounded when V (0), DiV (0) and c(V ) are.

Proof. The spectral radius λN
max(A) = max1≤i≤m sup‖u‖2=1 < u,AiA∗i u >

1
2 is a con-

vex function of the entries (see Lemma 23), so we can apply Brascamp-Lieb inequality
(31) to obtain that for all s ∈ [0, c

10 ],∫
esNλN

max(A−M)dµN,β
V (A)≤

∫
esNλN

max(A)dµN,β
c (A).

But, by Theorem 6 applied with a quadratic potential V , we know that

∫
esNλNmax(A)dµN,β

c (A) ≤ esNµN,β
c (λNmax)

∫
esN(λNmax−µN,β

c (λNmax))dµN,β
c

= sNesNµN,β
c (λNmax)

∫
∞

−∞

esNyµN,β
c

(
λ

N
max−µN,β

c (λN
max)≥ y

)
dy

≤ sNesNµN,β
c (λNmax)(1+2

∫
∞

0
esNye−

Nc
4 y2

dy)

≤
√

2πsNesNµN,β
c (λNmax)(1+2e

2s2N
c )

Hence, since µN,β
c (λN

max) is uniformly bounded (by using finite bounds in section 3.2
for instance), we deduce that for all s≥ 0, there exists a finite constant C(s) such that∫

esNλN
max(A−M)dµN,β

V (A)≤C(s)N .

By (33) and (34), we know that

λ
N
max(A)≤ λ

N
max(A−M)+λ

N
max(M)≤ λ

N
max(A−M)+8

√
Bc−1

from which we deduce that
∫

esNλN
max(A)dµN,β

V (A)≤CN for a positive finite constant C.
We conclude by a simple application of Chebyshev’s inequality.
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Lemma 29. If c > 0, ε ∈]0, 1
2 [, then there exists C = C(c,ε) < ∞ such that for all

d ≤ N
1
2−ε,

µN,β
V (|λN

max(A)|d)≤Cd .

Note that this control could be generalized to d ≤ N2/3−ε, by using the refinements
obtained by Soshnikov in [95, Theorem 2 p.17] but we shall not need it here.
Proof. Since A→ λN

max(A) is convex, we can again use Brascamp-Lieb inequalities to
insure that

µN,β
V

(
|λN

max(A−µN,β
V (A))|d

)
≤ µN,β

c

(
|λN

max(A−µN,β
c (A))|d

)
.

Now, we have seen in the proof of Lemma 27 that µN,β
V (A) has a uniformly bounded

spectral radius, say by x.Hence, we find that

µN,β
c

(
|λN

max(A)|N
1
2−ε/2

)
≤ c(ε)

N(2c−1)N
1
2−ε/2√

πN3( 1
2−ε/2)

.

Applying Jensen’s inequality we therefore get, for d ≤ N
1
2−ε,

µN,β
c

(
|λN

max(A)|d
)
≤ c′(ε)(2c−1)d .

Hence,

µN,β
V

(
|λN

max(A)|d
) 1

d ≤ x+ c′(ε)
1
d 2c−1

which proves the claim.

2.7.3 Coupling concentration inequalities and Brascamp-Lieb in-
equalities

We next turn to concentration inequalities for the trace of polynomials on the set

ŁN
M = {A ∈H m

N : λ
N
max(A) = max1≤i≤m(λ

N
max(Ai))≤M} ⊂ RN2m.

We let
δ̃

N(P) := tr(P(A1, · · · ,Am))−µN,β
V (tr(P(A1, · · · ,Am))) .

Then, we have

Lemma 30. For all N in N, all M > 0, there exists a finite constant C(P,M) and
ε(P,M,N) such that for any ε > 0,

µN,β
V

(
{|δ̃N(P)|≥ε+ ε(P,M,N)}∩ŁN

M

)
≤ 2e−

cε2
2C(P,M) .

If P is a monomial of degree d we can choose

C(P,M)≤ d2M2(d−1)



41

and there exists M0 < ∞ so that for M ≥M0, all ε∈]0, 1
2 [, and all monomial P of degree

smaller than N1/2−ε,
ε(P,M,N)≤ 3dN(CM)d+1e−

α

2 NM

with C the constant of Lemma 29.

Proof. It is enough to consider the case where P is a monomial. By Corollary 26,
we only need to control ε(P,M,N).

ε(P,M,N) ≤ µN,β
V

1(ΛN
M)c

|tr(P)|+dMd−1

√√√√ m∑
i=1

tr(AiA∗i )+ sup
A∈ΛN

M

|tr(P(A))|


≤ NµN,β

V

(
1(ΛN

M)c

(
|λN

max(A)|d +
√

C(P,M)|λN
max(A)|2 +Md

))

Now,

µN
V

(
1(ΛN

M)c |λN
max(A)|d

)
≤ µN

V

(
1(ΛN

M)c

) 1
2 µN

V

(
|λN

max(A)|2d
) 1

2 ≤Cde−
α

2 NM

where we used Lemmas 28 and 29. By the previous control on C(P,M), we get

ε(P,M,N) ≤ 3dN(CM)d+1e−
α

2 NM.

Thus for d ≤ N
1
2−ε and M large enough, we obtain the announced bound.

For later purposes, we have to find a control on the variance of L.

Lemma 31. For any c > 0 and ε ∈]0, 1
2 [, there exists B,C,M0 > 0 such that for all

t ∈ Bη,c , all M≥M0, and monomial P of degree less than N
1
2−ε,

µN,β
V

(
(δ̃N(P))2

)
≤ BC(P,M)+C2dN4e−

αMN
2 . (35)

Moreover, the constants C,M0,B depend continuously on V (0),DiV (0) and c(V ).

Proof. If P is a monomial of degree d, we write

µN,β
V ((δ̃N(P))2)≤ µN,β

V (1ŁN
M
(δ̃N(P))2)+µN,β

V (1
(ŁN

M)c(δ̃
N(P))2) = I1 + I2. (36)

For I1, the previous Lemma implies that, for d ≤ N,

I1 = 2
∫

∞

0
xµN,β

V

(
{|tr(P)−µN,β

V (tr(P))|≥x}∩ŁN
M

)
dx

≤ ε(P,N,M)2 +4
∫

∞

0
xe−

cx2
2C(P,M) dx≤ BC(P,M)
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with a constant B which depends only on c. For the second term, we take M≥M0 with
M0 as in Lemma 28 (Exponential tail of the largest eigenvalue) to get

I2 ≤ µN,β
V [(ŁN

M)c]
1
2 µN,β

V ((δ̃N(P))4)
1
2 ≤ e−

αMN
2 µN,β

V ((δ̃N(P))4)
1
2 .

By Cauchy-Schwartz inequality, we obtain the control

µN,β
V [δ̃N(P)4]≤ 24µN,β

V ((tr(P))4).

Now, by non-commutative Hölder’s inequality Theorem 24,

[tr(P)]4 ≤ N4max1≤i≤m
1
N

tr(A4d
i )

so that we obtain the bound

µN,β
V [δ̃N(P)4]≤ 24N4max1≤i≤mµN,β

V [
1
N

tr(A4d
i )].

By Lemma 29, for d ≤ N
1
2−ε,

µN,β
V [

1
N

tr(A4d
i )]≤C2d . (37)

Plugging back this estimate into (36), we have proved that for N and M sufficiently
large , all monomials P of degree d ≤ N

1
2−ε, all t ∈ Bη,c

µN,β
V

(
(δ̂N(P))2

)
≤ BC(P,M)+C2dN4e−

αMN
2

with a finite constant C depending only on ε, c and M0.

Bibliographical notes The basic notions of concentration inequalities can be found
in [12]. We also used the lecture notes [64]. Concentration inequalities theory was
first applied to traces of functions of random matrices in [65]. Concentration for the
eigenvalues themselves were studied in [4] and [81]. Concentration of Haar measures
were obtained by using mixing times of random walks in [38].



Chapter 3

One-Matrix models

In the case where the entries of the matrix XN,β are Gaussian, and more precisely in the
case of the so-called Gaussian ensembles, the law of the eigenvalues of XN,β is simple,
and given by a Gaussian law with a Coulomb gas interaction. We shall start this part
by discussing this point and then will use the explicit formulae for the joint law of
the eigenvalues to prove large deviations principles, first for the law of the empirical
measure of the eigenvalues and second for law of the largest eigenvalue.

Since the results will now depend upon the fact that the entries are real or complex,
we now make the difference in the notations. We consider N×N self-adjoint random
matrices with entries

XN,β
kl =

∑β

i=1 gi
kle

i
β√

βN
, 1≤ k < l ≤ N, XN,β

kk =

√
2

βN
gkke1

β
, 1≤ k ≤ N

where (ei
β
)1≤i≤β is a basis of Rβ, that is e1

1 = 1, e1
2 = 1,e2

2 = i. This definition can be
extended to the case β = 4, named the Gaussian symplectic ensemble, when N is even
by choosing XN,β =

(
XN,β

i j

)
1≤i, j≤N

2

with XN,β
kl a 2×2 matrix defined as above but with

(ek
β
)1≤k≤4 the Pauli matrices

e1
4 =

(
1 0
0 1

)
, e2

4 =

(
0 −1
1 0

)
, e3

4 =

(
0 −i
−i 0

)
, e4

4 =

(
i 0
0 −i

)
.

(gi
kl ,k≤ l,1≤ i≤ β) are independent equidistributed centered Gaussian variables with

variance 1. (XN,2,N ∈ N) is commonly referred to as the Gaussian Unitary Ensemble
(GUE), (XN,1,N ∈N) as the Gaussian Orthogonal Ensemble (GOE) and (XN,4,N ∈N)
as the Gaussian Symplectic Ensemble (GSE) since they can be characterized by the fact
that their laws are invariant under the action of the unitary, orthogonal and symplectic
group respectively (see [82]). We denote P(β)

N the law of XN,β.
We have the following key lemma about the joint distribution of the eigenvalues of

these ensembles.

43
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Lemma 32. Let X ∈ H (β)
N be random with law P(β)

N . The joint distribution of the
eigenvalues λ1(X)≤ ·· · ≤ λN(X), has density proportional to

1x1≤···≤xN

∏
1≤i< j≤N

|xi− x j|β
N∏

i=1

e−βx2
i /4. (1)

Let us give of the proof in the case β = 1. It is simply to write the decomposition
X =UDU∗, with the eigenvalues matrix D which is diagonal and with real entries, and
with the eigenvectors matrix U (which is unitary). Suppose this map was a bijection
(which it is not, at least at the matrices X that do not possess all distinct eigenvalues)
and that one can parametrize the eigenvectors by βN(N−1)/2 parameters in a smooth
way (which one cannot in general). Then, it is easy to deduce from the formula X =
UDU∗ that the Jacobian of this change of variables will depend polynomially on the
entries of D and will be of degree βN(N−1)/2 in these variables. Since the bijection
must break down when Dii = D j j for some i 6= j, the Jacobian must vanish on that set.
When β = 1, this imposes that the polynomial must be proportional to

∏
1≤i< j≤N(xi−

x j). Further degree and symmetry considerations allow to generalize this to β = 2. We
refer the reader to [9] for a full proof, which shows that the set of matrices for which
the above manipulations are not permitted has Lebesgue measure zero.

3.1 Large deviations for the law of the spectral measure
of Gaussian Wigner’s matrices

In this section, we consider the law of N random variables (λ1, · · · ,λN) with law

PV ;[a−,a+]
N,β (dλ1, · · · ,dλN) = (ZV,[a−,a+]

N,β )−1
∏

1λi∈[a−,a+]|∆(λ)|
βe−N

∑N
i=1 V (λi)

N∏
i=1

dλi,

(2)
for a continuous function V : R→ R such that, if a− and/or a+ are infinite,

liminf
|x|→∞

V (x)
β log |x|

> 1 (3)

and a positive real number β. Here, ∆(λ) =
∏

1≤i< j≤N(λi−λ j) and −∞≤ a− < a+ ≤
+∞.

When V (x) = 4−1βx2 and a− = −a+ = −∞, we have seen in Lemma 32 that
PN

4−1βx2,β
is the law of the eigenvalues of a N ×N GOE matrix when β = 1, and of

a GUE matrix when β = 2. The case β = 4 corresponds to another matrix ensemble,
namely the GSE. In view of this remark and other applications discussed in Chapter
4, we consider in this section the slightly more general model with a potential V . We
emphasize however that the distribution (2) precludes us from considering random ma-
trices with independent non Gaussian entries.

We have proved already at the beginning of these notes that the empirical measure

LN =
1
N

N∑
i=1

δ
λN

i
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converges almost surely towards the semi-circular law. Moreover, we studied its fluctu-
ations around its mean, both by central limit theorem and by concentration inequalities.
Such results did not depend much on the Gaussian nature of the entries.

We address here a different type of question. Namely, we study the probability
that LN takes a very unlikely value. This was already considered in our discussion of
concentration inequalities, c.f. Section 2.6.4, where the emphasis was put on obtaining
upper bounds on the probability of deviation. In contrast, the purpose of the analysis
here is to exhibit a precise estimate on these probabilities, or at least on their logarith-
mic asymptotics. The appropriate tool for handling such questions is large deviations
theory.

Endow P (R) with the usual weak topology. Our goal is to estimate the probability
PV ;[a−,a+]

N,β (LN ∈ A), for measurable sets A ⊂ P (R). Of particular interest is the case
where A does not contain the limiting distribution of LN .

Define the non-commutative entropy Σ : P (R)→ [−∞,∞], as

Σ(µ) =
∫ ∫

log |x− y|dµ(x)dµ(y) . (4)

Set next

IV
β
(µ) =

{ ∫
V (x)dµ(x)− β

2 Σ(µ)− cV
β
, if

∫
V (x)dµ(x)< ∞ and µ([a−,a+]) = 1

∞, otherwise ,

with cV
β
= infν∈P ([a−,a+]){

∫
V (x)dν(x)− β

2 Σ(ν)}.
(5)

Theorem 9. Let LN = N−1∑N
i=1 δ

λN
i

where the random variables {λN
i }N

i=1 are dis-

tributed according to the law PV ;[a−,a+]
N,β , see (2). Then, the family of random measures

LN satisfies, in P (R) equipped with the weak topology, a full large deviation princi-
ple with good rate function IV

β
in the scale N2. That is, IV

β
: P (R)→ [0,∞] possesses

compact level sets {ν : IV
β
(ν)≤M} for all M ∈ R+, and

For any open set O⊂ P (R) ,

liminf
N→∞

1
N2 logPV,[a−,a+]

N,β (LN ∈ O)≥− inf
O

IV
β
,

(6)

and
For any closed set F ⊂ P (R) ,

limsup
N→∞

1
N2 logPV,[a−,a+]

N,β (LN ∈ F)≤− inf
F

IV
β
.

(7)

The proof of Theorem 9 relies on the properties of the function IV
β

collected in
Lemma 33 below. Define the logarithmic capacity of a measurable set A⊂ R as

γ(A) := exp
{
− inf

ν∈M1(A)

∫ ∫
log

1
|x− y|

dν(x)dν(y)
}
.

Lemma 33.
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a. IV
β

is well defined on P (R) and takes its values in [0,+∞].

b. IV
β
(µ) is infinite as soon as µ satisfies one of the following conditions

b.1
∫

V (x)dµ(x) = +∞.

b.2 There exists a set A ⊂ R of positive µ mass but null logarithmic capacity,
i.e. a set A such that µ(A)> 0 but γ(A) = 0.

c. IV
β

is a good rate function.

d. IV
β

is a strictly convex function on P (R).

e. IV
β

achieves its minimum value at a unique probability measure σV
β

on [a−,a+]
characterized by

V (x)−β

∫
log |y− x|dσ

V
β
(y) = inf

ν∈P (R)

(∫
V dν−βΣ(ν)

)
, σ

V
β

a.s., (8)

and, for all x except possibly on a set with null logarithmic capacity,

V (x)−β

∫
log |y− x|dσ

V
β
(y)≥ inf

ν∈P (R)

(∫
V dν−βΣ(ν)

)
. (9)

As an immediate corollary of Theorem 9 and of part e. of Lemma 33 we have the
following.

Corollary 34 (Second proof of Wigner’s theorem). Under PV ;[a−,a+]
N,β , LN converges

almost surely towards σV
β

.

Proof of Lemma 33 If IV
β
(µ)<∞, since V is bounded below by assumption (3), Σ(µ)>

−∞ and therefore also
∫

V dµ < ∞. This proves that IV
β
(µ) is well defined (and by

definition non negative), yielding point a.
Set

f (x,y) =
1
2

V (x)+
1
2

V (y)− β

2
log |x− y|. (10)

Note that f (x,y) goes to +∞ when x,y do by (3). Indeed, log |x− y| ≤ log(|x|+ 1)+
log(|y|+1) implies

f (x,y)≥ 1
2
(V (x)−β log(|x|+1))+

1
2
(V (y)−β log(|y|+1)) (11)

as well as when x,y approach the diagonal {x = y}; for all L > 0, there exist constants
K(L) (going to infinity with L) such that

{(x,y) : f (x,y)≥ K(L)} ⊂ BL ,

BL := {(x,y) : |x− y|< L−1}∪{(x,y) : |x|> L}∪{(x,y) : |y|> L}.
(12)
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Since f is continuous on the compact set Bc
L, we conclude that f is bounded below, and

denote b f >−∞ a lower bound. Therefore, since for any measurable subset A of R,

IV
β
(µ) =

∫ ∫
( f (x,y)−b f )dµ(x)dµ(y)+b f − cV

β

≥
∫

A

∫
A
( f (x,y)−b f )dµ(x)dµ(y)+b f − cV

β

≥ β

2

∫
A

∫
A

log |x− y|−1dµ(x)dµ(y)+ inf
x∈R

V (x)µ(A)2−|b f |− cV
β

≥ −β

2
µ(A)2 log(γ(A))−|b f |− cV

β
+ inf

x∈R
V (x)µ(A)2

one concludes that if IV
β
(µ)<∞, and A is a measurable set with µ(A)> 0, then γ(A)> 0.

This completes the proof of point b.
We now show that Iβ

V is a good rate function, and first that its level sets {Iβ

V ≤M} are
closed, that is that Iβ

V is lower semi-continuous. Indeed, by the monotone convergence
theorem,

IV
β
(µ) =

∫ ∫
f (x,y)dµ(x)dµ(y)− cV

β

= sup
M≥0

∫ ∫
( f (x,y)∧M)dµ(x)dµ(y)− cV

β

But f M = f ∧M is bounded continuous and so for M < ∞,

IV,M
β

(µ) =
∫ ∫

( f (x,y)∧M)dµ(x)dµ(y)

is bounded continuous on P (R). As a supremum of the continuous functions IV,M
β

, IV
β

is lower semi-continuous. Hence, by Theorem 29, to prove that {IV
β
≤ L} is compact,

it is enough to show that {IV
β
≤ L} is included in a compact subset of P (R) of the form

Kε = ∩B∈N{µ ∈ P (R) : µ([−B,B]c)≤ ε(B)}

with a sequence ε(B) going to zero as B goes to infinity.
Arguing as in (12), there exist constants K′(L) going to infinity as L goes to infinity,

such that
{(x,y) : |x|> L, |y|> L} ⊂ {(x,y) : f (x,y)≥ K′(L)} . (13)

Hence, for any L > 0 large,

µ(|x|> L)2 = µ⊗µ(|x|> L, |y|> L)

≤ µ⊗µ
(

f (x,y)≥ K′(L)
)

≤ 1
K′(L)−b f

∫ ∫
( f (x,y)−b f )dµ(x)dµ(y)

=
1

K′(L)−b f
(IV

β
(µ)+ cV

β
−b f )
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Hence, with ε(B) = [
√
(M+ cV

β
−b f )+/

√
(K′(B)−b f )+]∧ 1 going to zero when B

goes to infinity, one has that {IV
β
≤M} ⊂ Kε. This completes the proof of point c.

Since IV
β

is a good rate function, it achieves its minimal value. Let σV
β

be a mini-
mizer. Then, for any signed measure ν(dx) = ϕ(x)σV

β
(dx)+ψ(x)dx with two bounded

measurable compactly supported functions (ϕ,ψ) such that ψ ≥ 0 and ν(R) = 0, for
ε > 0 small enough, σV

β
+ εν is a probability measure so that

IV
β
(σV

β
+ εν)≥ IV

β
(σV

β
)

which implies ∫ (
V (x)−β

∫
log |x− y|dσ

V
β
(y)
)

dν(x)≥ 0.

Taking ψ = 0, we deduce by symmetry that there is a constant CV
β

such that

V (x)−β

∫
log |x− y|dσ

V
β
(y) =CV

β
, σ

V
β

a.s., (14)

which implies that σV
β

is compactly supported (as V (x)−β
∫

log |x− y|dσV
β
(y) goes to

infinity when x does). Taking ϕ(x) =−
∫

ψ(y)dy, we then find that

V (x)−β

∫
log |x− y|dσ

V
β
(y)≥CV

β
(15)

Lebesgue almost surely, and then everywhere outside of the support of σV
β

by continu-
ity. By (14) and (15) we deduce that

CV
β
= inf

ν∈P (R)
{
∫

(V (x)−β

∫
log |x− y|dσ

V
β
(y))dν(x)} .

This completes the proof of (8) and (9). The claimed uniqueness of σV
β

, and hence
the completion of the proof of part e., will then follow from the strict convexity claim
(point d. of the lemma), which we turn to next.

Note first that we can rewrite IV
β

as

IV
β
(µ) =−β

2
Σ(µ−σ

V
β
)+

∫ (
V −β

∫
log |x− y|dσ

V
β
(y)−CV

β

)
dµ(x).

The fact that IV
β

is strictly convex comes from the observation that Σ is strictly concave,
as can be checked from the formula

log |x− y|=
∫

∞

0

1
2t

(
exp{− 1

2t
}− exp{−|x− y|2

2t
}
)

dt (16)

which entails that for any µ ∈ P (R),

Σ(µ−σ
V
β
) =−

∫
∞

0

1
2t

(∫ ∫
exp{−|x− y|2

2t
}d(µ−σ

V
β
)(x)d(µ−σ

V
β
)(y)

)
dt.
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Indeed, one may apply Fubini’s theorem when µ1,µ2 are supported in [− 1
2 ,

1
2 ] since

then µ1⊗µ2(exp{− 1
2t }− exp{− |x−y|2

2t } ≤ 0) = 1. One then deduces the claim for any
compactly supported probability measures by scaling and finally for all probability
measures by approximations. The fact that for all t ≥ 0,∫ ∫

exp{−|x− y|2

2t
}d(µ−σ

V
β
)(x)d(µ−σ

V
β
)(y)

=

√
t

2π

∫ +∞

−∞

∣∣∣∣∫ exp{iλx}d(µ−σ
V
β
)(x)

∣∣∣∣2 exp{− tλ2

2
}dλ

therefore entails that Σ is concave since µ→
∣∣∣∫ exp{iλx}d(µ−σV

β
)(x)

∣∣∣2 is convex for
all λ ∈ R. Strict convexity comes from the fact by the Cauchy-Schwarz inequality,
Σ(αµ+(1−α)ν) = αΣ(µ)+ (1−α)Σ(ν) if and only if Σ(ν− µ) = 0 which implies
that all the Fourier transforms of ν− µ are null, and hence µ = ν. This completes the
proof of part d and hence of the lemma.
Proof of Theorem 9: To begin, let us remark that with f as in (10),

PV ;[a−,a+]
N,β (dλ1, · · · ,dλN)= (ZV,[a−,a+]

N,β )−1
N∏

i=1

1λi∈[a−,a+]e
−N2 ∫

x 6=y f (x,y)dLN(x)dLN(y)
N∏

i=1

e−V (λi)dλi.

Hence, if µ→
∫

x 6=y f (x,y)dµ(x)dµ(y) was a bounded continuous function, the proof
would follow from a standard Laplace method. The main point will be therefore to
overcome the singularity of this function, with the most delicate part being overcoming
the singularity of the logarithm.

Following Appendix 7.1 (see Corollary 112), a full large deviation principle can be
proved by showing that exponential tightness holds, as well as estimating the probabil-
ity of small balls. We follow these steps below.

- Exponential tightness Of course this is clear if a− and a+ are finite. Observe that
by Jensen’s inequality,

logZV,[a−,a+]
N,β ≥ N log

∫ a+

a−
e−V (x)dx

−N2
∫ (∫

x 6=y
f (x,y)dLN(x)dLN(y)

) N∏
i=1

1λi∈[a−,a+]e
−V (λi)dλi∫ a+

a−
e−V (x)dx

≥−CN2

with some finite constant C. Moreover, by (11) and (3), there exist constants a > 0 and
c >−∞ so that

f (x,y)≥ a|V (x)|+a|V (y)|+ c

from which one concludes that for all M ≥ 0,

PV ;[a−,a+]
N,β

(∫
|V (x)|dLN ≥M

)
≤ e−2aN2M+(C−c)N2

(∫ a+

a−
e−V (x)dx

)N

.
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Since V goes to infinity at infinity, KM = {µ∈ P (R) :
∫
|V |dµ≤M} is a compact set for

all M < ∞, so that we have proved that the law of LN under PV ;[a−,a+]
N,β is exponentially

tight.
-Large deviation upper bound d will denote the Dudley metric. Note first that

LN ∈ P ([a−,a+]) so that the rate function has to be infinite on P (R)\P ([a−,a+]). We
next consider µ ∈ P ([a−,a+]), and prove that if we set PV ;[a−,a+]

N,β = ZV,[a−,a+]
N,β PV ;[a−,a+]

N,β

lim
ε→0

limsup
N→∞

1
N2 logPV ;[a−,a+]

N,β (d(LN ,µ)≤ ε)≤−
∫

f (x,y)dµ(x)dµ(y). (17)

For any M ≥ 0, the following bound holds

PV ;[a−,a+]
N,β (d(LN ,µ)≤ ε)

≤
∫

d(LN ,µ)≤ε

e−N2 ∫
x 6=y f (x,y)∧MdLN(x)dLN(y)

N∏
i=1

e−V (λi)dλi.

Since under the product Lebesgue measure, the λi’s are almost surely distinct, it holds
that LN ⊗LN(x = y) = N−1, PV ;[a−,a+]

N,β almost surely. Thus, we deduce for all M ≥ 0,
with fM(x,y) = f (x,y)∧M,∫

fM(x,y)dLN(x)dLN(y) =
∫

x 6=y
fM(x,y)dLN(x)dLN(y)+MN−1,

and so

PV ;[a−,a+]
N,β (d(LN ,µ)≤ ε)

≤ eMN
∫

d(LN ,µ)≤ε

e−N2 ∫ fM(x,y)dLN(x)dLN(y)
N∏

i=1

e−V (λi)dλi.

Since IV,M
β

(ν) =
∫

fM(x,y)dν(x)dν(y) is bounded continuous, we deduce that

lim
ε→0

limsup
N→∞

1
N2 logPV ;[a−,a+]

N,β (d(LN ,µ)≤ ε)≤−IV,M
β

(µ).

We finally let M go to infinity and conclude by the monotone convergence theorem.
Note that the same argument shows that

limsup
N→∞

1
N2 logZV,[a−,a+]

N,β ≤− inf
µ∈P (R)

∫
f (x,y)dµ(x)dµ(y). (18)

- Large deviation lower bound. We prove here that for any µ ∈ P (R)

lim
ε→0

liminf
N→∞

1
N2 logPV ;[a−,a+]

N,β (d(LN ,µ)≤ ε)≥−
∫

f (x,y)dµ(x)dµ(y). (19)
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Note that we can assume without loss of generality that IV
β
(µ) < ∞, since otherwise

the bound in trivial, and so in particular, we may and will assume that µ has no
atoms. We can also assume that µ is compactly supported since if we consider µM =
µ([−M,M])−11|x|≤Mdµ(x), clearly µM converges towards µ and by the monotone con-
vergence theorem, one checks that, since f is bounded below,

lim
M↑∞

∫
f (x,y)dµM(x)dµM(y) =

∫
f (x,y)dµ(x)dµ(y)

which insures that it is enough to prove the lower bound for (µM,M ∈ R, IV
β
(µ) < ∞),

and so for compactly supported probability measures with finite entropy.
The idea is to localize the eigenvalues (λi)1≤i≤N in small sets and to take advantage

of the fast speed N2 of the large deviations to neglect the small volume of these sets.
To do so, we first remark that for any ν ∈ P ([a−,a+]) with no atoms if we set

x1,N = inf
{

x| ν(]−∞,x])≥ 1
N +1

}
xi+1,N = inf

{
x≥ xi,N | ν

(
]xi,N ,x]

)
≥ 1

N +1

}
1≤ i≤ N−1,

for any real number η, there exists an integer number N(η) such that, for any N larger
than N(η),

d

(
ν,

1
N

N∑
i=1

δxi,N

)
< η.

In particular, for N ≥ N( δ

2 ),{
(λi)1≤i≤N | |λi− xi,N |< δ

2
∀i ∈ [1,N]

}
⊂ {(λi)1≤i≤N | d(LN ,ν)< δ}

Moreover if we take

Ω=

{
(λi)1≤i≤N | xi,N ≤ λi < xi +

δ

2
∀i ∈ [1, [N/2]],xi,N− δ

2
≤ λi ≤ xi,N∀i ∈ [[N/2]+1,N]

}

then since x1,N ≥ a− and xN,N ≤ a+ we deduce that as

Ω⊂ {(λi)1≤i≤N ∈ [a−,a+] | d(LN ,ν)< δ}

so that we have the lower bound
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PV ;[a−,a+]
N,β (d(LN ,µ)≤ ε)

≥
∫

Ω

e−N2 ∫
x 6=y f (x,y)dLN(x)dLN(y)

N∏
i=1

e−V (λi)dλi

=

∫ ∏
i≤[N/2]

1{0≤λi≤ δ

2 }

∏
i≥[N/2]+1

1{− δ

2≤λi≤0}

∏
i< j

|xi,N− x j,N +λi−λ j|βe−N
∑N

i=1 V (xi,N+λi)
N∏

i=1

dλi

≥

 ∏
i+1< j

|xi,N− x j,N |β
∏

i

|xi,N− xi+1,N |
β

2 e−N
∑N

i=1 V (xi,N)


×

∫ ∏
i≤[N/2]

1{0≤λi≤ δ

2 }

∏
i≥[N/2]+1

1{− δ

2≤λi≤0}1λi≥λi+1

∏
i

|λi−λi+1|
β

2 e−N
∑N

i=1[V (xi,N+λi)−V (xi,N)]
N∏

i=1

dλi


=: PN,1×PN,2 (20)

where we used that |xi,N − x j,N +λi−λ j| ≥ |xi,N − x j,N | ∨ |λi−λ j| when λi ≥ λ j and
xi,N ≥ x j,N . To estimate PN,2, note that since we assumed that µ is compactly supported,
the (xi,N ,1≤ i≤ N)N∈N are uniformly bounded and so by continuity of V

lim
N→∞

sup
N∈N

sup
1≤i≤N

sup
|x|≤δ

|V (xi,N + x)−V (xi,N)|= 0.

Moreover, writing ui+1 = λi−λi+1, u1 = λ1∫ ∏
i≤[N/2]

1{0≤λi≤ δ

2 }

∏
i≥[N/2]+1

1{− δ

2≤λi≤0}1λi≥λi+1

∏
i

|λi−λi+1|
β

2

N∏
i=1

dλi

≥
∫ N∏

i=2

10<ui<
δ
N

1u1∈[ δ

2−
δ
N , δ

2 ]

N∏
i=2

u
β

2
i

N∏
i=1

dui

≥
(

δ

(β+2)N

)N(
β

2 +1)

.

Therefore,

lim
δ→0

liminf
N→∞

1
N2 logPN,2 ≥ 0. (21)

To handle the term PN,1, the uniform boundness of the xi,N’s and the convergence of
their empirical measure towards µ imply that

lim
N→∞

1
N

N∑
i=1

V (xi,N) =

∫
V (x)dµ(x). (22)
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Finally since x→ log(x) increases on R+, we notice that∫
x1,N≤x<y≤xN,N

log(y− x)dµ(x)dµ(y)

≤
∑

1≤i≤ j≤N−1

log(x j+1,N− xi,N)

∫
x∈[xi,N ,xi+1,N ]

y∈[x j,N ,x j+1,N ]

1x<ydµ(x)dµ(y)

=
1

(N +1)2

∑
i< j

log |xi,N− x j+1,N |+ 1
2(N +1)2

N−1∑
i=1

log |xi+1,N− xi,N |.

Since log |x− y| is bounded when x,y are in the support of the compactly supported
measure µ, the monotone convergence theorem implies that the left side in the last
display converges towards

∫ ∫
log |x− y|dµ(x)dµ(x). Thus, with (22), we have proved

liminf
N→∞

1
N2 logPN,1 ≥

∫
x<y

log(y− x)dµ(x)dµ(y)−
∫

V (x)dµ(x)

which concludes, with (20) and (21), the proof of (19).
-Conclusion By (19), for all µ ∈ P ([a−,a+]),

liminf
N→∞

1
N2 logZN

β,V ≥ lim
ε→0

liminf
N→∞

1
N2 logPV ;[a−,a+]

N,β (d(LN ,µ)≤ ε)

≥−
∫

f (x,y)dµ(x)dµ(y)

and so optimizing with respect to µ ∈ P (R) and with (18),

lim
N→∞

1
N2 logZN

β,V =− inf
µ∈P (R)

{
∫

f (x,y)dµ(x)dµ(y)}=−cV
β
.

Thus, (19) and (17) imply the weak large deviation principle, i.e. that for all µ ∈ P (R),

lim
ε→0

liminf
N→∞

1
N2 logPV ;[a−,a+]

N,β (d(LN ,µ)≤ ε)

= lim
ε→0

limsup
N→∞

1
N2 logPV ;[a−,a+]

N,β (d(LN ,µ)≤ ε) =−IV
β
(µ).

This, together with the exponential tightness property proved above completes the
proof of the full large deviation principle stated in Theorem 9.

Bibliographical Notes The proof of Theorem 9 is a slight generalization of the
techniques introduced in [16] to more general potentials.

3.2 Large deviations of the maximum eigenvalue
We let

J V ;[a−,a+](x) =
V (x)

2
−
∫ a+

a−
dµV ;[a−,a+]

eq (ξ) ln |x−ξ| (23)
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when x ∈ [a−,a+], and +∞ otherwise. Suppose that [a−,a+] 6= [α−,α+], and set:

J̃ V ;[a−,a+](x) = J V ;[a−,a+](x)− inf
ξ∈[a−,a+]

J V ;[a−,a+](ξ) (24)

In this section we assume for simplicity that the (closed) support of the minimiz-
ing measure σV

β
is connected; we denote it by [α−,α+]. We define also J̃ V ;[a−,a+]

max (x)

(resp. J̃ V ;[a−,a+]
min (x)) which is equal to J̃ V ;[a−,a+](x), except when x ∈]−∞,α−] (resp.

[α+,+∞[) where we set its value to +∞.

Proposition 35. Let V : [a−,a+]→R be a continuous function, and if aτ = τ∞, assume
that:

liminf
x→τ∞

V (x)
2ln |x|

> 1 (25)

Assume that J̃ V ;[a−,a+] does not vanish outside [α−,α+]. Then:

(i) βJ̃ V ;[a−,a+]
max (resp. βJ̃ V ;[a−,a+]

min ) is a good rate function on [a−,a+], which vanishes
at α+ (resp. α−).

(ii) The law of λmax (resp. λmin) under PV ;[a−,a+]
N,β satisfies a large deviation princi-

ple with speed N and rate function equal to βJ̃ V ;[a−,a+]
max (resp. βJ̃ V ;[a−,a+]

min ) on
[a−,a+]. In other words, for any closed subset F, or open subset Ω, of [a−,a+]:

limsup
N→∞

1
N

lnPV ;[a−,a+]
N,β (λmax ∈ F) ≤ −β inf

x∈F
J̃ V ;[a−,a+]

max (x)

liminf
N→∞

1
N

lnPV ;[a−,a+]
N,β (λmax ∈Ω) ≥ −β inf

x∈Ω
J̃ V ;[a−,a+]

max (x)

and similar statements hold for λmin. In particular, for any ε > 0,

limsup
N→∞

1
N

lnPV ;[a−,a+]
N,β (λmin ≤ α−− ε) < 0

limsup
N→∞

1
N

lnPV ;[a−,a+]
N,β (λmax ≥ α++ ε) < 0

3.2.1 J̃ V ;[a−,a+] is a good rate function

J̃ V ;[a−,a+] is lower semicontinuous as a supremum of the continuous functions

J̃ V ;[a−,a+]
ε (x) :=

V (x)
2
−
∫ a+

a−
dµV ;[a−,a+]

eq (ξ) ln
[
max(|x−ξ|,ε)

]
− inf

ξ∈[a−,a+]
J V ;[a−,a+](ξ)

Moreover, by the assumption of Eqn. 25, it goes to infinity at infinity. Hence, J̃ V ;[a−,a+]

has compact level sets. Since it is non-negative, it is a good rate function.
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3.2.2 The law of the extreme eigenvalues is exponentially tight

Exponential tightness of the extreme eigenvalues means:

limsup
M→∞

limsup
N→∞

1
N

lnPV ;[a−,a+]
N,β (λmax ≥M or λmin ≤−M) =−∞ (26)

By [9, Lemma 2.6.7], it is enough to show that:

limsup
N→∞

1
N

ln
ZV ;[a−,a+]

N−1,β

ZV ;[a−,a+]
N,β

< ∞ (27)

For this purpose, observe that by Jensen’s inequality

ZV ;[a−,a+]
N,β

ZV ;[a−,a+]
N−1,β

= PV ;[a−,a+]
N−1,β

[∫ a+

a−
dλN exp

(
β

N−1∑
i=1

ln |λN −λi|−
βN
2

V (λN)−
β

2

N−1∑
i=1

V (λi)
)]

≥ κ exp

{
β

2
(
PV ;[a−,a+]

N−1,β ⊗χ
)[

2
N−1∑
i=1

ln |λN −λi|− (N−1)V (λN)−
N−1∑
i=1

V (λi)

]}

where we denoted χ the law on λN given by:

dχ(x) =
1[a−,a+](x)dx

κ
e−

β

2 V (x)
κ =

∫ a+

a−
dξe−

β

2 V (ξ) (28)

The function ξ 7→
∫
R dχ(λN) ln |λN−ξ| is bounded on compact sets and going to infin-

ity like ln |ξ|, so is bounded from below, by a constant κ1
2 . We can rewrite:

ZV ;[a−,a+]
N,β

ZV ;[a−,a+]
N−1,β

≥ κ exp
{

β(N−1)
[
κ1−χ[V ]−PV ;[a−,a+]

N−1,β [LN−1(V )]
]}

(29)

By exponential tightness [9, Eqn. 2.6.21], we know that there exists a constant κ2 > 0
so that

−PV ;[a−,a+]
N−1,β

[
LN−1(V )

]
≥ −PV ;[a−,a+]

N−1,β

[
LN−1(|V |)

]
≥−κ2

So, if we set κ3 = χ[V ] and choose κ2 large enough, we have:

ZV ;[a−,a+]
N,β

ZV ;[a−,a+]
N−1,β

≥ κe−β(N−1)δ (30)

with a positive constant δ = −κ1 + κ2 + κ3. This justifies Eqn. 9 and completes the
proof of Eqn. 26.
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3.2.3 Upper bound for large deviation of the extreme eigenvalues
We give the argument for the minimal eigenvalue, the case of the maximal eigenvalue
being similar. By exponential tightness (Eqn. 26), it is enough to prove a weak large
deviation upper bound, that is control the probability of small balls. First, observe that
for any x−α− ≥ 2ε > 0,

PV ;[a−,a+]
N,β [λmin ≥ x]≤ PV ;[a−,a+]

N,β [LN(1[α−,α−+ε]) = 0]

is of order e−N2κε for some κε > 0 by the large deviation principle for the law of LN

under PV ;[a−,a+]
N,β , see e.g. [16] or [9, Theorem 2.6.1]. Moreover, the probability that

λmin is smaller than a− vanishes and therefore we have

limsup
ε↓0

limsup
N→∞

1
N

lnPV ;[a−,a+]
N,β (λmin ∈]−∞,a−− ε]∪ [α−+ ε,+∞[) =−∞

Hence, we may and shall concentrate on probability of deviating on [a−,α−], and ac-
tually we may restrict ourselves to the case where a− and a+ are finite by Eqn. 26. We
let F be a closed subset of [a−,α−]. We then have:

PV ;[a−,a+]
N,β [λmin ∈ F ] = YN

∫
F

dξe−
β

2 V (ξ)
ΞN(ξ) (31)

where we introduced:

YN =
Z

N
N−1V ;[a−,a+]
N−1,β

ZV ;[a−,a+]
N,β

ΞN(ξ) = P
N

N−1V ;[a−,a+]
N−1,β

(
eβ
∑N−1

i=1 ln |ξ−λi|− β

2 (N−1)V (ξ)
N−1∏
i=1

1[a−,λi](ξ)

)

Upper bound for ΞN(ξ)

Notice that the logarithm is uniformly bounded from above on compacts so that the
exponent is at most of order N. Therefore, we may and shall assume that under

µ
N

N−1V ;[a−,a+]
N−1,β , LN−1 is at a distance smaller than κ > 0 from the equilibrium measure

µeq := µV ;[a−,a+]
eq , since the opposite event has probability smaller than e−Γκ(N−1)2

for
some Γκ > 0, see e.g. [9, Theorem 2.6.1]. Thus, we have for large N:

ΞN(ξ)≤ e−ΓκN2/2 + eβ(N−1)supd(µ,µeq)<κ

(
−V (ξ)

2 +
∫

ln |ξ−η|dµeq(η)
)

(32)

where we take the supremum over probability measures on [a−,a+]. We observe also
that for all probability measures µ on [a−,a+], and for any ζ > 0:∫ a+

a−
ln |ξ−η|dµ(η)≤ ϕζ(µ,ξ) =

∫ a+

a−
ln
[
max(|ξ−η|,ζ)

]
dµ(η) (33)
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where ϕζ(µ,ξ) is continuous in µ and ξ, and ϕζ(µeq,ξ) converges towards ϕ0(µeq,ξ) as
ζ goes to zero. We deduce that:

limsup
κ↓0

sup
ξ∈F

sup
d(µ,µeq)<κ

β

(∫
ln |ξ−η|dµ(η)− V (ξ)

2

)
≤−β inf

ξ∈F
J V ;[a−,a+](ξ) (34)

Therefore, for any η′ > 0, and N large enough, we conclude that:

sup
ξ∈F

ΞN(ξ)≤ eN
(

η′−β infξ∈F J V ;[a−,a+](ξ)
)

(35)

Lower bound for YN

We observe that, for any ε > 0 small enough, and any x ∈ [a−+ ε,a+− ε], there exists
δε going to zero with ε so that

1
YN

=
ZV ;[a−,a+]

N,β

Z
N

N−1V ;[a−,a+]
N−1,β

= µ
N

N−1V ;[a−,a+]
N−1,β

(∫ a+

a−
dξe−

βN
2 V (ξ)

N−1∏
i=1

|ξ−λi|β
)

≥ µ
N

N−1V ;[a−,a+]
N−1,β

(∫ x+ε

x−ε

dξe−
βN
2 V (ξ)

N−1∏
i=1

|ξ−λi|β
)

≥ 2εe−
βN
2 V (x)−Nδεµ

N
N−1V ;[a−,a+]
N−1,β

(
e
∑N−1

i=1
β

2ε

∫ x+ε

x−ε
ln |ξ−λi|dξ

)
where we have finally used Jensen’s inequality. But λ→ 1

2ε

∫ x+ε

x−ε
ln |ξ−λ|dξ is bounded

continuous on [a−,a+] and therefore by the large deviation principle for the law of the

empirical measure LN−1 under µ
N

N−1V ;[a−,a+]
N−1,β (with rate function which vanishes only at

µeq) we deduce that:

1
YN
≥ 2εe−

βN
2 V (x)−2Nδε e(N−1)

∫ β

2ε

(∫ x+ε

x−ε
ln |ξ−λ|dξ

)
dµeq(λ) (36)

Hence, by taking ε sufficiently small independently of N, and optimizing over the
choice of x ∈]a−,a+[, we conclude that for any η′′ > 0, and N large enough,

1
YN
≥ e−N

(
η′′+β infξ∈[a−,a+] J V ;[a−,a+](ξ)

)
(37)

Putting Eqn. 35 and 37 together, we deduce that for all δ > 0 and N large enough:

PV ;[a−,a+]
N,β (λmin ∈ F)≤ eNβ

(
−infx∈F J V ;[a−,a+](x)+infξ∈[a−,a+] J V ;[a−,a+](ξ)+δ

)
(38)

which provides the announced upper bound.
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Conclusion

As a consequence, since we assumed that the rate function only vanishes at α−,α+ we
deduce that for any ε > 0, there exists δε > 0 so that:

µV,[a−,a+]
N,β (λmin ≤ α−− ε)≤ e−δεN (39)

as well as a similar result for the largest eigenvalue.

3.2.4 Lower bound for large deviation of extreme eigenvalues
To establish a lower bound, we start again from Eqn. 107 with an open ball B =]x−
ε,x+ ε[⊂ [a−,α−]:

PV,[a−,a+]
N,β (λmin ∈ B) = YN

∫
B

dξe−
β

2 V (ξ)
ΞN(ξ) (40)

but replace the role of YN and ΞN in the bounds. Namely, we first have by Jensen’s
inequality: ∫

B
dξe−

β

2 V (ξ)
ΞN(ξ)≥ κNe

∫
dχ̃(ξ,λ)

(
β
∑N−1

i=1 ln |ξ−λi|− β

2 (N−1)V (ξ)
)

(41)

with

dχ̃(ξ,λ) =
1B(ξ)1λmin≥ξ

κN
dξe−

β

2 V (ξ) dP
N

N−1V ;[a−,a+]
N−1,β (λ)

κN =

∫
B

dξe−
β

2 V (ξ)P
N

N−1V ;[a−,a+]
N−1,β [1λmin≥ξ]

Thanks to Eqn. 39 (note that it applies similarly to NV/(N − 1) as the assumptions
does not depend on the fine asymptotics of V ), we know that κN converges towards a
non vanishing constant. Moreover, the logarithm, once integrated against dξ, produces
a smooth bounded function and therefore we can use the convergence of LN−1 towards

µeq under P
N

N−1V ;[a−,a+]
N−1,β to conclude that:

liminf
N→∞

1
N

ln
∫

B
dξe−

β

2 V (ξ)
ΞN(ξ)≥−

β

2

∫
B dξe−

β

2 V (ξ)
(

V (ξ)−2
∫

dµeq(η) ln |ξ−η|
)

∫
B dξe−

β

2 V (ξ)
.

(42)
Letting now ε going to zero in B =]x− ε,x+ ε[ proves that:

liminf
ε→0

liminf
N→∞

1
N

ln
∫

B(x,ε)
dξe−

β

2 V (ξ)
ΞN(ξ)≥ β

(∫
dµeq(η) ln |ξ−η|− V (η)

2

)
(43)

To bound YN from below, it is enough to bound 1/YN from above, which can be done
in the same way we bounded ΞN from above in the argument for the upper bound. We
finally conclude:

liminf
ε→0

liminf
N→∞

1
N

lnµV,[a−,a+]
N,β (λmin ∈]x− ε,x+ ε[)≥−βJ̃ V ;[a−,b+](x) (44)

which completes the proof of the large deviation principle.
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Exercise 36 (suggested by B. Collins). Generalize the proof to obtain the large devi-
ation principle for the joint law of the kth largest eigenvalues (k finite) with good rate
function given by

I∗(x1, · · · ,xk) =

k∑
l=1

I∗(xk)−β

∑
1≤`≤p≤k

log(x`− xk)+ constant.

if x1 ≥ x2 · · · ≥ xk ≥ 2 and +∞ otherwise.

Bibliographical notes This proof is taken from [15].

3.3 Topological models of one-matrix models
Our goal is to prove an asymptotic expansion in powers of 1/N when N → ∞ for the
partition function ZV ;[b−,b+]

N,β and the correlators WV ;[b−,b+]
n (x1, . . . ,xn). This is not al-

ways expected. In particular it is false when the support of µV ;[b−,b+]
eq , the limiting

eigenvalue distribution, is not connected: corrections to the leading order feature a
quasi periodic behavior with N (see [53] for a general heuristic argument). Our proof
uses a priori bounds on the correlators, and what we really need is to establish that
Wn ∈ O(1) for n ≥ 2. We shall prove this condition either based on a result of Boutet
de Monvel, Pastur and Shcherbina [43] (also used recently in the context of β ensem-
bles by Kriecherbauer and Shcherbina [75]), or under the additional assumption that
V is strictly convex. In the convex setting, such a priori bounds can be derived from
concentration of measures properties, in which case our article is self-contained. Our
basic assumptions and main results are:

Hypothesis 37.

• (Regularity) V : [b−,b+]→ R is continuous, and if V depends on N, it has a
limit V {0} in the space of continuous functions over [b−,b+] for the sup norm.

• (Confinement) If bτ = τ∞, liminfx→τ∞
V (x)
2ln |x| > 1.

• (One-cut regime) The support of µV ;[b−,b+]
eq consists in a unique interval [α−,α+]⊆

[b−,b+].

• (Control of large deviations) The function x∈ [b−,b+]\]α−,α+[7→ 1
2V (x)−

∫
ln |x−

ξ|dµeq(ξ) achieves its minimum value at α− and α+ only.

• (Offcriticality) S(x)> 0 whenever x ∈ [α−,α+], where:

S(x) = π
dµeq

dx

√∣∣∣∣∏τ′∈Hard(x−ατ′)∏
τ∈Soft(x−ατ)

∣∣∣∣ (45)

where τ ∈ Hard (resp. τ ∈ Soft) iff bτ = ατ (resp. τ(bτ−ατ)> 0).



60

• (Analyticity) V can be extended as a holomorphic function in some open neigh-
borhood of [α−,α+].

• V has a 1/N expansion in this neighborhood, in the sense of Hyp. 52.

Notice that the ”one-cut regime”, ”offcriticality” and ”control of large deviations”
assumptions automatically hold when V is strictly convex (see [73, Proposition 3.1],
which extends easily to analytic functions instead of polynomials).

Proposition 38. Assume Hyp. 37. Then, WV ;[b−,b+]
n admits an asymptotic expansion

when N→ ∞:

WV ;[b−,b+]
n (x1, . . . ,xn) =

∑
k≥n−2

N−k WV ;{k}
n (x1, . . . ,xn) (46)

which has the precise meaning that, for all K ≥ n−2:

WV ;[b−,b+]
n (x1, . . . ,xn) =

K∑
k=n−2

N−k WV ;{k}
n (x1, . . . ,xn)+o(N−K) (47)

The o(N−K) is uniform for x1, . . . ,xn in any compact of (C\ [b−,b+])n, but not uniform
in n and K. Moreover, if (bτ−ατ)τ > 0 (meaning that ατ is a soft edge), the functions
WV ;{k}

n are independent of bτ chosen such that (bτ−ατ)τ > 0 and Hypotheses 37 hold.

Proposition 39. Assume Hyp. 37, and b− < α− < α+ < b+ (all edges are soft). Then,
ZV ;[b−,b+]

N,β admits an asymptotic expansion when N→ ∞:

ZV ;[b−,b+]
N,β = ZN,GβE

(
α+−α−

4

)N+β
N(N−1)

2
exp

∑
k≥−2

N−k FV ;{k}
β

 (48)

In other words:

∀K≥−2 ZV ;[b−,b+]
N,β =ZN,GβE

(
α+−α−

4

)N+β
N(N−1)

2
exp

(
K∑

k=−2

N−k FV ;{k}
β

+o(N−K)

)
(49)

Moreover, the coefficients FV ;{k}
β

are independent of b− and b+ chosen such that b− <

α− < α+ < b+ and Hypotheses 37 hold.

ZN,GβE is the partition function of the Gaussian β ensemble, defined by the quadratic

potential VG(x) = x2

2 . It is given by a Selberg integral [93] :

ZN,GβE = (2π)N/2 (Nβ/2
)−βN2/4+(β/4−1/2)N

∏N
j=1 Γ

(
1+ jβ/2

)
Γ
(
1+β/2)N

(50)

For hard edges (i.e. b− = α− or b+ = α+), one may still interpolate between ZV ;[b−,b+]
N,β

and a Gaussian β ensemble restricted to some interval (Corollary 64), but the partition
function of the latter is not a Selberg integral and thus not known in closed form.
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Commentary

When V does not depend on N and β, WV ;{k}
n has a very simple dependence in β:

WV ;{k}
n =

b(k−n+2)/2c∑
g=0

(
β

2

)1−g−n (
1− 2

β

)k+2−2g−n
W V ;(g;k+2−2g−n)

n (51)

and likewise:

FV ;{k} =CN,β +

bk/2c+1∑
g=0

(
β

2

)1−g (
1− 2

β

)k+2−2g
F V ;(g;k+2−2g) (52)

Assuming existence of the 1/N expansion, or at the level of formal matrix integrals,
the recursive computation of the W V ;(g;l)

n and F V ;(g;l) was developed by Chekhov and
Eynard in [39]. For β = 2, it is well-known that Eqn. 48 is an expansion in even
powers of N, i.e. FV ;{2k+1}

β=2 = 0. Such a result goes back to the so-called topological
expansion of t’Hooft, shown in the context of matrix models by Brézin, Itzykson, Parisi
and Zuber [32]. Indeed when β = 2, the sum in Eqn. 51 has only one term, namely
k = 2g− 2+ n, which is present only when k = n mod 2, and likewise for Eqn. 52
which can be considered as the case n = 0.

At the asymptotic level, the case β = 2 was tackled in [3]. For β = 1,2,4, the
partition function and the correlators can be computed with the help of orthogonal
polynomials [83]. These are solutions of a Riemann-Hilbert problem [56], for which
the large N asymptotics have been intensively studied [24, 46, 45, 44] with the steep-
est descent method introduced in [47]. As a consequence, Ercolani and McLaughlin
[51] were able to prove the existence of a 1/N2 expansion of lnZV

N,β=2. However, the
topological expansions in the cases β = 1 and 4 are technically more involved in this
framework, and have resisted to analysis up to now.

Integrability properties of β matrix models are unraveled for general β > 0, in par-
ticular there is no known orthogonal polynomials techniques to evaluate the partition
function ZV

N,β and the correlation functions Wn(x1, . . . ,xn). Yet, it is always possible to
study the Cauchy-Stieltjes transform of the empirical measure of the eigenvalues and
the ”loop equations”, also called Schwinger-Dyson equations or Pastur equations [86],
that govern its expectations and cumulants. Thanks to the rough bounds for WV

1 and
WV

2 established in [43], Johansson [73] proved a central limit theorem and obtained the
first correction to W1 when V is an even polynomial satisfying Hyp. 37. This was also
the subject of a recent work by Kriecherbauer and Shcherbina [75], with Hyp. 37 only.
These authors have obtained in particular the expansion of lnZV

N,β up to a O(1) when
N→ ∞ (see their Theorem 2).

The determination of WV ;{−1}
1 [104, 32, 16] and WV ;{0}

2 [8, 14, 73] has been known
for long, in β ensembles or many other matrix models. It was also observed long ago
[8] that, if a 1/N expansion is assumed to exist, the loop equations turn into a system of
recursive linear equations determining fully the decaying orders. To solve it, one just
has to invert a linear operator K . Recursiveness is a consequence of the assumption
or the fact that Wn ∈ O(N2−n), which allows the determination of the leading order
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of Wn−1 without knowledge of Wn (for n ≥ 3). These techniques found their origin in
[8, 7, 5, 6] and culminated with the formalism of the ”topological recursion” of [52, 55]
for β = 2, and [39] for any fixed β > 0.

In this article, we observe that K −1 is a continuous operator on some appropriate
space of analytic functions. Combining with the a priori control on correlators which
dates back to [43], we prove the existence of the full expansion.

For strictly convex potentials, concentration inequalities also provide rough bounds
on the correlators and therefore allow us to give self-contained proofs,independent from
[43]-[75]. In this framework, loop equations were used in [61] to establish the asymp-
totic expansion of models of several hermitian random matrices (β = 2) with strictly
convex interactions. Maurel-Segala [78] also studied models of several symmetric ran-
dom matrices (β= 1) with strictly convex interactions. In order to prove the asymptotic
expansion, the main step of [61] was to show that some operator on non-commutative
polynomials could be inverted, with bounded appropriate norm, and this was only done
in a perturbative regime. Here, thanks to complex analysis, the potential need not be a
small perturbation of the quadratic potential.

Our techniques could also be applied to other matrix models. For instance, the
convergent β, O(n) matrix model:

dPV ;R+

N,β,O(n)(λ) =
1

ZV ;R+

N,β,O(n)

N∏
i=1

dλi e−
Nβ

2 V (λi)

∏
1≤i< j≤N |λi−λ j|β∏

1≤i, j≤N(λi +λ j)n/2 (53)

An important point is that the corresponding quadratic functional:

E [ρ] =

∫∫
R2
+

dρ(ξ)dρ(η)
[
− β

2
ln |ξ−η|+ n

2
ln |ξ+η|

]
+

β

2

∫
R+

dρ(ξ)V {0}(ξ) (54)

is strictly convex in the regime |n|< β, therefore ensuring uniqueness of its minimizer.
Besides, the analytic tools for the recursive determination of the one-cut solution to the
loop equations of the O(n) model in this regime were clarified in [27]. The existence of
a full 1/N expansion for convergent O(n) matrix models under Hyp. 37 could probably
be established by following the lines we are presenting for the β matrix models.

Outline

We first study in Section 3.4 the weak dependence in the bounds of integration under
weak assumptions on V . In particular, we may trade the initial interval [b−,b+] for a
finite interval [a−,a+]. We then write in Section 3.5 the corresponding loop equations
for the correlators. Section 3.6 is devoted to the proof of the asymptotic expansion
of the correlators with slightly stronger assumptions (Prop. 53). They are weakened
in Section 3.7 to complete the proof of our main results for the correlators (Prop. 38)
and the free energy (Prop. 39). We also remind how early steps of our proof imply the
central limit theorem of Johansson (Prop. 66).
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3.4 Weak dependence on the soft edges
In this section we show that the partition function and the correlators depend very
weakly on the boundary points of the interval of integration [b−,b+] if they are soft,
i.e. do not coincide with the boundary points of the support [α−,α+] of the equilib-
rium measure. We show more precisely that this dependence yields only exponentially
small corrections, by deriving a large deviation principle for the law of the extreme
eigenvalues. This point was already studied in [9, section 2.6.2] under a technical as-
sumption [9, Assumption 2.6.5] that we replace here by assuming that the rate function
of our large deviation principle vanishes only at α− and α+. This result is not new
in essence and not specific to the one-cut regime, see for instance [2, Proposition 2]
which is proved with the extra assumption that V has bounded second derivatives in a
neighborhood of suppµeq, or [87, Proposition 11.1.4] which is proved with the extra
assumption that V satisfies a Lipschitz condition in [b−,b+].

Weak dependence on the soft edges

We first state the global version of the result:

Proposition 40. Let V : [b−,b+]→R be a continuous function, and if bτ = τ∞, assume
that:

liminf
x→τ∞

V (x)
2ln |x|

> 1 (55)

Suppose b− < α−, and assume furthermore that the minimum value of J V ;[b−,b+] is
achieved only on [α−,α+]. Then, for any ε > 0, there exists ηε > 0 so that:

ZV ;[b−,b+]
N,β = ZV ;[α−−ε,b+]

N,β

(
1+O(e−N ηε)

)
, (56)

and there exists a universal constant γn > 0 such that, for any x1, . . . ,xn ∈ (C\[b−,b+])n:

∣∣WV ;[b−,b+]
n (x1, . . . ,xn)−WV ;[α−−ε,b+]

n (x1, . . . ,xn)
∣∣≤ γn e−Nηε∏n

i=1 d(xi, [b−,b+])
(57)

A similar result holds for the upper edge.

We also have a local version:

Proposition 41. Let V : [b−,b+]→R be a continuous function, and if bτ = τ∞, assume
that:

liminf
x→τ∞

V (x)
2ln |x|

> 1 (58)

Suppose b− < α+, and assume furthermore that the minimum value of J V ;[b−,b+] is
achieved only on [α−,α+]. For any ε > 0 small enough, there exists ηε > 0 so that, for
any a− ∈]b−,α−− ε[: ∣∣∣∂a− lnZV ;[a−,b+]

N

∣∣∣≤ e−Nηε (59)
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and, for any x1, . . . ,xn ∈ (C\ [a−,b+])n:

∀x1, . . . ,xn ∈ C\ [a−,b+],
∣∣∣∂a−WV ;[a−,b+]

n (x1, . . . ,xn)
∣∣∣≤ γn Nn∏n

i=1 d(xi, [a−,b+])
e−Nηε

(60)
A similar statement holds for derivatives with respect to the upper bound.

Proof. If b− 6= α−, let a− ∈]b−,α−[. Notice that:1−
ZV ;[a−,b+]

N,β

ZV ;[b−,b+]
N,β

= PV ;[b−,b+]
N,β [λmin ≤ a−] (61)

If now ϕ : [b−,b+]N → C is a bounded continuous function, we can write:

PV ;[b−,b+]
N,β

[ϕ(λ)]−PV ;[a−,b+]
N,β

[ϕ(λ)]=PV ;[b−,b+]
N,β

[
ϕ(λ)1λmin≤a−

]
+

ZV ;[a−,b+]
N,β

ZV ;[b−,b+]
N,β

−1

PV ;[a−,b+]
N,β

[ϕ(λ)]

(62)
Thus, we find:∣∣PV ;[b−,b+]

N,β [ϕ(λ)]−PV ;[a−,b+]
N,β [ϕ(λ)]

∣∣ ≤ 2
(
supλ∈[b−,b+]N |ϕ(λ)|

)
PV ;[b−,b+]

N,β [λmin ≤ a−]

This can be applied for the disconnected correlators:

WV ;[b−,b+]
n (x1, . . . ,xn) = PV ;[b−,b+]

N,β

[ n∏
j=1

N∑
i j=1

1
x j−λi j

]
(63)

and we obtain:∣∣WV ;[b−,b+]
n (x1, . . . ,xn)−WV ;[a−,b+]

n (x1, . . . ,xn)
∣∣≤ 2Nn∏n

j=1 d(x j, [b−,b+])
PV ;[b−,b+]

N,β [λmin≤ a−]

(64)
Similarly, one finds:∣∣∂a−WV ;[a−,b+]

n (x1, . . . ,xn)
∣∣≤ 2Nn∏n

j=1 d(x j, [a−,b+])
∂a− lnZV ;[a−,b+]

N,β (65)

The correlators WV ;[b−,b+]
n are just sums of monomials of the form WV ;[b−,b+]

n1 (I1) · · ·W
V ;[b−,b+]
nm (Im)

where I1, . . . , Im is a partition of {x1, . . . ,xn}. So, it is enough to establish the weak
dependence at the level of the partition function. The global version is a direct conse-
quence of Eqn. 26 applied to Eqn. 61:

limsup
N→∞

1
N

ln

1−
ZV ;[a−,b+]

N,β

ZV ;[b−,b+]
N,β

< 0 (66)

For the local version, we rather need to bound:

∂a− lnZV ;[a−,b+]
N,β = N

Z
NV

N−1 ;[a−,b+]
N−1,β

ZV ;[a−,b+]
N,β

P
NV

N−1 ;[a−,b+]
N−1,β

[
eβ

(
−NV (a−)

2 +
∑N−1

i=1 ln |λi−a−|
)]

(67)
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If a− ∈]b−,α−[ is fixed, by the large deviation principle for LN−1 under P
NV

N−1 ;[a−,b+]
N−1 ,

since the logarithm is a lower semicontinuous function, there exists γ > 0 such that, for
any ε > 0, for N large enough:

P
NV

N−1 ;[a−,b+]
N−1,β

[
eβ

(
−NV (a−)

2 +
∑N−1

j=1 ln |a−−λ j |
)]
≤ γe−βN(1−ε)J V ;[b−,b+](a−) (68)

Moreover, we have seen in Eqn. 37 that for N large enough:

Z
NV

N−1 ;[a−,b+]
N−1,β

ZV ;[a−,b+]
N,β

≤ eβN(1−ε) infξ∈[b−,α−] J
V ;[a−,b+]
min (ξ) (69)

By assumption, J̃ V ;[b−,b+]
min (a−) = J V ;[b−,b+]

min (a−)− infξ∈[b−,α−] J
V ;[b−,b+](ξ)> 0, leading

to:

limsup
N→∞

1
N

ln
∣∣∣∂a− lnZV ;[a−,b+]

N,β

∣∣∣< 0 (70)

which is the bound we sought. The arguments at the upper edge are similar. �

3.5 Loop equations

We shall assume in this Section and also in Section 3.6 that the λi are integrated over a
segment [a−,a+] with:

Hypothesis 42. −∞ < a− < a+ <+∞.

Indeed, considering finite intervals [a−,a+] is convenient to ensure from the be-
ginning that the Cauchy-Stieltjes transform yields functions which are holomorphic
outside [a−,a+]. We also assume in this section:

Hypothesis 43. V : [a−,a+]→ C can be extended as a holomorphic function in some
open neighborhood of [a−,a+].

This will allow us to use complex analysis (Cauchy residue formula, moving the
contours, etc.)

We shall derive the ”loop equations”, also called Schwinger-Dyson equations or
Pastur equations [86] in this context. These equations express the invariance by change
of variable of an integration, up to boundary terms. We stress that these equations are
exact for finite N. Although the technique is well-known, we recall the derivation here
for the β matrix models with edges a−,a+ in order to have a self-contained presenta-
tion.
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3.5.1 First version
Theorem 44. Loop equation at rank 1. For any x ∈ C\ [a−,a+]:

W2(x,x)+
(
W1(x)

)2
+
(

1− 2
β

) d
dx

(
W1(x)

)
+

N(1−2/β)−N2

(x−a−)(x−a+)
−N

(∮
C ([a−,a+])

dξ

2iπ
1

x−ξ

(ξ−a−)(ξ−a+)
(x−a−)(x−a+)

V ′(ξ)W1(ξ)

)
= 0

C ([a−,a+]) is a contour surrounding [a−,a+] in positive orientation, and included in
the domain where V ′ is holomorphic.

Theorem 45. Loop equation at rank n. Let xI = (xi)i∈I be a (n−1)-uple of spectator
variables in (C\ [a−,a+])n−1. For any x ∈ C\ [a−,a+]:

Wn+1(x,x,xI)+
∑
J⊆I

W|J|+1(x,xJ)Wn−|J|(x,xI\J)+
(

1− 2
β

) d
dx

(
Wn(x,xI)

)
−N

(∮
C ([a−,a+])

dξ

2iπ
1

x−ξ

(ξ−a−)(ξ−a+)
(x−a−)(x−a+)

V ′(ξ)Wn(ξ,xI)

)

+
2
β

∑
i∈I

d
dxi

(Wn−1(x,xI\{i})−
(xi−a−)(xi−a+)
(x−a−)(x−a+)

Wn−1(xI)

x− xi

)
= 0

Proof of Theorem 44. For any smooth real-valued function h, and ε > 0 small enough,

ψh,ε : λ 7→ λ+ εh(λ) (71)

defines a differentiable family of diffeomorphisms from [a−,a+] to some interval ψh,ε([a−,a+]).
We assume hereafter that h(a−) = h(a+) = 0 so that ψh,ε([a−,a+]) = [a−,a+] for ε

small enough. We have:

1 =

∫
[a−,a+]N

dµV
N,β

(
ψh,ε(λ1), . . . ,ψh,ε(λN)

)
(72)

When ε→ 0, the first subleading order of the right hand side must vanish. It can be
computed in three parts. A first term comes from the variation of the Lebesgue measure∏

i dλi, which is given by the Jacobian of the change of variable:

( N∏
i=1

dψh,ε(λi)
)
=
( N∏

i=1

dλi

)(
1+ ε

∫
h′(ξ)dMN(ξ)+o(ε)

)
(73)

A second term comes from the variation of the Vandermonde:

|∆
(
ψh,ε(λ)

)
|β = |∆(λ)|β

[
1+ εβ

∑
1≤i< j≤N

h(λi)−h(λ j)

λi−λ j
+o(ε)

]
= |∆(λ)|β

{
1+ ε

β

2

(∫∫ h(ξ)−h(η)
ξ−η

dMN(ξ)dMN(η)−
∫

h′(ξ)dMN(ξ)
)
+o(ε)

}
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The last term comes from the variation of the Boltzmann weight:

N∏
i=1

e−
Nβ

2 V [ψh,ε(λi)] =
( N∏

i=1

e−
Nβ

2 V (λi)
)(

1− ε
Nβ

2

∫
V ′(ξ)h(ξ)dMN(ξ)+o(ε)

)
(74)

Summing all terms up, the first order in ε in Eqn. 72 vanishes iff:

PV ;[a−,a+]
N,β

[∫∫ h(ξ)−h(η)
ξ−η

dMN(ξ)dMN(η)−N
∫

V ′(ξ)h(ξ)dMN(ξ)
]

=
(

1− 2
β

)
PV ;[a−,a+]

N,β

[∫
h′(ξ)dMN(ξ)

]
Note that even though this equation was obtained for real-valued functions h, we can
at this point remove this condition by linearity. To obtain an equation involving corre-
lators, one can take for x ∈ C\ [a−,a+] the function h defined by:

h(ξ) =
(ξ−a−)(ξ−a+)

x−ξ
=

(x−a−)(x−a+)
x−ξ

+a−+a+− x−ξ (75)

thus preserving [a−,a+]. We recall that V ′ is holomorphic in a neighborhood of [a−,a+].
So, by Cauchy formula, for any contour C ([a−,a+]) surrounding [a−,a+] inside this
neighborhood and not enclosing x:∫

V ′(ξ)(ξ−a−)(ξ−a+)
x−ξ

dMN(ξ)=

∫
dMN(ξ)

∮
C ([a−,a+])

dη

2iπ
V ′(η)(η−a−)(η−a+)

(η−ξ)(x−η)
(76)

Hence, we obtain:

W2(x,x)+
(
W1(x)

)2− N2

(x−a−)(x−a+)

−N
∮

C ([a−,a+])

dξ

2iπ
1

x−ξ

(ξ−a−)(ξ−a+)
(x−a−)(x−a+)

V ′(ξ)W1(ξ)

=
(

1− 2
β

)(
− d

dx

(
W1(x)

)
− N

(x−a−)(x−a+)

)
Proof of Theorem 45. By definition of the cumulants, if we define a shifted potential
V(x;ε)(ξ) =V (ξ)+ ε

x−ξ
:

WV
n (x,x2, . . . ,xn) =−

2
βN

∂ε

(
W

V(x;ε)
n−1 (x2, . . . ,xn)

)∣∣∣
ε=0

(77)

Notice that the matrix integral with this shifted potential is still convergent, because
the eigenvalues live on the finite interval [a−,a+]. Therefore, we can obtain the loop
equations at rank n by taking a perturbed potential in Thm. 44:

V(x2;ε2),...,(xn;εn)(ξ) =V (ξ)+

n∑
i=2

εi

xi−ξ
(78)

and identifying the term in
[∏n

i=2
(−2

βN

)
εi

]
when εi→ 0.
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3.5.2 Second version
Here is another equivalent form of the loop equations. All Wn depend implicitly on the
interval of integration [a−,a+].

Theorem 46. Loop equation at rank 1. For any x ∈ C\ [a−,a+]:

W2(x,x)+
(
W1(x)

)2
+
(

1− 2
β

) d
dx

(
W1(x)

)
−N

(∮
C ([a−,a+])

dξ

2iπ
V ′(ξ)W1(ξ)

x−ξ

)
− 2

β

(
∂a− lnZ
x−a−

+
∂a+ lnZ
x−a+

)
= 0

C ([a−,a+]) is a contour surrounding [a−,a+] in positive orientation, and included in
the domain where V is holomorphic.

Theorem 47. Loop equation at rank n. Let xI = (xi)i∈I a (n− 1)-uple of spectator
variables in (C\ [a−,a+])n−1. For any x ∈ C\ [a−,a+]:

Wn+1(x,x,xI)+
∑
J⊆I

W|J|+1(x,xJ)Wn−|J|(x,xI\J)+

(
1− 2

β

)
d
dx

(
Wn(x,xI)

)
−N

(∮
C ([a−,a+])

dξ

2iπ
V ′(ξ)Wn(ξ,xI)

x−ξ

)

+
2
β

∑
i∈I

d
dxi

(
Wn−1(x,xI\{i})−Wn−1(xI)

x− xi

)
− 2

β

(
∂a−Wn−1(xI)

x−a−
+

∂a+Wn−1(xI)

x−a+

)
= 0

Proof In the former proof, if we use a change of variable h which does not preserve
[a−,a+], the partition function becomes (to first order in ε):

ZV ;ψh,ε([a−,a+])
N → ZV ;[a−,a+]

N

[
1+ ε

(
h(a−)∂a− lnZV ;[a−,a+]

N +h(a+)∂a+ lnZV ;[a−,a+]
N

)
+o(ε)

]
(79)

Thus, Eqn. 75 receives those extra terms, and becomes:

PV ;[a−,a+]
N,β

[∫∫ h(ξ)−h(η)
ξ−η

dMN(ξ)dMN(η)−N
∫

V ′(ξ)h(ξ)dMN(ξ)
]

=
(

1− 2
β

)
PV ;[a−,a+]

N,β

[∫
h′(ξ)dMN(ξ)

]
+

2
β

(
h(a−)∂a− lnZV ;[a−,a+]

N +h(a+)∂b lnZV ;[a−,a+]
N

)
In particular, when we choose h(ξ) = 1

x−ξ
, we obtain:

W2(x,x)+
(
W1(x)

)2−N
∮

C ([a−,a+])

dξ

2iπ
V ′(ξ)W1(ξ)

x−ξ

= −
(

1− 2
β

)
d
dx

(
W1(x)

)
+

2
β

∂a− lnZ
x−a−

+
2
β

∂a+ lnZ
x−a+

The loop equation at higher rank can be deduced as before by perturbing the potential.
�
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3.5.3 Remark

If we compare those expressions to the first version of the loop equations, we find by
consistency:

∂aτ
lnZ =

1
a−τ−aτ

{
−N2β

2
+N

(
β

2
−1
)
+

Nβ

2

∮
C ([a−,a+])

dξ

2iπ
(ξ−a−τ)V ′(ξ)W1(ξ)

}
(80)

and for higher correlators ∂aτ
Wn−1(xI) equals

1
a−τ−aτ

{
Nβ

2

∮
C ([a−,a+])

dξ

2iπ
(ξ−a−τ)V ′(ξ)Wn(ξ)+

∑
i∈I

d
dxi

(
(xi−a−τ)Wn−1(xI)

)}
(81)

for τ ∈ {±}.

3.6 The 1/N expansion

3.6.1 Notations, assumptions, proposition

This section relies on complex analysis and inequalities for probability measures. We
make four assumptions on the potential V , which are valid only in this section. The
link with our main theorem will be done in Section 3.7.

We keep on with the assumption:

Hypothesis 48. −∞ < a− < a+ <+∞.

Since V is smooth, the equilibrium measure dµV ;[a−,a+]
eq (ξ) will in fact be a den-

sity ρ(ξ)dξ, where ρ : [a−,a+]→ [0,+∞] is a continuous function. We call suppρ =
{x ∈ [a−,a+] ρ(x)> 0} its support. In the hermitian case (β = 2), a 1/N expansion
is expected only when suppρ is connected. We assume here also:

Hypothesis 49. V leads to a one-cut regime, i.e. the support of µV ;[a−,a+]
eq is an interval

[α−,α+]⊆ [a−,a+].

In order to write the loop equations as in Section 3.5, we assume:

Hypothesis 50. V is real-valued on [a−,a+], and can be extended as a holomorphic
function on some open neighborhood U of [a−,a+].

We justify in Remark 60 later that there exists a unique analytic function y : U →
C ∪ {∞} such that, for any x ∈ [α−,α+], we have:

ρ(x) =
1
iπ

lim
ε→0+

y(x+ iε) (82)
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This function can be written y(x) = S(x)σ(x), where S is now a holomorphic function
defined on U , and σ is of the form:

σ(x) =

√ ∏
τ∈Soft(x−ατ)∏

τ′∈Hard(x−ατ′)
(83)

The lower edge a− is

• either a hard edge, meaning that a− = α−. Then, ρ(x) ∈ O
(
(x−α−)

−1/2
)

when
x→ α−.

• or a soft edge, meaning that a− < α−. Then, ρ(x) ∈ O
(
(x−α−)

1/2
)

when x→
α−.

and the same distinction exists independently for the upper edge a+. Our discussion
holds for both hard and soft cases. However, a key technical assumption is:

Hypothesis 51. V is offcritical on [a−,a+], in the sense that S(x) remains positive on
[a−,a+].

For instance, Hyp. 49 and 51 automatically hold when V is strictly convex. For a
generic V satisfying Hyp. 49, we have S(α−) > 0 and S(α+) > 0, so we can always
find an interval [a−,a+] which is a strict enlargment of [α−,α+], such that Hyp. 51
holds on [a−,a+]. We call ”critical point on [a−,a+]”, the situation corresponding to
a choice of V such that S has a zero on [a−,a+]. In this article, we do not tackle the
question of the double scaling limit for β matrix models (N→ +∞ and coefficients of
V finely tuned with N to achieve a critical point when N = ∞). Though, this would be a
very interesting regime in relation with universality questions, considering the absence
of Riemann-Hilbert techniques when β 6= 1,2,4.

We shall allow V itself to depend on N and have a 1/N expansion. To give precise
statements about those expansions, we need some notations. For any Jordan curve Γ,
we note Ext(Γ) (resp. Int(Γ)) the unbounded (resp. bounded) connected component of
C\Γ. In the following, we fix once for all a Jordan curve ΓE , and a sequence of nested
Jordan curves (Γl)l∈N, which all live in C\ [a−,a+], and such that

(i) ΓE ⊆U .

(ii) {x ∈U S(x) = 0}∩ Int(ΓE) = /0.

(iii) ∀l ∈ N Γl ⊆ Int(Γl+1).

(iv) ∀l ∈ N Γl ⊆ Int(ΓE).

The contour configuration is depicted in Fig. 3.1, where the zeroes of S were called
si. In the remaining of the text, Γ will refer to a Jordan curve in Int(ΓE) \ [a−,a+].
We will use the following norm on the space H (1)

n;[a−,a+]
of holomorphic functions on

(C\ [a−,a+])n, which behave as O(1/xi) when xi→ ∞.

ϕ f ϕΓ = sup
xi∈Ext(Γ)

| f (x1, . . . ,xn)|= sup
xi∈Γ

| f (x1, . . . ,xn)| (84)
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The second equality is a consequence of the maximum principle. One can easily derive
the following useful inequalities:

∀ f ∈H (1)
1;[a−,a+]

∀x0 ∈Ext(Γl+1) ∀l ∈N
∥∥∥ f (•)− f (x0)

•− x0

∥∥∥
Γl
≤ϕ f ′ϕΓl+1≤ ζl ϕ f ϕΓl

(85)
where ζl =

`(Γl)
2πd2(Γl ,Γl+1)

is a finite constant depending only on the relative position of
Γl and Γl+1.

Figure 3.1: Hypothesis on the location of si and contour configurations

Now, we can state our last assumption:

Hypothesis 52. V admits a 1/N asymptotic expansion:

V (x) =
ΓE

∑
k≥0

N−k V {k}(x) (86)

with functions V {k} independent of N, such that V {k} is holomorphic in U. The =ΓE

equality means that, for any positive integer K, there exists a positive constant vK such
that, for N large enough:

sup
ξ∈ΓE

∣∣∣V (ξ)−
K∑

k=0

N−k V {k}(ξ)
∣∣∣≤ N−(K+1) vK (87)

(The maximum principle implies automatically the same bound with Γ replacing ΓE as
V is analytic in Int(ΓE)).
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In many applications, V is independent of N (i.e. V ≡ V {0}). There is however no
difficulty in our reasoning to consider potentials which depend on N within Hyp. 52.

Our intermediate result is:

Theorem 53. If Hyp. 48-52 hold, the correlators admit an asymptotic expansion when
N→ ∞ with respect to the norm ϕ ·ϕΓE , of the form:

∀n≥ 1, Wn =
∑

k≥n−2

N−k W {k}n (88)

where W {k}n ∈H (1)
n;[α−,α+]

.

3.6.2 Relevant linear operators
The operator K

We introduce the following linear operator defined on the space H (2)
1;[a−,a+]

of holomor-

phic functions on C\ [a−,a+] which behave as O(1/x2) when x→ ∞:

(K f )(x) = 2W {−1}
1 (x) f (x)−

∮
C ([a−,a+])

dξ

2iπ
L(ξ)
L(x)

( 1
x−ξ

+ c
)
(V {0})′(ξ) f (ξ) (89)

This operator for an appropriate choice of L and c appears in the loop equations. We
have found the following choice convenient:

L(x) =
∏

τ∈Hard
(x−aτ)

c =

{
0 if Soft= {±} or Hard= {±}

1
aτ−a−τ

if τ ∈ Soft and (−τ) ∈ Hard

We may also rewrite:

(K f )(x) =−2y(x) f (x)+
(Q f )(x)

L(x)
(90)

with:

(Q f )(x) =−
∮

C ([a−,a+])∪C (x)

dξ

2iπ
L(ξ)

( 1
x−ξ

+ c
)
(V {0})′(ξ) f (ξ) (91)

where C (x) is a contour surrounding x only (computing a residue at x). For any f ∈
H (1)

1;[a−,a+]
, (Q f ) is analytic, with singularities only where (V {0})′ has singularities, in

particular is holomorphic in the neighborhood of [a−,a+]. We have set:

y(x) =−W {−1}
1 (x)+

(V {0})′(x)
2

(92)

y is discontinuous on the support of µV ;[a−,a+]
eq , i.e. on [α−,α+]⊆ [a−,a+], but analytic

on C\ [α−,α+]. We justify in Remark 60 that y(x) = S(x)σ(x) where σ(x) was intro-
duced in Eqn. 83 and the squareroot is chosen with its usual discontinuity on R−. Let
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us call si 6= α−,α+ the zeroes of S(x) in the complex plane, and we assume that they
do not lie in [a−,a+] (Hyp. 51).

It is clear that ImK ⊆H (1)
1;[a−,a+]

. Here, W {−1}
1 (hence y) has only cut [α−,α+], and

this operator is invertible1. Its inverse can be explicitly written, it is given by Tricomi
formula [98]:

∀x ∈ C\ [a−,a+], ∀g ∈ ImK ,
(
K −1g

)
(x) =

∮
C ([a−,a+])

dξ

2iπ
1

ξ− x
σ̃(ξ)

σ̃(x)
g(ξ)
2y(ξ)

where σ̃(x) =
√
(x−α−)(x−α+), and where we integrate over a contour surrounding

[a−,a+] but not x. Indeed, if g ∈ ImK , we can write for any x ∈ C\ [a−,a+]:

σ̃(x) f (x) = Res
ξ→x

dξ

ξ− x
σ̃(ξ) f (ξ)

= −
∮

C ([a−,a+])

dξ

2iπ
σ̃(ξ) f (ξ)

ξ− x

= −
∮

C ([a−,a+])

dξ

2iπ
σ̃(ξ)

ξ− x
1

2y(ξ)

(
−g(ξ)+

(Q f
)
(ξ)

L(ξ)

)

=

∮
C ([a−,a+])

dξ

2iπ
σ̃(ξ)

ξ− x
g(ξ)
2y(ξ)

In the second line, we moved the contour from a neighborhood of x to a neighborhood
of [a−,a+], and used the fact that σ̃(ξ) ∈ O(ξ) and f (ξ) ∈ O(1/ξ2), so that the residue
at ∞ of the integrand vanishes. In the fourth line, we use the fact that L is chosen
such that σ̃(ξ)

y(ξ)L(ξ) =
1

S(ξ) , which is holomorphic in a neighborhood of [a−,a+] thanks to

Hyp. 51. Since,
(
Q f
)

is also holomorphic in a neighborhood of [a−,a+], the contour
integral of this term vanishes. For our purposes, it is not necessary to describe the vector
space ImK . Notice that if we apply K −1 to a function g ∈ ImK which is furthermore
holomorphic outside C\ [α−,α+], we can contract the contour C ([a−,a+]) to a contour
C ([α−,α+]).

Continuity of K and K −1

The key fact in this article is that K −1 is a continuous operator in
(
ImK ,ϕ ·ϕΓ

)
:

Lemma 54. ImK is closed subspace of H (1)
1;[a−,a+]

for the topology induced by the norm
ϕ ·ϕΓ, and there exists a constant k > 0, such that:

∀g ∈ ImK , ϕK −1 gϕΓ ≤ kϕgϕΓ (93)

We call ϕK −1ϕΓ, the infimum of such constants k.

1In general, on the space of holomorphic functions with g + 1 cuts, dimKerK = g, and one has to
prescribe g cycle integrals in order to define an inverse operator.
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Proof. Let us prove first that K , as a endomorphism of H (1)
1;[a−,a+]

, is continuous.

For any f ∈ H (1)
1;[a−,a+]

in formula 90, if x runs along Γ, we can move the contour
C ([a−,a+])∪C (x) to ΓE and find the bound:

∀ f ∈ ϕK f ϕΓ ≤ 2
(
maxx∈Γ|y(x)|

)
ϕ f ϕΓ +

`(ΓE)

2π

maxξ∈ΓE
|L(ξ)|

minx∈Γ|L(x)|

( 1
d(ΓE ,Γ)

+ c
)

maxξ∈ΓE
|(V {0})′(ξ)|ϕ f ϕΓE

≤
[

2maxx∈Γ|y(x)|+
`(ΓE)

2π

maxξ∈ΓE
|L(ξ)|

minx∈Γ|L(x)|

( 1
d(Γ,ΓE)

+ c
)

maxξ∈ΓE
|(V {0})′(ξ)|

]
ϕ f ϕΓ

We have used again the maximum principle for f to find the second line. Likewise,
we can show that K −1 : ImK → H (1)

1;[a−,a+]
is continuous. In formula 93, we put x on

Γ, and move the contour from C ([a−,a+]) to ΓE in Eqn. 93. Doing so, we pick up a
simple pole at ξ = x, and we find:(

K −1g
)
(x) =− g(x)

2y(x)
+

1
σ̃(x)

∮
ΓE

dξ

2iπ
1

ξ− x
L(ξ)g(ξ)

2S(ξ)
(94)

We find the bound:

ϕK −1gϕΓ ≤ ϕgϕΓ

2 minx∈Γ |y(x)|
+

`(ΓE)

4πd(Γ,ΓE)

maxξ∈ΓE
|L(ξ)|

minx∈Γ |σ̃(x)|
ϕgϕΓE

minξ∈ΓE
|S(ξ)|

≤

(
1

2 minx∈Γ |y(x)|
+

`(ΓE)

4πd(Γ,ΓE)

maxξ∈ΓE
|L(ξ)|

minx∈Γ |σ̃(x)|minξ∈Γ |S(ξ)|

)
ϕgϕΓ

where we used the maximum principle in the last line. Eventually, let us show that ImK
is a closed subspace of H (1)

1;[a−,a+]
. We pick up a sequence (gn)n in ImK converging

towards g∈H (1)
1;[a−,a+]

for a norm ϕ ·ϕΓ0 on a given contour Γ0. Let ( fn)n be a sequence

in H (1)
1;[a−,a+]

such that gn = K fn, or equivalently fn = K −1gn. Using Eqn. 95 for any
contour Γ, we know that ϕ fnϕΓ ≤ k ϕgnϕΓ for some constant k > 0. So, fn is a locally
bounded subsequence of holomorphic functions in C\ [a−,a+]. By Montel’s theorem,
it admits a subsequence ( fϕ(n))n converging to some f ∈ H (1)

1;[a−,a+]
uniformly on any

compact of C \ [a−,a+]. Then using Eqn. 94, gϕ(n) = K fϕ(n) → K f for the norm
ϕ ·ϕΓ0 . In particular, g(x) = K f (x) for all x ∈ Ext(Γ0). Since g and f are both analytic
in C \ [a−,a+], they must coincide on C \ [a−,a+]. Hence, g ∈ ImK , showing that
ImK is closed. �
ϕK −1ϕΓ is controlled by the distance of the zeroes si to the support [a−,a+]. This
motivates Hyp. 51.

The endomorphism ”negative part”

Let g be a holomorphic function at least in a neighborhood of [a−,a+]. The following
endomorphism of H (1)

1;[a−,a+]
often appears in the loop equations:

Ng( f )(x) =
∮

C ([a−,a+])

dξ

2iπ
L(ξ)
L(x)

( 1
x−ξ

+ c
)

g(ξ) f (ξ) (95)



75

We may write sometimes Ng[ f (x)] as an abuse of notation. The analyticity assumption
on g ensures that Ng is a continuous operator with respect to the norm ϕ ·ϕΓ. Indeed,
let us put x on Γ and move the contour C ([a−,a+]) to ΓE :

Ng( f )(x) = g(x) f (x)+
∮

ΓE

dξ

2iπ
L(ξ)
L(x)

( 1
x−ξ

+ c
)

g(ξ) f (ξ) (96)

Thus, the maximum principle implies:

ϕNg( f )ϕΓ ≤ ϕgϕΓϕ f ϕΓ +
`(ΓE)

2π

( 1
d(ΓE ,Γ)

+ |c|
)maxξ∈ΓE |L(ξ)|

minx∈Γ|L(x)|
ϕgϕΓE ϕ f ϕΓE

≤
[

ϕgϕΓ +
`(ΓE)

2π

( 1
d(ΓE ,Γ)

+ |c|
)maxξ∈ΓE |L(ξ)|

minx∈Γ|L(x)|
ϕgϕΓE

]
ϕ f ϕΓ

3.6.3 Order of magnitude of Wn

If there exists a 1/N expansion, Wn ought to be of order of magnitude N2−n. Let us start
with a lemma explaining how this can be infered from rough bounds on Wn. Hereafter,
Ol(· · ·) or ol(· · ·) mean O(· · ·) or o(· · ·) with respect to the norm ϕ ·ϕΓl . Since the
contours Γl are ordered from the interior to the exterior, being a ol+1(· · ·) is weaker
than being a ol(· · ·). When the index l is not precised, it is understood that the bound
holds for any integer l.

Lemma 55. Let δ−1W1 := N−1W1−W {−1}
1 and l ≥ 0. Assume δ−1W1 ∈ ol(1), and for

all integer n≥ 2, assume Wn ∈ Ol(N). Then:

∀n≥ 2 ‖Wn‖Γ4n−6+l ∈ O(N2−n) (97)

Proof. Let δ0V = V −V {0}. Firstly, as δ−1W1 and (δ0V )′ goes to 0 uniformly on
Γ−1 when N→ ∞, we observe that for any fixed integer k, and N large enough:

(1− εN,k+1)ϕWnϕΓk+1 ≤ ϕK −1
ϕΓk+1

∣∣∣∣∣∣∣∣[K +δK +
1
N

(
1− 2

β

) d
dx

]
Wn

∣∣∣∣∣∣∣∣
Γk+1

+
1
N

∣∣∣1− 2
β

∣∣∣ζk ϕWnϕΓk

where

[δK ]( f )(x) = −N(δ0V )′ [ f (x)]+2
(
δ−1W1

)
(x) f (x)

εN,k+1 = ϕK −1
ϕΓk+1

(
‖N(δ0V )′ϕΓk+1 +2‖δ−1W1‖Γk+1

)
goes to zero as N goes to infinity for k+1≥ l by assumption. ζk is defined in Eqn. 85.
We assume hereafter that N is large enough so that εN,k+1 is smaller than 1/2.

Secondly, the first version of the loop equation at rank n ≥ 2 (Thm. 45) can be
rewritten: [

K +δK +
1
N

(
1− 2

β

) d
dx

]
Wn(x,xI) = An+1 +Bn +Cn−1 +Dn−1 (98)
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where:

An+1 = − 1
N

Wn+1(x,x,xI)

Bn = − 1
N

∑
n1,n2≥1

n1+n2=n−1

∑
J⊆I
|J|=n1

Wn1+1(x,xJ)Wn2+1(x,xI\J)

Cn−1 = − 1
N

2
β

∑
i∈I

d
dxi

{
Wn−1(x,xI\{i})

x− xi
− L(xi)

L(x)

( 1
x− xi

+ c
)

Wn−1(xI)

}
Dn−1 =

1
N

2
β

∑
τ∈Soft

∂aτ
Wn−1(xI)

x−aτ

We know from Proposition 41 that Dn−1 ∈O(e−N η), so this term does not contribute at
any order of magnitude N−k. Now, if we assume that Wn ∈ Ol(N) for all n≥ 2 (this is
obviously true for n = 1), we always have An+1 ∈ Ol(1) and Cn−1 ∈ Ol+2(1), whereas
the last last term in Eqn. 98 is bounded by hypothesis for k ≥ l.

Now, we want to bound Wn by induction on n. At rank n = 2, we have B2 = 0, and
we deduce from Eqn. 98 that W2 ∈Ol+2(1). Then at rank n = 3, the product term B3 is
Ol+2(1/N) and C2 is Ol+4(1/N), thus W3 ∈ Ol+4(A4) = O6(1). Then similarly at rank
n = 4, the product term B4 is Ol+4(1/N) and C3 is Ol+6(1/N), thus W4 ∈ Ol+6(1).
This implies in return that A4 ∈ Ol+6(1/N), thus W3 ∈ Ol+6(1/N). And so on . . .
The result can be proved by a triangular induction, as depicted in Fig. 3.2. At each
vertical step, we are forced to trade the contour Γk with the exterior contour Γk+2 in
order to control the C terms. So, to go from Wn ∈ Okn(N

2−n) (in the nth column)
to Wn ∈ Okn+1(N

2−(n+1)) (in the (n + 1)th column), we must reach Wn+2 in the nth

column. This is done by two vertical steps, thus kn+1 = kn + 4. Since k2 = l + 2, we
have kn = 4n−6+ l for all n≥ 2. �

Lemma 56. If there exists γ ∈ [0,1[ and δ ∈ [0,∞[ such that Wn ∈ O0(Nγn−δ) for all
n≥ 2, then:

ϕWnϕΓ4n−6+l ∈ O(N2−n) (99)

where l = 2d(γ−1−1)−1e.

Proof. Now, let us rather assume the existence of γ ∈ [0,1[ and δ ≥ 0 such that,
for all n ≥ 2, Wn ∈ O0(Nγn−δ). Dn−1 being always exponentially small, it does not
matter in our discussion. At rank n = 2, as B2 = 0 and C1 ∈ O2(1), we have W2 ∈
O2
(
max[ 1

N W3,1]
)
. We also have for all n:

An+1 ∈ O0
(
max[Nγn−δ−(1−γ),1]

)
Bn ∈ O0

(
max[Nγn−2δ−(1−γ),1]

)
Cn−1 ∈ O2

(
max[Nγn−δ−(1+γ),1]

)
When these O(· · ·) decay, it does not hurt to consider them as O(1). So, our bounds
are upgraded at least to Wn ∈O2

(
max[Nγn−δ′ ,1]

)
with δ′ = δ+1−γ > δ. By repeating



77

Figure 3.2: Triangular recursion for Lemma 55

the argument k times, we obtain for all n≥ 2, Wn ∈O2k
(
max[N((k+1)γ−k)n−δ,1]

)
. Since

γ < 1, by choosing an integer k ≥ 1
1/γ−1 , we deduce that Wn ∈ Ol(1) for all n≥ 2 with

l = 2k, and we apply Lemma 55 to conclude. �

3.6.4 Initialization
We now establish a priori control on the correlators. We shall use:

Lemma 57. Let wN = Nε for some ε > 0. Assume that for any integer p, there exists
Cp > 0 and independent of N, such that for all x ∈ C\ [a−,a+]:

PV
N,β

{∣∣∣∫ dMN(ξ)

x−ξ
−PV

N,β

[∫ dMN(ξ)

x−ξ

]∣∣∣p}≤ Cpwp
N(

d(x, [a−,a+])
)2p (100)

Then, for all n≥ 2, Wn ∈ O(wn
N) for the norm ϕ ·ϕΓ, when N→ ∞.

Proof. For n≥ 2, Wn(x1, . . . ,xn) is a polynomial in:

PV ;[a−,a+]
N,β

{∏
j∈J

(∫ dMN(ξ)

x j−ξ
−PV

N,β

[∫ dMN(ξ)

x j−ξ

])}
(101)

with J ⊆ {1, . . . ,n}, and the coefficients of this polynomial are independent of N. Thus
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by Eqn. 100 and Hölder inequality, there exists Dn ∈ R∗+ independent of N such that:

∣∣Wn(x1, . . . ,xn)
∣∣≤ Dn(

min1≤i≤n d(xi, [a−,a+])
)2n (102)

Hence, taking the sup for xi ∈ Γ, we find Wn ∈ O(wn
N).

Lemma 58. Under the five assumptions of Section 3.6.1, Eqn. 100 holds for any ε > 0.

Proof. Our starting point comes from a result of Boutet de Monvel, Pastur and
Shcherbina [43], developed by Johansson2[73, (3.49)] and more recently in [75, (2.26)].
Let Γ′ ⊆ IntΓ be a contour surronding [a−,a+]. For any ϕ : Int(Γ)→C which is a con-
tinuous function, and real-valued on [a−,a+], there exists a positive constant C such
that:

PV
N,β

[
exp

(
1

2
(

supz′∈Γ′ |ϕ(z′)|
)
wN

(∫
ϕ(ξ)dMN(ξ)−N

∫
ϕ(ξ)dL(ξ)

))]
≤ 3 (103)

where wN =C lnN. By Chebychev’s inequality, we deduce that:

∀t ∈ [0,+∞[, PV
N,β

{∣∣∣∫ ϕ(ξ)dMN(ξ)−N
∫

ϕ(ξ)dL(ξ)
∣∣∣≥ t

(
sup
z′∈Γ′
|ϕ(z′)|

)
wN

}
≤ 6e−t

(104)
and therefore:

∀p ∈ N, PV
N,β

[∣∣∣∫ ϕ(ξ)dMN(ξ)−N
∫

ϕ(ξ)dL(ξ)
∣∣∣p]≤ p!

(
supz′∈Γ′ |ϕ(z′)|

)pwp
N

(105)
In particular, we can apply this discussion to ϕ(z) = Re 1

x−z and ϕ(z) = Im 1
x−z where x

is a point of Γ. This leads to Eqn. 100. �
In the case of a strictly convex potential, we may use instead concentration of mea-

sure:

Lemma 59. If V {0} is strictly convex on [a−,a+], then Eqn. 100 holds with ε = 0.

Proof. Since V {0} is strictly convex on [a−,a+], V is also strictly convex on [a−,a+]
for N large enough. By concentration of measure, see [66] or [9, Section 2.3 and
Exercise 4.4.33], there exists c > 0 such that, for all x ∈ C\[a−,a+], for all ε > 0 and
N ∈ N:

PV
N,β

{∣∣∣∫ dMN(ξ)

x−ξ
−PV

N,β

[∫ dMN(ξ)

x−ξ

]∣∣∣≥ ε(
d(x, [a−,a+])

)2

}
≤ 2e−cε2

(106)

This entails Eqn. 100. �
2Johansson’s has written his proof in the framework [a−,a+] = R, but there is no difficulty adapting it to

[a−,a+] finite. Imz should be replaced by d(z, [a−,a+]), and its powers in the bound of his Lemma 3.10 and
3.11 may differ, but the order of magnitude ωN (our wN ) is the same.
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3.6.5 Leading order of W1

Afterwards, all steps only rely on the analysis of loop equations. Although we already
know the characterization of the equilibrium measure µeq, and thus of its Stieltjes trans-
form W {−1}

1 , let us recall how W {−1}
1 is characterized by the loop equations. We write

the loop equation at rank 1 (Thm. 44):

1
N2 W2(x,x)

+
(
W {−1}

1 (x)
)2− 1

(x−a−)(x−a+)

−
∮

C ([a−,a+])

dξ

2iπ
1

x−ξ

(ξ−a−)(ξ−a+)
(x−a−)(x−a+)

(V {0})′(ξ)W {−1}
1 (ξ)

+K
[
δ−1W1

]
(x)+

1
N

(
1− 2

β

)(
W {−1}

1 (x)+
1

(x−a−)(x−a+)

)
− 1

N
NV {1}

[
W {−1}

1
]
(x)

+
(
(δ−1W1)(x)

)2−N(δ0V )′
[
δ−1W1](x)+

1
N

N(δ1V )′
[
W {−1}

1
]
(x) = 0

We already know that the 4th and the 5th line are o(1). Since W2 ∈ o(N2), W {−1}
1 satisfy

the loop equation at leading order:

(
W {−1}

1 (x)
)2

=
1

(x−a−)(x−a+)

+

∮
C ([a−,a+])

dξ

2iπ
1

x−ξ

(ξ−a−)(ξ−a+)
(x−a−)(x−a+)

(V {0})′(ξ)W {−1}
1 (ξ)

Remark 60. Recall that suppρ = [α−,α+] is the discontinuity locus of W {−1}
1 . By the

properties of the Stieltjes transform:

y(x) =
(V {0})′(x)

2
−W {−1}

1 (x) (107)

defines a holomorphic function on U \ [α−,α+], and:

∀x0 ∈ [α−,α+], lim
ε→0+

y(x0 + iε) = iπρ(x0) (108)

We state that there exists M(x), continuous in some open neighborhood of [α−,α+],
such that:

y(x) =
M(x)√

(x−α−)(x−α+)
(109)

Proof. In Eqn. 107, we may first deform the contour C ([a−,a+]) to C ([α−,α+]).
Secondly, we can rewrite:(

W {−1}
1 (x)

)2− (V {0})′(x)W {−1}
1 (x)+

U(x)
(x−a−)(x−a+)

= 0

U(x) =−1+
∮

C ([α−,α+])∪C (x)

dξ

2iπ
(ξ−a−)(ξ−a+)

x−ξ
(V {0})′(ξ)W {−1}

1 (ξ)
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where U(x) is now holomorphic in some open neighborhood of [α−,α+]. So:

y(x) =

√
R(x)

(x−a−)(x−a+)
, R(x) =

1
4
(x−a−)(x−a+)(V {0})′(x)−U(x) (110)

This equation tells us that the discontinuity of y is of squareroot type. If α− = a− and
α+ = a+, we have Eqn. 109. If say a− < α−, the fact that y(x) has no discontinuity
on [a−,α−[ but a discontinuity on [α−,α+] forces R(x) to have a simple zero at x = a−
and at x = α−, so that y(x) is finite when x = a− and vanishes as O(

√
x−α−) when

x→ α−. A similar statement holds if a+ > α+. Then, Eqn. 109 holds a fortiori. �

3.6.6 First correction to W1

Let us reconsider Eqn. 107 (or the equivalent relation taking Remark 3.5.3 into account)
after removing the 2nd and the 3rd line which has just been identified as the leading
order. We can write as in Section3.6.3:[

K + δ̃K +
1
N

(
1− 2

β

) d
dx

]
δ−1W1(x) = A2 +C0 +D0 (111)

where:

δ̃K [ f ](x) = −N(δ0V )′ [ f (x)]+δ−1W1(x) f (x)

A2 = − 1
N2 W2(x,x)

C0 = − 1
N

(
1− 2

β

)( ∑
τ∈Hard

1
aτ−a−τ

1
x−aτ

)

D0 =
∑

τ∈Soft

∂aτ
lnZ

x−aτ

By an argument similar to Eqn. 98, knowing that W2 ∈ Ol(N) implies that δ−1W1 ∈
Ol+1(1/N). Assuming further W3 ∈ Ol′(N) implies after Section 3.6.3 that W2 ∈
Ol′+2(1), so the 1st line of Eqn. 107 is subleading compared to the 3rd line. These
two bounds are provided by Section 3.6.4 (the values of l and l′ do not matter here).
Hence:

Lemma 61. There exists W {0}1 ∈ H (1)
1;[α−,α+]

such that W1 = NW {−1}
1 +W {0}1 + o(1).

Explicitly:

W {0}1 (x)=K −1

{
−
(

1− 2
β

)[ d
dx

(
W {−1}

1 (x)
)
+
∑

τ∈Hard

1
aτ−a−τ

1
x−aτ

]
+N(V {1})′(W

{−1}
1 )(x)

}
(112)

This order was also obtained by [75] with similar arguments.
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3.6.7 Recursion hypothesis at order k0

Let k0 ≥−1. We assume that the correlators Wn (for all n≥ 1) are determined up to a
o(N−k0) for the norm ϕ ·ϕΓl(k0;n) .

Wn(x1, . . . ,xn) =

k0∑
k=n−2

N−k W {k}n (x1, . . . ,xn)+N−k0 δk0Wn(x1, . . . ,xn) (113)

Here, W {k}n (x1, . . . ,xn) are already known (they depend on β but not on N), and we call:

ω
{k}
n = sup

1≤n′≤n
−1≤k′≤k

ϕW {k}n ϕΓl(k0;n) (114)

a bound for their norm. We can always assume that l(k,n) defined for−1≤ k≤ k0 and
n ≥ 1 is an increasing function of k and n. Though the errors δk0Wn are not supposed
to be known, we assume that they are small:

∀n≥ 1 ϕδk0WnϕΓl(k0;n) ≤ ε
{k0}
N ∆

{k0}
n (115)

Here, ε
{k0}
N depends only on N and k0, and ε

{k0}
N → 0 when N → ∞, and ∆

{k0}
n is a

constant independent of N. We may assume that ∆
{k0}
n increases with n ≥ 1, upon

replacement by sup1≤n′≤n ∆
{k0}
n . When n > k0 + 2, we assume that Eqn. 113 reduces

to:
Wn = N−k0 δk0Wn (116)

Lemma 57 and Section 61 ensure that the initial (k0 = −1) recursion hypothesis is
satisfied. Moreover, we can take ε

{−1}
N = 1/N, and up to a redefinition Γk→ Γk−m for

some integer m, we can take l(−1;n) = 4(n−1).

3.6.8 Determination of δk0Wn0

Let n0 ≥ 1. We now turn to the determination of the leading order of δk0Wn0(x,xI).
The case (n0,k0) = (1,−1) is a bit special (because of the second term of the second
line in Eqn. 107) and is given by Lemma 61. In all other cases, we consider the loop
equation at rank n0 (Thm. 45). Up to o(N−(k0−1)), the equation is true and involves
quantities which are already known from the recursion hypothesis. The equality of the
o(N−(k0−1)) involves the unknown δk0Wn0(x,xI). The operator K introduced in Section
3.6.2 plays a special role. When the potential V has a 1/N expansion, the operator N
introduced in Section 3.6.2 also appears, and we denote:

V =

k0+1∑
k=0

N−k V {k}+N−(k0+1)
δk0+1V

We find:

N−(k0−1) K
(
δk0Wn0

)
(x,xI) =−N−k0 E{k0}

n0 (x,xI)−N−k0 R{k0}
n0 (x,xI) (117)
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with

E{k0}
n0 (x,xI) := W {k0}

n0+1(x,x,xI)−
k0+1∑
k=1

N(V {k})′
[
W {k0+1−k}

n0 (x,xI)
]

+
∑
J⊆I

k0∑
k=0

W {k}|J|+1(x,xJ)W {k0−k}
n0−|J| (x,xI\J)+

(
1− 2

β

) d
dx

(
W {k0}

n0 (x,xI)
)

+
2
β

∑
i∈I

d
dxi

W {k0}
n0−1(x,xI\{i})

x− xi
− L(xi)

L(x)

( 1
x− xi

+ c
)

W {k0}
n0−1(xI)


and the remaining

R{k0}
n0 (x,xI) := δk0Wn0+1(x,x,xI)+

k0∑
k=1

N−k
k0∑

k′=0

∑
J⊆I

W {k
′}

|J|+1(x,xJ)W {k0+k−k′}
n0−|J| (x,xI\J)

+

k0∑
k=0

N−k
∑
J⊆I

(
δk0W|J|+1

)
(x,xJ)W {k}n0−|J|(x,xI\J)

+N−k0
∑
J⊆I

(
δk0W|J|+1

)
(x,xJ)

(
δk0Wn0−|J|

)
(x,xI\J)

+
(

1− 2
β

) d
dx

((
δk0Wn0

)
(x,xI)

)
−
(
δk0Wn0+1

)
(x,x,xI)

−
k0∑

k=0

N−k N(
δk0+1V

)′ [W {k}n0 (x,xI)
]
−

k0∑
k=0

N−k N(V {k+1})′
[(

δk0Wn0

)
(x,xI)

]
−N−k0 N(

δk0+1V
)′[(δk0Wn0

)
(x,xI)

]
+

2
β

∑
i∈I

d
dxi

{(
δk0Wn0−1

)
(x,xI\{i})

x− xi
− L(xi)

L(x)

( 1
x− xi

+ c
)(

δk0Wn0−1
)
(xI)

}

+
2
β

∑
τ∈Soft

Nk0
∂aτ

Wn−1(xI)

x−aτ

It is understood that K and Ng operate on the x variable. The variables xI are spectators.
Notice that this equation is linear in δk0Wn0 , up to a small quadratic term.

Looking naively at this equation, we see that the leading term of δk0Wn0 happens to
be of order 1/N (giving a N−(k0+1) contribution to Wn0 ), and is obtained by applying
K −1 to E{k0}

n0 (x,xI). To make this idea rigorous, let us bound R{k0}
n0 . Even if some

terms in the right hand side have not been determined yet (like δk0Wn that we are just
considering), we already know a bound for each of them from the recursion hypothesis.
Very rough bounds are enough, we just need to show that the right hand side is small
when N → ∞. When k0 = −1, we must pay special attention at the terms involving
N−k0 directly, i.e. the 3rd line and the 6th line in Eqn. 118. In the 6th line, (δk0+1V )′ is
of order N−1, so we obtain a term of order ε

{k0}
N , which is always small. The 3rd line is
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of order N(ε
{−1}
N )2, which is also small since we have here ε

{−1}
N = 1/N (Lemma 61).

For N large enough, we have:

ϕR{k0}
n0 ϕΓl(k0+1;n0)

≤ ε
{k0}
N ∆

{k0}
n0+1 +N−1 (k0 +1)2n0−1 (

ω
{k0}
n0

)2

+ε
{k0}
N 2n0−1

∆
{k0}
n0 ω

{k0}
n0 +(ε

{k0}
N )2 N−k0

(
∆
{k0}
n0

)2

+ε
{k0}
N

∣∣∣1− 2
β

∣∣∣ζl(k0;n0) ∆
{k0}
n0 +N−1

k0∑
k=0

ϕN(
δk0+1V )′

ϕΓl(k0;n0)
∆
{k0}
n0

+ε
{k0}
N

k0∑
k=0

ϕN(V {k})′ϕΓl(k0;n0)
∆
{k0}
n0 + ε

{k0}
N N−k0 ϕN(

δk0+1V
)′ϕΓl(k0;n0)

∆
{k0}
n0

+ε
{k0}
N

2
β

ζl(k0;n0−1)

(
|c|+ζl(k0;n0−1)+1

supξ∈Γl(k0;n0−1)
|L(ξ)|

infx∈Γl(k0;n0−1) |L(x)|

)
∆
{k0}
n0−1

+
2
β

γn #Soft
d(Γ, [a−,b−])n Nk0+n−1 e−N η

Given the control provided by the recursion hypothesis, this inequality is correct pro-
vided we choose:

l(k0 +1;n0)≥max
[
l(k0;n0−1)+2, l(k0;n0)+1, l(k0;n0 +1)

]
(118)

Accordingly, R{k0}
n0 → 0 when N→ ∞. Eqn. 117 tells us that E{k0}

n0 +R{k0}
n0 ∈ ImK for

any N. Since ImK is closed (Lemma 54), we know that E{k0}
n0 ∈ ImK , and also by

difference R{k0}
n0 ∈ ImK for any N. And, by continuity of K −1, we deduce:

δk0Wn0 =
1
N

W {k0+1}
n0 +

1
N

δk0+1Wn0 (119)

where:

W {k0+1}
n0 =−K −1[E{k0}

n0 ], δk0+1Wn0 =−K −1[R{k0}
n0 ] ∈ o(1) (120)

The previous inequality is more precise about the ol(k0+1;n0)(1): there exists a constant

∆
{k0+1}
n0 , such that

ϕδk0+1Wn0ϕΓl(k0+1;n0)
≤ ∆

{k0+1}
n0 max(N−1 ; ε

{k0}
N ) (121)

3.6.9 Remarks
The recursion hypothesis tells us that W {k0}

n0 = 0 whenever n > k0+2 (we call ?[k0] this
recursive assumption). Let us see what happens at order k0 +1 (here, k0 is fixed, but n0
is free), by looking at Eqn. 120.

• The term W {k0}
n0+1 vanishes whenever n0 > k0 +1.
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• The term W {k}|J|+1 W {k0−k}
n0−|J| may be non zero in case k+1 ≥ |J| ≥ n0− k0−2+ k.

This is impossible to fulfil as soon as n0 > k0 +3.

• The term
(

W {k0}
n0

)′
vanishes whenever n0 > k0 +2.

• The term involving W {k0}
n0−1 vanishes whenever n0 > k0 +3.

Accordingly, W {k0+1}
n0 ≡ 0 when n0 > (k0 +1)+2, i.e. ?[k0 +1] holds. This is just the

manifestation of Lemma 55. Hence, we have propagated the full recursion hypothesis
to order k0 +1. An easy recursion shows that W {k}n are actually holomorphic functions
on the domain C\ [α−,α+], i.e belongs to the subspace H (1)

n;[α−,α+]
of H (1)

n;[a−,a+]
. There-

fore, we can contract the contour to C ([α−,α+]) in the expression of K −1 (Eqn. 93)
when computing W {k}n with formula 120.

Since l(k;n) = 4(n− 1), the minimal solution of Eqn. 118 is l(k;n) = 4(n+ k).
Indeed, in this proof, we need to have a more restrictive control on the error done at
height n+ k, in order to bound the error done at height n+ k+ 1. Nevertheless, since
Γl ⊆ Int(ΓE) for all l, we can at the end make the weaker statement that, for any n and
k:

ϕδkWnϕΓE → 0 (122)

when N → ∞. However, we necessarily have d(Γl ,Γl+1)→ 0 when l → ∞, so that
the constant ζl which allows us to bound the derivative of a function with the function
itself (Eqn. 85), blows up. This means that Eqn. 122 cannot be uniform3 in n and k,
even when β = 2.

A posteriori, from Eqn. 122, we can deduce by choosing rather l(k0;n0) = 8(n0 +
k0):

ϕδk0Wn0ϕ≤ N−1
ϕW {k0+1}

n0 ϕΓl(k0+1;n0)
+∆

{k0}
n0 max(N−1 ; ε

{k0}
N ) (123)

Subsequently, upon redefinition of the constant ∆
{k0}
n0 , we may choose ε

{k0}
N = 1/N.

Finally, we can make the weaker statement that, for any n and k:

ϕδkWnϕΓE ∈ o(1/N) (124)

without uniformity in n and k.

3.7 Proof of the main results

3.7.1 Expansion of the correlators
We wish to study the β ensembles on a given interval [b−,b+], with the hypotheses 37
on the potential V . When both edges are hard, Hyp. 37 are equivalent to the five as-
sumptions of Section 3.6, so the Proposition 38 is already proved, as we have shown
recursively that Eqn. 113 holds for all k0. Let us now assume that one of the edge is

3We thank Pavel Bleher for pointing out a mistake in a former version of the article, which we corrected
by introducing this family of nested contours.
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soft. The equilibrium measure µeq := µV ;[b−,b+]
eq with support [α−,α+] ⊂ [b−,b+] also

coincides with µV ;[a−,a+]
eq , where a− can be any point in [b−,α−[ if b− is a soft edge, and

a− = b− else (resp. a+ can be any point in ]α+,b+] if b+ is a soft edge, and a+ = b+
else). When bτ is a soft edge, ”offcriticality” implies that S(x) is positive in a neigh-
borhood of ατ in [b−,b+]\]α−,α+[. So, one can choose an interval [a−,a+]⊆U , and
such that the five assumptions of Section 3.6 are satisfied for dPV ;[a−,a+]

N,β . Theorem 53
then can be applied: there exists an asymptotic expansion

WV ;[a−,a+]
n (x1, . . . ,xn) =

∑
k≥n−2

N−k WV ;{k}
n (x1, . . . ,xn) (125)

with respect to the norm ϕ ·ϕΓE where ΓE ⊆U can be any contour surrounding [a−,a+]
but not the zeroes of S. The ”large deviation control” on [b−,b+] allows to use Propo-
sition 40: there exists η > 0 such that, for any contour Γ′E ⊆ C surrounding [b−,b+],
there exists Tn,Γ > 0 such that:

ϕWV ;[b−,b+]
n −WV ;[a−,a+]

n ϕΓ′E
≤ Tn,Γ′E

e−N η (126)

This implies that the right hand side of Eqn. 125 is an asymptotic series for WV ;[b−,b+]
n (x1, . . . ,xn),

uniformly for (x1, . . . ,xn) in any compact of (C\ [b−,b+])n.
We give below a more transparent condition, which imply the ”large deviation con-

trol” assumption on [b−,b+]:

Remark 62. If S(x) > 0 whenever x ∈ [b−,b+], then J V ;[b−,b+] achieves its minimum
value only on [α−,α+],

Indeed, J V ;[b−,b+](x) is differentiable when x ∈]b−,b+[\[α−,α+], and we have:

(
J V ;[b−,b+](x)

)′
=

(V {0})′(x)
2

−W {−1}
1 (x) = y(x) = S(x)σ(x) (127)

The sign of the square root σ(x) is determined for example by the positivity conditions
on J V ;[b−,b+]. If we assume that S do not vanish on [b−,b+], this implies that J V ;[b−,b+]

is strictly decreasing in [b−,α−[ and strictly increasing on ]α+,b+], hence the remark.

3.7.2 Expansion of the free energy
So far, we only have determined the expansion of the correlators which are by defi-
nition derivatives of the free energy. To find the free energy itself, one would like to
interpolate between our initial potential V , and a simpler situation, using that the differ-
ence depends on the correlators. For any fixed α− < α+, and fixed nature of the edges
X± ∈ {hard,soft}, we denote by V α+,X+

α−,X− the set of potentials V :

• defined at least on some interval [a−,a+]⊇ [α−,α+], with aτ 6= ατ if Xτ = soft,
and aτ = ατ if Xτ = hard ;

• which satisfies the five assumptions of Section 3.6.1 on [a−,a+], in particular is
offcritical on [a−,a+] ;
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• for which the equilibrium measure µV ;[a−,a+]
eq has [α−,α+] as support,

• and such that aτ is an edge of nature Xτ.

Lemma 63. V α+,X+
α−,X− is a convex set.

Proof. Let V0,V1 ∈ V α+,X+
α−,X− , and set Vs = (1− s)V0 + sV1 for s ∈ [0,1]. V0 and

V1 are at least defined on a common interval [a−,a+] ⊇ [α−,α+]. Let us call νs =

dµVs;[a−,a+]
eq the equilibrium measure for the potential Vs on [a−,a+]. We observe that

(1− s)dν0 + sdν1 is a probability measure which is solution of the characterization of
dLs by the two usual equations

Vc(x)−
∫

log |x− y|dLs

equals C on the support and is greater than C outside the support. Therefore, dLs =
(1− s)dL0 + sdL1. Besides, we know that there exists a function Ss, regular in a neigh-
borhood of [α−,α+] in the complex plane, positive on [a−,a+], such that:

dνs(ξ) =
dξ

π
Ss(ξ)

√√√√ ∏
τ/Xτ=soft |ξ−ατ|∏

τ′ /X
τ′=hard |ξ−ατ′ |

1[α−,α+](ξ) (128)

for s = 0 or s = 1. Since the edges are of the same nature in V0 et V1, we must have Ss =

(1− s)S0 + sS1. Since S0 and S1 are positive on [a−,a+], so is Ss. Hence Vs ∈ V α+,X+
α−,X− .

Corollary 64. Let V0,V1 ∈ V α+,X+
α−,X− . When a− and a+ satisfy the condition above, the

quantity:

lnZV1;[a−,a+]
N,β −lnZV0;[a−,a+]

N,β =−Nβ

2

∫ 1

0
ds
∮

C ([a−,a+])

dξ

2iπ

(
V1(ξ)−V0(ξ)

)
WVs;[a−,a+]

1 (ξ)

(129)
has a large N asymptotic expansion of the form:

lnZV1
N,β− lnZV0

N,β =
∑

k≥−2

N−k FV0→V1;[a−,a+];{k}
β

(130)

where:

FV0→V1;[a−,a+];{k}
β

=−β

2

∫ 1

0
ds
∮

C ([a−,a+])

dξ

2iπ

k+2∑
m=0

(
V {m}1 (ξ)−V {m}0 (ξ)

)(
WVs;[a−,a+]

1
){k+1−m}

(ξ)

(131)

Proof. Since Vs satisfies the five assumptions of Section 3.6.1 for any s ∈ [0,1], we
can apply our main theorem to WVs

1 . Moreover, since we do not reach a critical point
when s is in the compact [0,1], we know that the error O(N−K) made if we replace
WVs

1 by
∑K−1

k=−1 N−k WVs;{k}
1 is uniformly bounded with respect to s on some contour
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surrounding [a−,a+] and in the analyticity domain of V . Therefore, we can exchange
the integral and the sum in the asymptotic expansion. �

For instance, when V satisfies the five assumptions of Section 3.6.1 on some inter-
val [a−,a+], such that a± are soft edges, one can interpolate between V and a gaussian
potential corresponding to an equilibrium measure with support [α−,α+]:

VG,α−,α+(x) =
8

(α+−α−)2

(
x− α−+α+

2

)2
(132)

Proposition 65. Let V be a potential satisfying the five assumptions of Section 3.6.1
on some interval [a−,a+], such that a± are soft edges. For all s ∈ [0,1], (1− s)V +

sVG,α−,α+ belongs to V α+,soft
α−,soft and we have the following asymptotic expansion when

N→ ∞:

ZV
N,β = Z

VG,α−,α+
N,β exp

( ∑
k≥−2

N−k F
V→VG,α−,α+ ;[a−,a+];{k}
β

)
(133)

where the prefactor is a partition function of the gaussian β ensemble (see Eqn. 50):

Z
VG,α−,α+
N,β = ZN,GβE

(
α+−α−

4

)N+
β

2 N(N−1)
(134)

According to the discussion of Section 3.7.1, we can weaken the hypothesis of the
proposition above to find Theorem 39.

3.7.3 Central limit theorem

Eventually, our results imply the central limit theorem proved by Johansson [73], but
here integration is taken on a compact set [a−,a+] instead of the real line (in fact as
our derivation is quite similar to Johansson’s, this is not surprising). For simplicity,
we take here the hypotheses of Section 3.6, although we could refine to hypotheses 37
following Section 3.7.1.

Let h : [a−,a+]→ R be a function which can be extended as a holomorphic func-
tion defined on some neighborhood of [a−,a+], let us take V ≡V {0} independent of N,
V {1} = 2

β
h and define Vh =V {0}+N−1 V {1} =V − 2

Nβ
h. Then:

PV ;[a−,a+]
N,β

[
exp
( N∑

i=1

h(λi)
)]

=
ZVh;[a−,a+]

N,β

ZV ;[a−,a+]
N,β

(135)

and we can use Corollary 64 to derive its large N asymptotics. Indeed, we have

lnPV ;[a−,a+]
N,β

[
exp
( N∑

i=1

h(λi)
)]

=

∫ 1

0
ds
∮

C ([a−,a+])

dξ

2iπ
WVsh

1 (ξ)h(ξ) (136)
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By Theorem 65, or simply at the point of Lemma 61, we have:

WVsh;{−1}
1 (ξ) = WV ;{−1}

1 (ξ) =

∫
dµeq(η)

ξ−η

WVsh;{0}
1 (ξ) = K −1

{
−
(

1− 2
β

)[ d
dx

(
WV ;{−1}

1 (x)
)
+
∑

τ∈Hard

1
aτ−a−τ

1
x−aτ

]

− 2s
β

Nh′(W
V ;{−1}
1 )(x)

}
WVsh

1 = NWVsh;{−1}
1 +WVsh;{0}

1 +o(1)

which shows the:

Proposition 66. Central limit theorem.

lnPV ;[a−,a+]
N,β

[
exp
( N∑

i=1

h(λi)
)]

= N
∫

dµeq(η)h(η)+m[h]+
1
2

C[h]+o(1) (137)

with m[h] the linear in the function h, given by:

m[h] =−
(

1− 2
β

)∮
C ([a−,a+])

dξ

2iπ
K −1

{
d
dx

(
WV ;{−1}

1 (x)
)
+
∑

τ∈Hard

1
aτ−a−τ

1
x−aτ

}
h(ξ)

(138)
and C[h] the quadratic function of h given by:

C[h] =−2
β

∮
C ([a−,a+])

dξ

2iπ
K −1

[
Nh′(W

V ;{−1}
1 )

]
(ξ)h(ξ) (139)

Therefore
∑N

i=1 h(λi)−N
∫

dµeq(η)h(η) converges towards a Gaussian variable with
mean m[h] and covariance C[h].



Chapter 4

Several Matrices models

In this chapter, we study matrix models , that is the laws of interacting Hermitian
matrices of the form

dµN,2
V (A1, · · · ,Am) :=

1
ZN

V
e−Ntr(V (A1,··· ,Am))dµN,2(A1) · · ·dµN,2(Am)

where ZN
V is the normalizing constant given by the matrix integral

ZN
V =

∫
e−Ntr(V (A1,··· ,Am))dµN,2(A1) · · ·dµN,2(Am)

and V is a polynomial in m non-commutative variables;

V (X1, · · · ,Xm) =

n∑
i=1

tiqi(X1, · · · ,Xm)

with qi non-commutative monomials;

qi(X1, · · · ,Xm) = X ji1
· · ·X jiri

for some jk
l ∈ {1, · · · ,m}, ri ≥ 1. Moreover, dµN,2(A) denotes the standard law of the

GUE, i.e under dµN,2(A), A is a N×N Hermitian matrix such that

A(k, l) = A(l,k) =
gkl + ig̃kl√

2N
, k < l, A(k,k) =

gkk√
N

with independent centered standard Gaussian variables (gkl , g̃kl)k≤l . In other words

dµN,2(A) = Z−1
N 1

A∈H (2)
N

e−
N
2 tr(A2)

∏
1≤i≤ j≤N

dℜ(A(i, j))
∏

1≤i< j≤N

dℑ(A(i, j)).

Since we restrict ourselves to Hermitian matrices, we shall drop the subscript β = 2
and denote µN = µN,2.

89
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Let us denote C〈X1, · · · ,Xm〉 the set of polynomials in m non-commutative variables
and, for P ∈ C〈X1, · · · ,Xm〉,

L̂N(P) := LA1,··· ,Am(P) =
1
N

tr(P(A1, · · · ,Am))

When V vanishes, we have seen in chapter 2.3 that for all P∈C〈X1, · · · ,Xm〉, L̂N(P)
converges as N goes to infinity. Moreover the limit σm(P) is such that if P is a mono-
mial, σm(P) is the number of non-crossing pair partitions of a set of points with m
colors, or equivalently the number of planar maps with one star of type P. In this part,
we shall generalize such a type of result to the case where V does not vanish but is
‘small’ and ‘nice’ in a sense to precise.

This part is motivated by a work of Brézin, Parisi, Itzykson and Zuber [32] and large
developments which occured thereafter in theoretical physics [49]. They specialized an
idea of ’t Hooft [96] to show that if V =

∑n
i=1 tiqi with fixed monomials qi of m non-

commutative variables, and if we see ZN
V = ZN

t as a function of t = (t1, · · · , tn)

logZN
t :=

∑
g≥0

N2−2gFg(t), (1)

where

Fg(t) :=
∑

k1,··· ,kn∈Nk

k∏
i=1

(−ti)ki

ki!
Mg((qi,ki)1≤i≤k)

is a generating function of integer numbers Mg((qi,ki)1≤i≤k) which count certain graphs
called maps. A map is a connected oriented graph which is embedded into a surface.
Its genus g is by definition the genus of a surface in which it can be embedded in such a
way that edges do not cross and the faces of the graph (which are defined by following
the boundary of the graph) are homeomorphic to a disc. The vertices of the maps we
shall consider will have the structure of a star, which is a vertex with colored edges em-
bedded into a surface (in particular an order on the colored edges is specified). More
precisely, a star of type q, for some monomial q = X`1 · · ·X`k , is a vertex with degree
deg(q) and oriented colored half-edges with one marked half edge of color `1, the sec-
ond of color `2 etc until the last one of color `k. Mg((qi,ki)1≤i≤k) is then the number
of maps with ki stars of type qi, 1≤ i≤ n.

Adding to V a term t q for some monomial q and identifying the first order derivative
with respect to t at t = 0 we derive from (1)

∫
L̂N(q)dµN

V =
∑
g≥0

N−2g
∑

k1,··· ,kn∈Nk

k∏
i=1

(−ti)ki

ki!
Mg((qi,ki)1≤i≤k,(q,1)). (2)

The equalities (1) and (2) derived in [32] are only formal, i.e mean that all the deriva-
tives on both sides of the equality coincide at t = 0. They can thus be deduced from
Wick formula (which gives the expression of arbitrary moments of Gaussian variables)
or equivalently by the use of Feynman diagrams.
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Eventhough topological expansions such as (1) and (2) were first introduced by ’t
Hooft in the course of computing the integrals, the natural reverse question of comput-
ing the numbers Mg((qi,ki)1≤i≤k) by studying the associated integrals over matrices
encountered a large success in theoretical physics (see e.g. the review papers [49, 57]).
In the course of doing so, one would like for instance to compute limN→∞ N−2 logZN

t
and claim that this limit is equal to F0(t). There is here the belief that one can inter-
change derivatives and limit, a claim that needs to be justified.

We shall indeed prove that the formal limit can be strenghtened into a large N
expansion in the sense that

µN
V [L̂N(P)] = σ

V
0 (P)+

1
N2 σ

V
1 (P)+o(N−2)

where σV
g (q)=

∑
k1,··· ,kn∈Nk

∏k
i=1

(−ti)ki

ki!
Mg((qi,ki)1≤i≤k,(q,1)) for monomial functions

q and g = 0 or 1 and N2×o(N−2) goes to zero as N goes to infinity. This asymptotic
expansion holds when V is small and satisfies some convexity hypothesis (which in-
sures that the partition function ZN

V is finite and the support of the limiting spectral
measures of Ai, 1≤ i≤ m, under µN

V is connected, see [63]).
This part summarizes results from [59] and [62]. The full expansion (i.e higher

order corrections) was obtained by E. Maurel Segala [79] in the multi-matrix setting.
Such expansion in the one matrix case was already derived on a physical level of rigour
in [5] and then made rigorous in [3, 51]. However, in the case of one matrix, orthog-
onal polynomial can be used to develop for instance Riemann Hilbert techniques as in
[51]. In the multi-matrix case this approach fails in general (or at list has not yet been
extended). [59, 62, 79] take a completly different route based on the free probability
setting of limiting tracial states and of the so-called Master loop or Schwinger-Dyson
equations. We start by introducing the formal expansion of Brezin, Itzykson, Parisi
and Zuber. At the end of chapter ??, we summarize some tricks to effectively compute
F0(t), and therefore deduce from the asymptotic relations between matrix models and
planar maps the actual enumeration of these graphs. The techniques we shall present
here have the advantage to be robust. We use them here to study partition functions of
Hermitian matrices, but they can be generalized to orthogonal or symplectic matrices
or to matrices following the Haar measure on the unitary group [?]. The last extension
is particularly interesting since then Gaussian calculus and Feynman diagrams tech-
niques fail (since unitary matrices have no Gaussian entries) so that the diagrammatic
representation of the limit is not straightforward even on a formal level (see [41] for a
formal expansion with no diagrammatic interpretation).

4.1 Formal expansion of matrix integrals

The expansion obtained by ’t Hooft is based on Feynman diagrams, or equivalently on
Wick Formula which states as follows.

Lemma 67 (Wick’s formula). Let (G1, · · · ,G2n) be a Gaussian vector such that E[Gi] =
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0 for i ∈ {1, · · · ,2n}.Then,

E[G1 · · ·G2n] =
∑

π∈PP(2n)

∏
(b,b′) block of π,

b<b′

E[GbGb′ ]

where the sum runs over all pair-partitions of the ordered set {1, · · · ,2n}.

Proof. Recall that if G is a standard gaussian variable, for all n ∈ N,

E[G2n] = 2n!! :=
(2n)!
2nn!

is the number of pair-partitions of the ordered set {1,2, · · · ,2n}. Thus, for any real
numbers (α1, · · · ,α2n), since

∑2n
i=1 αiGi is a centered Gaussian variable with covari-

ance σ2 =
∑2n

i, j=1 αiα jE[GiG j], and so
∑2n

i=1 αiGi has the same law that σ times a
standard Gaussian variable,

E[

(
2n∑

i=1

αiGi

)2n

] = (

2n∑
i, j=1

αiα jE[GiG j])
n2n!!.

Identifying on both sides the term corresponding to the coefficient α1 · · ·α2n, we obtain

(2n)!E[G1 · · ·G2n] = 2n!!
∑
π∈Σ

∏
(b,b′)∈π

E[GbGb′ ]

where Σ is the set of pairs of 2n elements. To compare this set with the collection of
pairings of an ordered set, we have to order the elements of the pairs, and we have
2n possible choices, and then order the pairs, which gives another n! possible choices.
Thus, ∑

π∈Σ

∏
(b,b′)∈π

E[GbGb′ ] = 2nn!
∑

π∈PP(2n)

∏
(i, j) block of π

E[GiG j]

completes the argument as 2nn!2n!! = (2n)!.
We now consider moments of traces of Gaussian Wigner’s matrices. Since we shall

consider the moments of products of several traces, we shall now use the language
of stars. Let us recall that a star of type q(X) = X`1 · · ·X`2 is a vertex equipped with
k colored half-edges, one marked half-edge and an orientation such that the marked
half-edge is of color `1, the second (following the orientation) of color `2 etc till the
last half-edge of color `k. The graphs we shall enumerate will be obtained by gluing
pairwise the half-edges.

Definition 68. Let r,m ∈ N. Let q1, · · · ,qr be r monomials in m non-commutative
variables. A map of genus g with a star of type qi for i ∈ {1, · · · ,r} is a connected
graph embedded into a surface of genus g with r vertices so that

1. for 1≤ i≤ r, one of the vertices has degree deg(qi), and this vertex is equipped
with the structure of a star of type qi (i.e. with the corresponding colored half-
edges embedded into the surface in such a way that the orientation of the star
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and the orientation of the surface agree). The half-edges inherit the orientation of
their stars, i.e each side of each half-edge is endowed with an opposite orientation
corresponding to the orientation of a path travelling around the star by following
the orientation of the star.

2. The half-edges of the stars are glued pair-wise and two half-edges can be glued
iff they have the same color and orientation; thus edges have only one color and
one orientation.

3. A path travelling along the edges of the map following their orientation will
make a loop. The surface inside this loop is homeomorphic to a disk and called
a face (see figure 4.1).

Note that each star has a distinguished half-edge and so each edge of a star is
labelled. Moreover, all stars are labelled. Hence, the enumeration problem we shall
soon consider can be thought as the problem of matching the labelled half-edges of the
stars and so we will distinguish all the maps where the gluings are not done between
exactly the same set of half-edges, regardless of symmetries. This is important to make
clear since we shall shortly consider enumeration issues. The genus of a map is defined
as in Definition ??. Note that since at each vertex we imposed a cyclic orientation at
the ends of the edges adjacent to this vertex, there is a unique way to embed the graph
drawn with stars in a surface; we have to draw the stars so that their orientation agrees
with the orientation of the surface.

Figure 4.1: A planar bi-colored map with stars of type q1 = X1X2X1X2, q2 = X2
1 X2

2 ,
q3 = X1X2X1X2

There is a dual way to consider maps in the spirit of figure (??); as in the figure in
the center of figure (??), we can replace a star of type q(X) = Xi1 · · ·Xip by a polygon
(of type q) with p faces, a boundary edge of the polygon replacing an edge of the star
and taking the same color as the edge, and a marked boundary edge and an orientation.
A map is then a covering of a surface (with the same genus as the map) by polygonals
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of type q1, · · · ,qr. The constraint on the colors becomes a constraint on the colors of
the sides of the polygons of the covering.

Example 69. A triangulation (resp. a quadrangulation) of a surface of genus g by F
faces (the number of triangles, resp. squares) is equivalent to a map of genus g with F
stars of type q(X) = X3 (resp. q(X) = X4) .

Exercise 70. Draw the quadrangulation corresponding to figure 4.1.

We will denote, for k = (k1, · · · ,kn),

Mg((qi,ki),1≤ i≤ n) = card{ maps with genus g

and ki stars of type qi,1≤ i≤ n}.

Note here that the stars are labelled in the counting. Hence, the problem amounts to
count the possible matchings of the half-edges of the stars, all the half-edges being
labelled.

In this section we shall first encounter eventually non-connected graphs; these
graphs will then be (finite) union of maps. We denote by Gg,c((qi,ki),1≤ i≤ n) the set
of graphs which can be described as a union of c maps, the total set of stars to construct
these maps being ki stars of type qi, 1 ≤ i ≤ n and the genus of each connected com-
ponents summing up to g. When counting these graphs, we will also assume that all
half-edges are labelled. Moreover, we shall count these graphs up to homeomorphism,
that is up to continuous deformation of the surface on which the graphs are embedded.
Thus, our problem is to enumerate the number of possible pairings of the half-edges
(of a given color) of the stars in such a way that the resulting graph has a given genus.

We now argue that

Lemma 71. Let q1, · · · ,qn be monomials. Then,∫ n∏
i=1

(Ntr(qi(A1, · · · ,Am)))dµN(A1) · · ·dµN(Am)

=
∑
g∈N

∑
c≥1

1
N2g−2c ]{Gg,c((qi,1),1≤ i≤ n)}

Here ]{Gg,c((qi,1),1≤ i≤ n)} is the number of graphs of the set Gg,c((qi,1),1≤ i≤
n).

As a warm up, let us show that

Lemma 72. Let q be a monomial. Then,we have the following expansion∫
N−1tr(q(A1, · · · ,Am))dµN(A1) · · ·dµN(Am) =

∑
g∈N

1
N2g ]{Gg((q,1))}

where ]{G0((q,1))} equals σm(q) as found by Voiculescu, Theorem 4.
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Proof. As usual we expand the trace and write, if q(X1, · · · ,Xm) = X j1 · · ·X jk ,

∫
tr(q(A1, · · · ,Am))dµN(A1) · · ·dµN(Am)

=
∑

1≤r1,··· ,rk≤N

∫
A j1(r1,r2) · · ·A jk(rk,r1)dµN(A1) · · ·dµN(Am)

=
∑

r1,··· ,rk

∑
π∈PP(k)

∏
(wv) block of π

w<v

E[A jw(rw,rw+1)A jv(rv,rv+1)]. (3)

Note that
∏

E[A jw(rw,rw+1)A jv(rv.rv+1)] is either zero or N−k/2. It is not zero only
when jw = jv and rwrw+1 = rv+1rv for all the blocks (v,w) of π. Hence, if we represent
q by the star of type q, we see that all the graphs where the half-edges of the star
are glued pairwise and colorwise will give a contribution. But how many indices will
give the same graph ? To represent the indices on the star, we fatten the half-edges as
double half-edges. Thinking that each random variables sit at the end of the half-edges,
we can associate to each side of the fat half-edge one of the indices of the entry (see
figure 4.1). When the fattened half-edges meet at the vertex, observe that each side of
the fattened half-edges meets one side of an adjacent half-edge on which sits the same
index. Hence, we can say that the index stays constant over the broken line made of
the union of the two sides of the fattened half-edges.

Figure 4.2: Star of type X4 with prescribed indices

$r_4$

$r_1$ $r_2$

$r_2$
$r_1$

$r_3$

$r_3$

$r_4$

When gluing pairwise the fattened half-edges we see that the condition rwrw+1 =
rv+1rv means that the indices are the same in each side of the half-edge and hence
stay constant on the resulting edge. The connected lines made with the sides of the
fattened edges can be seen to be the boundaries of the faces of the correponding graphs.
Therefore we have exactly NF possible choices of indices for a graph with F faces.
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These graphs are otherwise connected, with one star of type q. (3) thus shows that∫
tr(q(A1, · · · ,Am))dµN(A1) · · ·dµN(Am)

=
∑
g≥0

NF

N
k
2
]{maps with one star of type q and F faces}

Recalling that 2−2g=F+] vertices−] edges=F+1−k/2 completes the proof.

Remark 73. In the above it is important to take µN to be the law of the GUE (and
not GOE for instance) to insure that E[(Ak)i j(Ak) ji] = 1/N but E[((Ak)i j)

2] = 0. The
GOE leads to the enumeration of other combinatorial objects (and in particular an
expansion in N−1 rather than N−2).

Proof of Lemma 71. We let qi(X1, · · · ,Xm) = X`i
1
· · ·X`i

di
. As usual, we expand the

traces; ∫ n∏
i=1

(Ntr(qi(A1, · · · ,Am)))dµN(A1) · · ·dµN(Am)

= Nn
∑

ik1 ,··· ,i
k
dk

1≤k≤n

E[
∏

1≤k≤n

A`k
1
(ik1ik2) · · ·A`k

dk
(ikdk

ik1)]

= Nn
∑

ik1 ,··· ,i
k
dk

1≤k≤n

∑
π∈PP(

∑
di)

Z(π, i)

where in the last line we used Wick formula, π is a pair partition of the edges
{(ikj, ikj+1)1≤ j≤dk−1,(ikdk

, ik1),1≤ k ≤ n} and Z(π, i) is the product of the variances over
the corresponding blocks of the partition. A pictorial way to represent this sum over
PP(

∑
di) is to represent X`k

1
(ik1ik2) · · ·X`k

dk
(ikdk

ik1) by its associated star of type qk, for

1 ≤ k ≤ n. Note that in the counting this star will be labelled (here by the number
k). A partition π is represented by a pairwise gluing of the half-edges of the stars.
Z(π), as the product of the variances, vanishes unless each pairwise gluing is done
in such a way that the indices written at the end of the glued half-edges coincides
and the number of the variable (or color of the half-edges) coincide. Otherwise, each
covariance being equal to N−1, Z(π, i) = N−

∑n
i=1 ki/2. Note also that once the gluing is

done, by construction the indices are fixed on the boundary of each face of the graph
(this is due to the fact that E[Ar(i, j)Ar(k, l)] is null unless kl = ji). Hence, there are
exactly NF possible choices of indices for a given graph, if F is the number of faces
of this graph (note here that if the graph is disconnected, we count the number of faces
of each connected parts, including their external faces and sum the resulting numbers
over all connected components). Thus, we find that∑

ik1,··· ,i
k
dk

1≤k≤n

∑
π∈PP(

∑
di)

Z(π, i) =
∑
F≥0

∑
G∈GF ((qi,1),1≤i≤n)

N−
∑n

i=1 ki/2NF
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where GF denotes the union of connected maps with a total number of faces equal to
F . Note that for a connected graph, 2−2g = F− ]edges+ ]vertices. Because the total
number of egdes of the graphs is ]edges=

∑n
i=1 ki/2 and the total number of vertices is

]vertices = n, we see that if gi,1≤ i≤ c, are the genera of each connected component
of our graph, we must have

2c−2
c∑

i=1

gi = F−
n∑

i=1

ki/2−n.

This completes the proof.
We then claim that we find the topological expansion of Brézin, Itzykson, Parisi

and Zuber [32] :

Lemma 74. Let q1, · · · ,qn be monomials. Then, we have the folowing formal expan-
sion

log
(∫

e
∑n

i=1 tiNtr(qi(A1,··· ,Am))dµN(A1) · · ·dµN(Am)

)
=
∑
g≥0

1
N2g−2

∑
k1,··· ,kn∈N

n∏
i=1

(ti)ki

ki!
Mg((qi,ki),1≤ i≤ n)

where the equality means that derivatives of all orders at ti = 0,1≤ i≤ n, match.

Note here that the sum in the right hand side is not absolutely convergent (in fact
the left hand side is in general infinite if the ti’s do not have the appropriate signs).
However, we shall see in the next chapters that if we stop the expansion at g ≤ G <
∞ (but keep the summation over all ki’s) the expansion is absolutely converging for
sufficiently small ti’s.
Proof of Lemma 74. The idea is to expand the exponential. Again, this has no meaning
in terms of convergent series (and so we do not try to justify uses of Fubini’s theorem
etc) but can be made rigorous by the fact that we only wish to identify the derivatives
at t = 0 (and so the formal expansion is only a way to compute these derivatives). So,
we find that

L :=
∫

e
∑n

i=1 tiNtr(qi(A1,··· ,Am))dµN(A1) · · ·dµN(Am)

=

∫ n∏
i=1

(
etiNtr(qi(A1,··· ,Am))

)
dµN(A1) · · ·dµN(Am)

=

∫ n∏
i=1

∑
ki≥0

(ti)ki

ki!
(Ntr(qi(A1, · · · ,Am)))

ki

dµN(A1) · · ·dµN(Am)

=
∑

k1,··· ,kn∈N

(t1)k1 · · ·(tn)kn

k1! · · ·kn!

∫ n∏
i=1

(Ntr(qi(A1, · · · ,Am)))
kidµN(A1) · · ·dµN(Am)

=
∑

k1,··· ,kn∈N

(t1)k1 · · ·(tn)kn

k1! · · ·kn!

∑
g≥0

∑
c≥0

1
N2g−2c ]{Gg,c((qi,ki),1≤ i≤ n)} (4)
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where we finally used Lemma 71. Note that the case c = 0 is non empty only when all
the ki’s are null, and the resulting contribution is one. Now, we relate ]{Gg,c((qi,ki),1≤
i ≤ n)} with the number of maps. Since graphs in Gg,c((qi,ki),1 ≤ i ≤ n) can be
decomposed into a union of disconnected maps, ]{Gg,c((qi,ki),1 ≤ i ≤ n)} is related
with the ways to distribute the stars and the genus among the c maps, and the number
of each of these maps. In other words, we have (since all stars are labelled)

]{Gg,c((qi,ki),1≤ i≤ n)}

=
1
c!

∑
∑c

i=1 gi=g
gi≥0

g!
g1! · · ·gc!

∑
∑c

j=1 l j
i =ki

1≤ j≤n

n∏
i=1

ki!
l1
i ! · · · lc

i !

c∏
j=1

Mg((qi, l
j
i ),1≤ i≤ n).

Plugging this expression into (4) we get

L :=
∑

k1,··· ,kn∈N

(t1)k1 · · ·(tn)kn

c!k1! · · ·kn!

∑
g≥0

∑
c≥0

1
N2g−2c

∑
∑c

i=1 gi=g
gi≥0

g!
g1! · · ·gc!

×

∑
∑c

j=1 l j
i =ki

1≤ j≤n

n∏
i=1

ki!
l1
i ! · · · lc

i !

c∏
j=1

Mg((qi, l
j
i ),1≤ i≤ n)

=
∑
c≥0

1
c!

∑
g=
∑c

i=1 gi

g!
g1! · · ·gc!

∑
k1,··· ,kn∈N

∑
∑c

j=1 l j
i =ki

1≤ j≤n

c∏
j=1

(
1

N2g j−2

n∏
i=1

(ti)l j
i

l j
i !

Mg((qi, l
j
i ),1≤ i≤ n)

)

=
∑
c≥0

1
c!

∑
g≥0

1
N2g−2

∑
l1,···ln≥0

n∏
i=1

(ti)li

li!
Mg((qi, li),1≤ i≤ n)

c

= exp

∑
g≥0

1
N2g−2

∑
l1,···ln≥0

n∏
i=1

(ti)li

li!
Mg((qi, li),1≤ i≤ n)



which completes the proof.

The goal of the next chapters is to justify that this equality does not only hold
formally but as a large N expansion. Instead of using Wick formula, we shall base
our analysis on differential calculus and its relations with Gaussian calculus (note here
that Wick formula migh also have been proven by use of differential calculus). The
point here will be that we can design an asymptotic framework for differential calculus,
which will then encode the combinatorics of the first order term in ’t Hooft expansion,
that is planar maps. To make this statement clear, we shall see that a nice set up is when
the potential V =

∑
tiqi possesses some convexity property.
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4.2 Combinatorics of maps and non-commutative poly-
nomials

In this chapter, we introduce non-commutative polynomials and non-commutative laws
such as the ’empirical distribution’ of matrices A1, · · · ,Am simply given as the complex
valued linear functional on the set of polynomials which associate to a polynomial the
normalized trace of the polynomial evaluated at A1, · · · ,Am. We will then describe pre-
cisely the combinatorial objects related with matrix integrals. Recalling the bijection
between non-commutative monomials and graphical objects such as stars or ordered
sets of colored point, we will show how operations such as derivatives on monomials
have their graphical interpretation. This will be our basis to show that some differential
equations for non-commutative laws can be interpreted in terms of some surgery on
maps, as introduced by Tutte [99] to prove induction relations for maps enumeration.

4.2.1 Non-commutative polynomials

We denote by C〈X1, · · · ,Xm〉 the set of complex polynomials in the non-commutative
unknowns X1,. . . ,Xm. Let ∗ denote the linear involution such that for all complex z and
all monomials

(zXi1 . . .Xip)
∗ = zXip . . .Xi1 .

We will say that a polynomial P is self-adjoint if P = P∗ and denote C〈X1, · · · ,Xm〉sa
the set of self-adjoint elements of C〈X1, · · · ,Xm〉.

The potential V will be later on assumed to be self-adjoint. This means that

V (A) =

n∑
j=1

t jqi =

n∑
j=1

t jq∗j =
n∑

j=1

ℜ(t j)
q j +q∗j

2
+

n∑
j=1

ℑ(t j)
q j−q∗j

2i
.

Note that the parameters (t j = ℜ(t j)+ iℑ(t j),1≤ j≤ n) may a priori be complex. This
hypothesis guarantees that tr(V (A)) is real for all A = (A1, · · · ,Am) in the set HN of
N×N Hermitian matrices.

In the sequel, the monomials (qi)1≤i≤n will be fixed and we will consider V =Vt =∑n
i=1 tiqi as the parameters ti vary in such a way that V stays self-adjoint.

4.2.2 Convexity

We will say that V is convex if V is self-adjoint and for any N ∈ N

ϕN
V : H m

N −→ R
(A1, · · · ,Am) −→ tr(V (A1, · · · ,Am))

is a convex function of the entries of the Hermitian matrices A1, · · · ,Am.
While it may not be the optimal hypothesis, convexity provides many simple ar-

guments. Note that as we add a Gaussian potential 1
2
∑m

i=1 X2
i to V we can relax the

hypothesis by the notion of c-convexity.
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Definition 75. We say that V is c-convex if c > 0 and V + 1−c
2
∑m

1 X2
i is convex. In

other words, the Hessian of

ϕ
N,c
V : E (2)

N −→ R
(ℜ(Ak(i, j)),ℑ(Ak(i, j)))1≤k≤m

1≤i≤ j≤N −→ tr(V (A1, · · · ,Am)+
1−c

2
∑m

k=1 A2
i )

is non-negative. Here, for k ∈ {1, · · · ,m}, Ak is the Hermitian matrix with entries√
2
−1
(Ak(p,q)+ iAk(q, p)) above the diagonal and Ak(i, i) on the diagonal.

An example of c-convex potential is

V =

n∑
i=1

Pi

(
m∑

k=1

α
i
kAk

)
+

n∑
k,l=1

βk,lAkAl

with convex real polynomials Pi in one unknown, real parameters αi
k and, for all l,∑

k |βk,l |≤(1− c). This is due to Klein’s Lemma 22.
Note that when V is c-convex, µN

V has a log-concave density with respect to Lebesgue
measure so that many results from the previous part will apply, in particular concentra-
tion inequalities and Brascamp-Lieb inequalities.

In the rest of this chapter, we assume that V is c-convex for some c > 0 fixed.
Arbitrary potentials could be considered as far as first order asymptotics are studied
in [60], at the price of adding a cutoff. In fact, adding a cutoff and choosing the
parameters ti’s small enough (depending eventually on this cutoff), forces the inter-
action to be convex so that most of the machinery we are going to describe will apply
also in this context. Since V = Vt with t varying but fixed monomials, we will let
Uc = {t : Vt is c-convex} ⊂ Cn. Moreover, Bη will denote the open ball in Cn centered
at the origin and with radius η > 0 (for instance for the metric |t|= max1≤i≤n|ti|).

Non-commutative derivatives

First, for 1≤i≤m, let us define the non-commutative derivatives ∂i with respect to the
variable Xi. They are linear maps from C〈X1, · · · ,Xm〉 to C〈X1, · · · ,Xm〉⊗2 given by the
Leibniz rule

∂iPQ = ∂iP× (1⊗Q)+(P⊗1)×∂iQ (5)

and ∂iX j = 1i= j1⊗1. Here, × is the multiplication on C〈X1, · · · ,Xm〉⊗2; P⊗Q×R⊗
S = PR⊗QS. So, for a monomial P, the following holds

∂iP =
∑

P=RXiS

R⊗S

where the sum runs over all possible monomials R,S so that P decomposes into RXiS.
We can iterate the non-commutative derivatives; for instance ∂2

i : C〈X1, · · · ,Xm〉 →
C〈X1, · · · ,Xm〉⊗C〈X1, · · · ,Xm〉⊗C〈X1, · · · ,Xm〉 is given for a monomial function P by

∂
2
i P = 2

∑
P=RXiSXiQ

R⊗S⊗Q.
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We denote by ] :C〈X1, · · · ,Xm〉⊗2×C〈X1, · · · ,Xm〉→C〈X1, · · · ,Xm〉 the map P⊗Q]R=
PRQ and generalize this notation to P⊗Q⊗R](S,V ) = PSQV R. So ∂iP]R corresponds
to the derivative of P with respect to Xi in the direction R, and similarly 2−1[D2

i P](R,S)+
D2

i P](S,R)] the second derivative of P with respect to Xi in the directions R,S.
We also define the so-called cyclic derivative Di. If m is the map m(A⊗B) = BA,

let us define Di = m◦∂i. For a monomial P, DiP can be expressed as

DiP =
∑

P=RXiS

SR.

Non-commutative laws

For (A1, · · · ,Am) ∈ H m
N , let us define the linear form LA1,··· ,Am from C〈X1, · · · ,Xm〉

into C by

LA1,··· ,Am(P) =
1
N

tr(P(A1, · · · ,Am))

where tr is the standard trace tr(A) =
∑N

i=1 A(i, i). LA1,··· ,Am will be called the empirical
distribution of the matrices (note that in the case of one matrix, it is the empirical dis-
tribution of the eigenvalues of this matrix). When the matrices A1, · · · ,Am are generic
and distributed according to µN

V , we will drop the subscripts A1, · · · ,Am and write in
short L̂N = LA1,··· ,Am . We denote, when V =Vt =

∑n
i=1 tiqi,

LN
t (P) := µN

Vt [L̂
N(P)].

L̂N ,LN
t will be seen as elements of the algebraic dual C〈X1, · · · ,Xm〉D of C〈X1, · · · ,Xm〉

equipped with the involution ∗. C〈X1, · · · ,Xm〉D is equipped with its weak topology.

Definition 76. A sequence (µn)n∈N in C〈X1, · · · ,Xm〉D converges weakly (or in mo-
ments) to µ ∈ C〈X1, · · · ,Xm〉D iff for any P ∈ C〈X1, · · · ,Xm〉,

lim
n→∞

µn(P) = µ(P).

Lemma 77. Let C(`1, · · · , `r), `i ∈ {1, · · · ,m},r ∈ N, be finite non-negative constants
and

K(C)= {µ∈C〈X1, · · · ,Xm〉D ; |µ(X`1 · · ·X`r)| ≤C(`1, · · · , `r) ∀`i ∈{1, · · · ,m},r∈N}.

Then, any sequence (µn)n∈N in K(C) is sequentially compact, i.e. has a subsequence
(µϕ(n))n∈N which converges weakly (or in moments).

Proof. Since µn(X`1 · · ·X`r) ∈ C is uniformly bounded, it has converging subse-
quences. By a diagonalization procedure, since the set of monomials is countable,
we can ensure that for a subsequence (ϕ(n),n ∈ N), the terms µϕ(n)(X`1 · · ·X`r), `i ∈
{1, · · · ,m},r∈N converge simultaneously. The limit defines an element of C〈X1, · · · ,Xm〉D
by linearity.

The following is a triviality, that we however recall since we will use it several
times.
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Corollary 78. Let C(`1, · · · , `r), `i ∈ {1, · · · ,m},r ∈N, be finite non negative constants
and (µn)n∈N a sequence in K(C) which has a unique limit point. Then (µn)n∈N con-
verges weakly (or in moments) to this limit point.

Proof. Otherwise we could choose a subsequence which stays at positive distance
of this limit point, but extracting again a converging subsequence gives a contradiction.
Note as well that any limit point will belong automatically to C〈X1, · · · ,Xm〉D .

Remark 79. The laws L̂N ,LN
t are more than only linear forms on C〈X1, · · · ,Xm〉; they

satisfy also the properties

µ(PP∗)≥ 0, µ(PQ) = µ(QP), µ(1) = 1 (6)

for all polynomial functions P,Q. Since these conditions are closed for the weak topol-
ogy, we see that any limit point of L̂N ,LN

t will as well satisfy these properties. A linear
functional on C〈X1, · · · ,Xm〉 which satisfies such conditions are called tracial states ,
or non-commutative laws. This leads to the notion of C∗-algebras and representations
of the laws as moments of non-commutative operators on a C∗-algebras. We however
do not want to detail this point in these notes.

Maps and polynomials

In this section, we complete section 2.3.1 to describe the graphs that shall be enu-
merated by matrix models. Let q(X1, · · · ,Xm) = X`1X`2 · · ·X`k be a monomial in m
non-commutative variables.

Hereafter monomials (qi)1≤i≤n will be fixed and we will denote in short, for k =
(k1, · · · ,kn),

M g
k = card{ maps with genus g

and ki stars of type qi,1≤ i≤ n}

and for a monomial P

M g
k (P) = card{ maps with genus g

ki stars of type qi,1≤ i≤ n and one of type P}

Maps and polynomials

Because there is a one to one mapping between stars and monomials, the operations on
monomials such as involution or derivations have their graphical interpretation.

The involution comes to reverse the orientation and to shift the marked edge by one
in the sense of the new orientation. This is equivalent to consider the star in a mirror.
For derivations, the interpretation goes as follows.

Let q be a given monomial. The derivation ∂i appears as a way to find out how to
decompose a star of type q by pointing out an half-edge of color i: a star of type q can
indeed be decomposed into one star of type q1, one half-edge of color i and another
star of type q2, all sharing the same vertex, iff q can be written as q = q1Xiq2. This is
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particularly useful to write induction relation on the number of maps. For instance, let
us consider a planar map M and the event AM(Xiq) that, inside M, a star of type Xiq
is such that the first marked half-edge is glued with an half-edge of q. Then, if this
happens, since the map is planar, it will be decomposed into two planar maps separated
by the edge between these two Xi. Such a gluing can be done only with the edges Xi
appearing in the decomposition of q as q = q1Xiq2. Moreover, the two stars of type q1
and q2 will belong to two ‘independent’ planar maps. So, we can symbolically write

1AM(Xiq) =
∑

q=q1Xiq2

1q1∈M1 ⊗M=M1⊗iM2 1q2∈M2 (7)

where M = M1⊗i M2 means that M decomposes into two planar maps M1 and M2, M2
being surrounded by a cycle of color i which separates it from M1 (see figure 4.2.2).
Note here that we forgot in some sense that these 3 objects were sharing the same

$M_2$

$M_1$

$X_1$

$X_1$

$X_1$ $X_1$

$X_1$

$X_1$
$X_2$

$X_2$

$X_2$

$X_2$

Figure 4.3: a star of type q = X2
1 X2

2 X4
1 X2

2 decomposed into X1(X1X2
2 X1)X1(X2

1 X2
2 )

vertex; this is somehow irrelevant here since a vertex is finally nothing but the point of
junction of several edges; as long as we are concerned with the combinatorial problem
of enumerating these maps, we can safely split the map M into these 3 objects. (4.2.2)
is very close to the derivation operation ∂i.

Similarly, let us consider again a planar map M containing given stars of type Xiq
and q′ and the event BM(Xiq,q′) that, inside M, the star of type Xiq is such that the first
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marked half-edge is glued with an half-edge of the star of type q′. Once we know that
this happens, we can write

1BM(Xiq,q′) =
∑

q′=q1Xiq2

1q2q1•iq∈M. (8)

q2q1•i q is a new star made of a star of type q and one of type q2q1 with an edge of color
i from one to the other just before the marked half-edges. Again, once we know that
this edge of color i exists, from a combinatorial point of view, we can simply shorten it
till the two stars merge into a bigger star of type q2q1q. This is the merging operation;
it corresponds to the cyclic derivative Di (see figure 4.2.2).

$X_1$

$X_1$

$X_2$

$X_2$

$X_2$

$X_2$ $X_2$

$X_2$

$X_2$

$X_2$
$X_2$

$X_2$

$X_2$

$X_2$

$X_2$

$X_1$
$X_1$

$X_1$

$X_1$

$X_1$
$X_1$

$X_1$
$X_1$

$X_1$

$X_1$

$X_1$

$X_1$

$X_1$

Figure 4.4: Merging of a star of type q = X2
1 X2

2 X4
1 X2

2 and a star of type X2
1 X2

2

4.3 First order expansion
At the end of this chapter (see Theorem 13) we will have proved that Lemma 74 holds
as a first order limit, i.e.

lim
N→∞

1
N2 log

∫
e
∑n

i=1 tiNtr(qi(A1,··· ,Am))dµN(A1) · · ·dµN(Am)

=
∑

k1,··· ,kn∈N

n∏
i=1

(ti)ki

ki!
M0((qi,ki),1≤ i≤ n)

provided the parameters t = (ti)1≤i≤n are sufficiently small and such that the polyno-
mial V =

∑
tiqi is strictly convex (i.e belong to Uc∩Bη for some ¿̧0 and η≤ η(c) for

some η(c) > 0). To prove this result we first show that, under the same assumptions,
LN

t (q) = µN∑
tiqi

(N−1tr(q)) converges as N goes to infinity to a limit which is as well
related with map enumeration (see Theorem 11).

The central tool in our asymptotic analysis will be the so-called Schwinger-Dyson
(or loop) equations. In finite dimension, they are simple emanation of the integration by
parts formula (or, somewhat equivalently, of the symmetry of the Laplacian in L2(dx)).
As dimension goes to infinity, concentration inequalities show that LN

t approximately
satisfies a closed equation that we will simply refer to as the Schwinger-Dyson equa-
tion. The limit points of LN

t will therefore satisfy this equation. We will then show
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that this equation has a unique solution in some small range of the parameters. As a
consequence, LN

t will converge to this unique solution. Showing that an appropriate
generating function of maps also satisfies the same equation will allow us to determine
the limit of LN

t .

4.3.1 Finite dimensional Schwinger-Dyson’s equations
Property 80. For all P ∈ C〈X1, · · · ,Xm〉, all i ∈ {1, · · · ,m},

µN
Vt

(
L̂N⊗ L̂N(∂iP)

)
= µN

Vt

(
L̂N((Xi +DiVt)P)

)
Proof. A simple integration by part shows that for any differentiable function f on

R such that f e−N x2
2 goes to zero at infinity,

N
∫

f (x)xe−N x2
2 dx =

∫
f ′(x)e−N x2

2 dx.

Such a result generalizes to complex Gaussian by the remark that

N(x+ iy)e−N |x|
2

2 −N |y|
2

2 = −(∂x + i∂y)e−
|x|2

2 −
|y|2

2

= −∂x−iye−
|x|2

2 −
|y|2

2 .

As a consequence, applying such a remark to the entries of a Gaussian random matrix,
we obtain for any differentiable function f of the entries, all r,s ∈ {1, · · · ,N}2, all
r ∈ {1, · · · ,m},

N
∫

Al(r,s) f (Ak(i, j),1≤ i, j ≤ N,1≤ k ≤ m)dµN(A1) · · ·dµN(Am) =∫
∂Al(s,r) f (Ak(i, j),1≤ i, j ≤ N,1≤ k ≤ m)dµN(A1) · · ·dµN(Am).

Using repeatidly this equality, we arrive at

∫
1
N

tr(AkP)dµN
V (A) =

1
2N2

N∑
i, j=1

∫
∂Ak( j,i)(Pe−Ntr(V )) ji

∏
dµN(Ai)

=
1

2N2

N∑
i, j=1

∫  ∑
P=QXkR

2QiiR j j

−N
n∑

l=1

tl
∑

ql=QXkR

N∑
h=1

2PjiQh jRih

dµN
V (A)

=

∫ (
1

N2 (tr⊗ tr)(∂kP)− 1
N

tr(DkV P)
)

dµN
V (A)
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which yields ∫ (
L̂N((Xk +DkV )P)− L̂N⊗ L̂N(∂kP)

)
dµN

V (A) = 0. (9)

4.3.2 Tightness and limiting Schwinger-Dyson’s equations
We say that τ ∈C〈X1, · · · ,Xm〉D satisfies the Schwinger-Dyson equation with potential
V , denoted in short SD[V], if and only if for all i ∈ {1, · · · ,m} and P ∈ C〈X1, · · · ,Xm〉,

τ(I) = 1, τ⊗ τ(∂iP) = τ((DiV +Xi)P) SD[V].

We shall now prove that

Property 81. Assume that Vt is c-convex. Then, (LN
t ,N ∈ N) is tight. Its limit points

satisfy SD[Vt] and
|τ(X`1 · · ·X`r)| ≤Mr

0 (10)

for all `1, · · · , `r ∈ N, all r ∈ N, with an M0 which only depends on c.

By Lemma 28, we find that for all `1, · · · , `r,

|LN
t (X`1 · · ·X`r)| ≤ µN

Vt(|λmax(A)|r)

=

∫
∞

0
rxr−1µN

Vt(|λmax(A)| ≥ x)dx (11)

≤ Mr
0 +

∫
∞

M0

rxr−1e−αNxdx

= Mr
0 + r(αN)−r

∫
∞

0
rxr−1e−xdx (12)

Hence, if K(C) denotes the compact set defined in Lemma 78, LN
t ∈K(C) with C(`1, · · · , `r)=

Mr
0 + rα−r

∫
∞

0 rxr−1e−xdx. (LN
t ,N ∈N) is therefore tight. Let us consider now its limit

points; let τ be such a limit point. By (12), we must have

|τ(X`1 · · ·X`r)| ≤Mr
0. (13)

Moreover, by concentration inequalities (see Lemma 31), we find that

lim
N→∞

∣∣∣∣∫ L̂N
A⊗ L̂N

A(∂kP)dµN
V (A)−

∫
L̂N

AdµN
V (A)⊗

∫
L̂N

AdµN
V (A)(∂kP)

∣∣∣∣= 0

so that Property 80 implies that

limsup
N→∞

∣∣∣LN
t ((Xk +DkVt)P))−LN

t ⊗LN
t (∂kP)

∣∣∣= 0. (14)

Hence, (9) shows that

τ((Xk +DkV )P) = τ⊗ τ(∂kP). (15)
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Uniqueness of the solutions to Schwinger-Dyson’s equations for small parameters

Let R ∈ R+ (we will always assume R≥ 1 in the sequel).
(CS(R))An element τ∈C〈X1, · · · ,Xm〉D satisfies (CS(R)) if and only if for all k∈N,

max1≤i1,··· ,ik≤m|τ(Xi1 · · ·Xik)| ≤ Rk.

In the sequel, we denote D the degree of V , that is the maximal degree of the q′is;
qi(X) = X ji1

· · ·X jidi
with, for 1≤ i≤ n, deg(qi) =: di ≤ D and equality holds for some

i.
The main result of this paragraph is

Theorem 10. For all R≥ 1, there exists ε > 0 so that for |t|= max1≤i≤n|ti|< ε, there
exists at most one solution τt to SD[Vt] which satisfies (CS(R)).

Remark: Note that if V = 0, our equation becomes

τ(XiP) = τ⊗ τ(∂iP).

Because if P is a monomial, τ⊗ τ(∂iP) =
∑

P=P1XiP2
τ(P1)τ(P2) with P1 and P2 with

degree smaller than P, we see that the equation SD[0] allows to define uniquely τ(P) for
all P by induction. The solution can be seen to be exactly τ(P) = σm(P), σm the law of
m free semi-circular found in Theorem 4. When V is not zero, such an argument does
not hold a priori since the right hand side will also depend on τ(Diq jP), with Diq jP of
degree strictly larger than XiP. However, our compactness assumption (CS(R)) gives
uniqueness because it forces the solution to be in a small neighborhood of the law
τ0 = σm of m free semi-circular variables, so that perturbation analysis applies. We
shall see in Theorem 12 that this solution is actually the one which is related with the
enumeration of maps.
Proof. Let us assume we have two solutions τ and τ′. Then, by the equation SD[V],
for any monomial function P of degree l−1, for i ∈ {1, · · · ,m},

(τ− τ
′)(XiP) = ((τ− τ

′)⊗ τ)(∂iP)+(τ′⊗ (τ− τ
′))(∂iP)− (τ− τ

′)(DiV P)

Hence, if we let for l ∈ N

∆l(τ,τ
′) = sup

monomial P of degree l
|τ(P)− τ

′(P)|

we get, since if P is of degree l−1,

∂iP =

l−2∑
k=0

p1
k⊗ p2

l−2−k

where pi
k, i = 1,2 are monomial of degree k or the null monomial, and DiV is a finite

sum of monomials of degree smaller than D−1,

∆l(τ,τ
′) = maxP of degree l−1max1≤i≤m{|τ(XiP)− τ

′(XiP)|}
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≤ 2
l−2∑
k=0

∆k(τ,τ
′)Rl−2−k +C|t|

D−1∑
p=0

∆l+p−1(τ,τ
′)

with a finite constant C (which depends on n only). For γ > 0, we set

dγ(τ,τ
′) =

∑
l≥0

γ
l
∆l(τ,τ

′).

Note that under (CS(R)), this sum is finite for γ < (R)−1. Summing the two sides of
the above inequality times γl we arrive at

dγ(τ,τ
′)≤ 2γ

2(1− γR)−1dγ(τ,τ
′)+C|t|

D−1∑
p=0

γ
−p+1dγ(τ,τ

′).

We finally conclude that if (R, |t|) are small enough so that we can choose γ ∈ (0,R−1)
so that

2γ
2(1− γR)−1 +C|t|

D−1∑
p=0

γ
−p+1 < 1

then dγ(τ,τ
′) = 0 and so τ = τ′ and we have at most one solution. Taking γ = (2R)−1

shows that this is possible provided

1
4R2 +C|t|

D−1∑
p=0

(2R)p−1 < 1

so that when R is large, we see that we need |t| to be at most of order |R|−D+2.

4.3.3 Convergence of the empirical distribution
We are now in position to state the main result of this part;

Theorem 11. For all c > 0, there exists η > 0 and M0 ∈ R+ (given in Lemma 28) so
that for all t ∈Uc ∩Bη, L̂N (resp. LN

t ) converges almost surely (resp. everywhere) to
the unique solution of SD[Vt] such that

|τ(X`1 · · ·X`r)| ≤Mr
0

for all choices of `1, · · · , `r.

Proof. By Property 81, the limit points of LN
t satisfy CS(M0) and SD[Vt]. Since M0

does not depend on t, we can apply Theorem 10 to see that if t is small enough, there
is only one such limit point. Thus, by Corollary 78 we can conclude that (LN

t ,N ∈ N)
converges to this limit point. From Lemma 31, we have that

µN
V (|(L̂N−LN

t )(P)|2)≤ BC(P,M)N−2 +C2dN2e−αMN/2

insuring by Borel-Cantelli’s lemma that

lim
N→∞

(L̂N−LN
t )(P) = 0 a.s

resulting with the almost sure convergence of L̂N .
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4.3.4 Combinatorial interpretation of the limit
In this part, we are going to identify the unique solution τt of Theorem 10 as a gen-
erating function for planar maps. Namely, we let for k = (k1, · · · ,kn) ∈ Nn and P a
monomial in C〈X1, · · · ,Xm〉,

Mk(P) = card{ planar maps with ki labelled stars of type qi for 1≤ i≤ n

and one of type P}.

This definition extends to P ∈ C〈X1, · · · ,Xm〉 by linearity. Then, we shall prove that

Theorem 12. 1. The family {Mk(P),k ∈ Nn,P ∈ C〈X1, · · · ,Xm〉} satisfies the in-
duction relation: for all i ∈ {1, · · · ,m}, all P ∈ C〈X1, · · · ,Xm〉, all k ∈ Nn,

Mk(XiP) =
∑

0≤p j≤k j
1≤ j≤n

n∏
j=1

C
p j
k j

∑
P=p1Xi p2

Mp(P1)Mk−p(P2)+
∑

1≤ j≤n

k jMk−1 j([Diq j]P)

(16)
where 1 j(i)= 1i= j and Mk(1)= 1k=0. (16) defines uniquely the family {Mk(P),k∈
Nn,P ∈ C〈X1, · · · ,Xm〉}.

2. There exists A,B finite constants so that for all k∈Nn, all monomial P∈C〈X1, · · · ,Xm〉,

|Mk(P)| ≤ k!A
∑n

i=1 kiBdeg(P)
n∏

i=1

CkiCdeg(P) (17)

with k! :=
∏n

i=1 ki! and Cp the Catalan numbers.

3. For t in B(4A)−1 ,

Mt(P) =
∑
k∈Nn

n∏
i=1

(−ti)ki

ki!
Mk(P)

is absolutely convergent. For t small enough, Mt is the unique solution of SD[Vt]
which satisfies CS(4B).

By Theorem 10 and Theorem 11, we therefore readily obtain that

Corollary 82. For all c > 0, there exists η > 0 so that for t ∈Uc ∩Bη, L̂N converges
almost surely and in expectation to

τt(P) = Mt(P) =
∑
k∈Nn

n∏
i=1

(−ti)ki

ki!
Mk(P)

Let us remark that by definition of L̂N , for all P,Q in C〈X1, · · · ,Xm〉,

L̂N(PP∗)≥ 0 and L̂N(PQ) = L̂N(QP).

These conditions are closed for the weak topology and hence we find that
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Corollary 83. There exists η > 0 (η≥ (4A)−1) so that for t ∈ Bη, Mt is a linear form
on C〈X1, · · · ,Xm〉 such that for all P,Q

Mt(PP∗)≥ 0 Mt(PQ) = Mt(QP) Mt(1) = 1.

Remark. This means that Mt is a tracial state. The traciality property can easily be
derived by symmetry properties of the maps. However, I do not know of any other way
(and in particular any combinatorial way) to prove the positivity property Mt(PP∗)≥ 0
for all polynomial P, except by using matrix models. This property will be seen to
be useful to actually solve the combinatorial problem (i.e. find an explicit formula for
Mt), see section ??.
Proof of Theorem 12.

1. Proof of the induction relation (16).

• We first check them for k = 0 = (0, · · · ,0). By convention, there is only
one planar map with no vertex, so M0(1) = 1. We now check that

M0(XiP) = M0⊗M0(∂iP) =
∑

P=p1Xi p2

M0(p1)M0(p2)

But this is clear from (7) since for any planar map with only one star of
type XiP, the half-edge corresponding to Xi has to be glued with another
half-edge of P, hence the event AM(XiP) must hold, and if Xi is glued with
the half-edge Xi coming from the decomposition P = p1Xi p2, the map is
split into two (independent) planar maps with stars p1 and p2 respectively
(note here that p1 and p2 inherites the structure of stars since they inherite
the orientation from P as well as a marked half-edge corresponding to the
first neighbour of the glued Xi.)

• We now proceed by induction over the k’s and the degree of P; we assume
that (16) is true for

∑
ki ≤ M and all monomials, and for

∑
ki = M + 1

when deg(P) ≤ L. Note that Mk(1) = 0 for |k| ≥ 1 since we can not glue
a vertex with no half-edges with any star. Hence, this induction can be
started with L = 0. Now, consider R = XiP with P of degree less than L
and the set of planar maps with a star of type XiQ and k j stars of type q j,
1≤ j ≤ n, with |k|=

∑
ki = M+1. Then,

� either the half-edge corresponding to Xi is glued with an half-edge of P,
say to the half-edge corresponding to the decomposition P = p1Xi p2; we
then can use (7) to see that this cuts the map M into two disjoint planar
maps M1 (containing the star p1) and M2 (resp. p2), the stars of type qi
being distributed either in one or the other of these two planar maps; there
will be ri ≤ ki stars of type qi in M1, the rest in M2. Since all stars all
labelled, there will be

∏
Cri

ki
ways to assign these stars in M1 and M2.

Hence, the total number of planar maps with a star of type XiQ and ki stars
of type qi, such that the marked half-edge of XiP is glued with an half-edge
of P is
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∑
P=p1Xi p2

∑
0≤ri≤ki
1≤i≤n

n∏
i=1

Cri
ki

Mr(p1)Mk−r(p2) (18)

�Or the half-edge corresponding to Xi is glued with an half-edge of another
star, say q j; let’s say with the edge coming from the decomposition of q j
into q j = q1Xiq2. Then, we can use (8) to see that once we are given this
gluing of the two edges, we can replace XiP and q j by q2q1P.
We have k j ways to choose the star of type q j and the total number of such
maps is

∑
q j=q1Xiq2

k jMk−1 j(q2q1P)

Summing over j, we obtain by linearity of Mk

n∑
j=1

k jMk−1 j([Diq j]P) (19)

(18) and (19) give (16). Moreover, it is clear that (16) defines uniquely
Mk(P) by induction.

2. Proof of (17). To prove the second point, we proceed also by induction over k
and the degree of P. First, for k = 0, M0(P) is the number of colored maps with
one star of type P which is smaller than the number of planar maps with one star
of type xdeg P since colors only add constraints. Hence, we have, with Ck the
Catalan numbers,

Mk(P)≤C
[
deg(P)

2 ]
≤Cdeg(P)

showing that the induction relation is fine with A = B = 1 at this step. Hence, let
us assume that (17) is true for

∑
ki ≤M and all polynomials, and

∑
ki = M+1

for polynomials of degree less than L. Since Mk(1) = 0 for
∑

ki ≥ 1 we can start
this induction. Moreover, using (16), we get that, if we denote k! =

∏n
i=1 ki!,

Mk(XiP)
k!

=
∑

0≤pi≤ki
1≤ j≤n

∑
P=P1XiP2

Mp(P1)

p!
Mk−p(P2)

(k−p)!

+
∑

1≤ j≤n
k j 6=0

Mk−1j((Diq jP)

(k−1 j)!

Hence, taking P of degree less or equal to L and using our induction hypothesis,
we find that
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∣∣∣∣Mk(XiP)
k!

∣∣∣∣ ≤ ∑
0≤p j≤k j

1≤ j≤n

∑
P=P1XiP2

A
∑

kiBdegP−1
n∏

i=1

Cp jCk j−p jCdegP1CdegP2

+2
∑

1≤l≤n

A
∑

k j−1
∏

j

Ck j B
degP+deqql−1CdegP+deqql−1

≤ A
∑

kiBdegP+1
∏

i

CkiCdegP+1

(
4n

B2 +2

∑
1≤ j≤n Bdegq j−24degq j−2

A

)

where we used Lemma ?? in the last line. It is now sufficient to choose A and B
such that

4n

B2 +2

∑
1≤ j≤n Bdegq j−24degq j−2

A
≤ 1

(for instance B = 2n+1 and A = 4nBD−24D−2 if D is the maximal degree of the
q j) to verify the induction hypothesis works for polynomials of all degrees (all
L’s).

3. Properties of Mt. From the previous coniderations, we can of course define Mt
and the series is absolutely convergent for |t| ≤ (4A)−1 since Ck ≤ 4k. Hence
Mt(P) depends analytically on t ∈ B(4A)−1 . Moreover, for all monomial P,

|Mt(P)| ≤
∑
k∈Nn

n∏
i=1

(4tiA)ki(4B)degP ≤
n∏

i=1

(1−4Ati)−1(4B)degP.

so that for small t, Mt satisfies CS(4B).

4. Mt satisfies SD[Vt]. This is derived by summing (16) written for all k and mul-
tiplied by the factor

∏
(ti)ki/ki!. From this point and the previous one (note that

B is independent from t), we deduce from Theorem 10 that for sufficiently small
t, Mt is the unique solution of SD[Vt] which satisfies CS(4B).

4.3.5 Convergence of the free energy

Theorem 13. Let c > 0. Then, for η small enough, for all t ∈ Bη∩Uc, the free energy
converges towards a generating function of the numbers of certain planar maps;

lim
N→∞

1
N2 log

ZVt
N

Z0
N

=
∑

k∈Nn\(0,..,0)

∏
1≤i≤n

(−ti)ki

ki!
Mk.

Moreover, the limit depends analytically on t in a neighborhood of the origin.

Proof. We may assume without loss of generality that c ∈ (0,1]. For α ∈ [0,1], Vαt
is c-convex since



113

Vαt +
1
2

m∑
i=1

X2
i = α(Vt(X1, · · · ,Xm)+

1− c
2

m∑
i=1

X2
i )+

(1−α)(1− c)+ c
2

m∑
i=1

X2
i

where all terms are convex (as we assumed c≤ 1) whereas the last one is c-convex. Set

FN(α) =
1

N2 logZVαt
N .

Then, 1
N2 log ZVt

N
Z0

N
= FN(1)−FN(0). Moreover

∂αFN
γ(α) =−LN

αt(Vt). (20)

By Theorem 11, we know that for all α ∈ [0,1] (since Vαt is c-convex),

lim
N→∞

LN
αt(Vt) = ταt(Vt)

whereas by (12), we know that LN
αt(Vt) stays uniformly bounded. Therefore, a simple

use of dominated convergence theorem shows that

lim
N→∞

1
N2 log

ZVt
N

Z0
N

=−
∫ 1

0
ταt(Vt)dα =−

n∑
i=1

ti

∫ 1

0
ταt(qi)dα. (21)

Now, observe that by Corollary 82,

τt(qi) =
∑
k∈Nn

∏
1≤ j≤n

(−t j)
k j

k j!
Mk+1i

= −∂ti

∑
k∈Nn\{0,··· ,0}

∏
1≤ j≤n

(−t j)
k j

k j!
Mk

so that (21) implies that

lim
N→∞

1
N2 log

ZVt
N

Z0
N

= −
∫ 1

0
∂α[

∑
k∈Nn\{0,··· ,0}

∏
1≤ j≤n

(−αt j)
k j

k j!
Mk]dα

= −
∑

k∈Nn\{0,··· ,0}

∏
1≤ j≤n

(−t j)
k j

k j!
Mk.
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4.4 Second order expansion for the free energy
At the end of this chapter, we will have proved that Lemma 74 holds, up to the second
order correction in the large N limit, i.e. that

1
N2 log

(∫
e
∑n

i=1 tiNtr(qi(X1,··· ,Xm))dµN(X1) · · ·dµN(Xm)

)

=

1∑
g=0

1
N2g−2

∑
k1,··· ,kn∈N

n∏
i=1

(ti)ki

ki!
Mg((qi,ki),1≤ i≤ n)+o(

1
N2 )

for some parameters ti small enough and such that
∑

tiqi is c-convex. As for the first
order, we shall prove first a similar large N expansion for LN

t . We will first refine the
arguments of the proof of Theorem 10 to estimate LN

t −τt. This will already prove that
(LN

t −τt)(P) is at most of order N−2 for any polynomial P. To get the limit of N2(LN
t −

τt)(P), we will first obtain a rough bound and then use the second order loop equation
as we did for β-ensembles. The key argument in our approach, besides further uses
of integration by parts-like arguments, will be the inversion of a differential operator
acting on non-commutative polynomials which can be thought as a non-commutative
analogue of a Laplacian operator with a drift.

We shall now estimate differences of L̂N and its limit . So, we set

δ̂
N
t = N(L̂N− τt)

δ
N

=

∫
δ̂

NdµN
V = N(LN

t− τt)

δ̃
N
t = N(L̂N−LN

t) = δ̂
N
t −δ

N
.

In order to simplify the notations, we will make t implicit and drop the subscript t in the
rest of this chapter so that we will denote LN

,τ, δ̂N ,δ
N
b and δ̃N in place of LN

t,τt, δ̂
N
t ,δ

N

and δ̃N
t , as well as V in place of Vt.

4.4.1 Rough estimates on the size of the correction δ̃N
t

In this section we improve on the perturbation analysis performed in section 4.3.2 in
order to get the order of

δ
N
b (P) = N(LN

(P)− τ)(P)

for all monomial P.

Proposition 84. For all c > 0,ε ∈]0, 1
2 [, there exists η > 0,C < +∞, such that for all

integer number N, all t ∈ Bη ∩Uc, and all monomial function P of degree less than
N

1
2−ε,

|δN
b (P)|≤

Cdeg (P)

N
.
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Proof. The starting point is the finite dimensional Schwinger-Dyson equation of Prop-
erty 80

µN
V (L̂

N [(Xi +DiV )P]) = µN
V
(
L̂N⊗ L̂N(∂iP)

)
(22)

Therefore, since τ satisfies the Schwinger-Dyson equation SD[V], we get that for all
polynomial P,

δ
N
b (XiP) =−δ

N
b (DiV P)+δ

N
b ⊗LN

(∂iP)+ τ⊗δ
N
b (∂iP)+ r(N,P) (23)

with
r(N,P) := N−1µN

V

(
δ̃

N⊗ δ̃
N(∂iP)

)
.

We take P a monomial of degree d≤N
1
2−ε and see that

|r(N,P)| ≤ 1
N

∑
P=P1XiP2

µN
V

(
|δ̃N(P1)|2

) 1
2 µN

V

(
|δ̃N(P2)|2

) 1
2

≤ C
N

d−1∑
l=0

(Bl2M2(l−1)+ClN4e−
αMN

2 )
1
2 ×

(B(d− l−1)2M2(d−l−1)+C(d−l−1)N4e−
αMN

2 )
1
2

≤ C
N

d(B(d−1)2M2(d−2)+C(d−1)N4e−
αMN

2 ) := r(N,d,M)

where we used in the second line Lemma 31 and assumed M≥M0, and d≤N
1
2−ε. We

set
∆

N
d := maxP monomial of degree d |δ

N
b (P)|.

Observe that by (37), for any monomial of degree d less than N
1
2−ε,

|LN
t (P)|≤C(ε)d , |τ(P)|≤Cd

0≤C(ε)d .

Thus, by (23), writing DiV =
∑

t jDiq j, we get that for d < N
1
2−ε

∆
N
d+1≤max1≤i≤m

n∑
j=1

|t j|∆N
d+deg(Diq j)

+2
d−1∑
l=0

C(ε)d−l−1
∆

N
l + r(N,d,M).

We next define for κ≤1

∆
N(κ,ε) =

N
1
2−ε∑

k=1

κ
k
∆

N
k .

We obtain, if D is the maximal degree of V ,

∆
N(κ,ε) ≤ [C′|t|+2(1−C(ε)κ)−1

κ
2]∆N(κ,ε)

+C|t|
N

1
2−ε

+D∑
k=N

1
2−ε

+1

κ
k−D

∆
N
k +

N
1
2−ε∑

k=1

κ
kr(N,k,M) (24)
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where we choose κ small enough so that C(ε)κ< 1. Moreover, since D is finite, bound-
ing ∆N

k by 2NC(ε)k, we get

N
1
2−ε

+D∑
k=N

1
2−ε

+1

κ
k−D

∆
N
k ≤2DN(κC(ε))N

1
2−ε

κ
−D.

When κC(ε)< 1, as N goes to infinity, this term is neglectable with respect to N−1 for
all ε > 0. The following estimate holds according to Lemma 31

N
1
2−ε∑

k=1

κ
kr(N,k,M)≤C

N

N
1
2−ε∑

k=1

kκ
k(B(k−1)2M2(k−2)+C(k−1)N4e−

αNM
2 )≤C′′

N

if κ is small enough so that M2κ < 1 and Cκ < 1. We observed here that N4e−
αNM

2 is
uniformly bounded independently of N ∈ N. Now, if |t| is small, we can choose κ so
that

ζ := 1− [C′|t|+2(1−C(ε)κ)−1
κ

2]> 0.

Plugging these controls into (24) shows that for all ε > 0, and for κ > 0 small enough,
there exists a finite constant C(κ,ε) so that

∆
N(κ,ε)≤C(κ,ε)N−1

and so for all monomial P of degree d≤N
1
2−ε,

|δN
b (P)|≤C(κ,ε)κ−dN−1.

To get the precise evaluation of Nδ
N
b (P), we shall first obtain a central limit theorem

under µN
V which in turn will allow us to estimate the limit of Nr(N,P).

4.4.2 Second order Schwinger-Dyson (or loop) equations
In this section we derive second order loop equation by making a small change in the
potential V →V +N−1εW and identifying the first term in ε. @@ We denote by

WV
2 (P,Q) := E[(trP−E[trP]) (trQ−E[trQ])]

:= ∂tµN
V−N−1tQ[trP]|t=0

WV
3 (P,Q,R) = ∂tWV−N−1tR

2 (P,Q)|t=0

and forget the V in this notation when not needed. Differentiating (22) we deduce that

W2((Xi +DiV )P,Q) = (W2⊗ τV + τV ⊗W2)(∂iP,Q) (25)
+W2(PDV,Q)+ τV (PDQ) (26)

+N−1
δ

N
b (PDQ)+(W2⊗δ

N
b +δ

N
b ⊗W2)(∂iP,Q)+N−1W3(∂iP,Q)
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By the previous rough estimates as well as the control on W3 the last line is at most of
order N−1 and therefore does not play any role in the limit of W2. Observe therefore
that at list when V = 0 the above equation allows to define the asymptotics of W2 by
induction over the degree of the first polynomial. We shall formalize this remark to
include the ase where V is small.

To this end we shall take in (??) P = DiQ and sum the resulting equalities to find
that the terms in W2 sum up as W2(ΞP,Q) with an operator Ξ that we shall invert. The
resulting operator is a differential operator. As such, it may be difficult to find a normed
space stable for this operator (since the operator will deteriorate the smoothness of the
functions) in which it is continuous and invertible.

To avoid this issue, we will first divide each monomials of P by its degree (which
more or less amounts to integrate and then divide by x the function in the one variable
case).

Then, we define a linear map Σ on C〈X1, · · · ,Xm〉 such that for all monomials q of
degree greater or equal to 1

Σq =
q

degq
.

Moreover, Σ(q) = 0 if degq = 0. For later use, we set C〈X1, · · · ,Xm〉(0) to be the
subset of polynomials P of C〈X1, · · · ,Xm〉sa such that P(0, · · · ,0) = 0. We let Π be the
projection from C〈X1, · · · ,Xm〉sa onto C〈X1, · · · ,Xm〉(0) (i.e Π(P) = P−P(0, · · · ,0)).
We now define some operators on C〈X1, · · · ,Xm〉(0) i.e. from C〈X1, · · · ,Xm〉(0) into
C〈X1, · · · ,Xm〉(0),

Ξ1 : P−→Π

(
m∑

k=1

∂kΣP]DkV

)

Ξ2 : P−→Π

(
m∑

k=1

(µ⊗ I + I⊗µ)(∂kDkΣP)

)
.

We denote Ξ0 = I−Ξ2 and Ξ = Ξ0 +Ξ1, where I is the identity on C〈X1, · · · ,Xm〉(0).
Note that the images Ξi’s and Ξ are indeed included in C〈X1, · · · ,Xm〉sa since V is
assumed self-adjoint. With these notations, Lemma 87, once applied to Pi = DiΣP,
1≤ i≤ m, reads

Proposition 85. For all P in C〈X1, · · · ,Xm〉(0), δ̂N(ΞP) converges in law to a centered
Gaussian variable with covariance

C (P) :=C(D1ΣP, · · · ,DmΣP).

Proof.
We have for all tracial state τ, τ(∂kP]V ) = τ(DkPV ) and if P is in C〈X1, · · · ,Xm〉(0)

(i.e P(0, · · · ,0) = 0), we have the identity

P =
∑

k

∂kΣP]Xk.
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Then, as δ̂N is tracial (6) and vanishes on constant terms (so that the projection Π can
be removed in the definition of Ξ), for all polynomial P,

δ̂
N(ΞP) = δ̂

N(P+

m∑
k=1

∂kΣP]DkV −
m∑

k=1

(µ⊗ I + I⊗µ)(∂kDkΣP))

= δ̂
N(

m∑
k=1

(Xk +DkV )DkΣP−
m∑

k=1

(µ⊗ I + I⊗µ)(∂kDkΣP))

= ZN(D1ΣP, · · · ,DmΣP).

We then use Lemma 87 to conclude.
To generalize the central limit theorem to all polynomial functions, we need to show

that the image of Ξ is dense and to control approximations. If P is a polynomial and q a
non-constant monomial we will denote λq(P) the coefficient of q in the decomposition
of P in monomials. We can then define a norm ‖.‖A on C〈X1, · · · ,Xm〉(0) for A > 1 by

‖P‖A =
∑

degq6=0

|λq(P)|Adegq.

In the formula above, the sum is taken over all non-constant monomials. We also define
the operator norm given, for T from C〈X1, · · · ,Xm〉(0) to C〈X1, · · · ,Xm〉(0), by

|||T |||A = sup
‖P‖A=1

‖T (P)‖A.

Finally, let C〈X1, · · · ,Xm〉(0)A be the completion of C〈X1, · · · ,Xm〉(0) for ‖.‖A. We say
that T is continuous on C〈X1, · · · ,Xm〉(0)A if |||T |||A is finite. We shall prove that Ξ is
continuous on C〈X1, · · · ,Xm〉(0)A with continuous inverse when t is small.

Lemma 86. With the previous notations,

1. The operator Ξ0 is invertible on C〈X1, · · · ,Xm〉(0).

2. There exists A0 > 0 such that for all A > A0, the operators Ξ2, Ξ0 and Ξ
−1
0 are

continuous on C〈X1, · · · ,Xm〉(0)A and their norm are uniformly bounded for t in
Bη.

3. For all ε,A > 0, there exists ηε > 0 such for |t| < ηε, Ξ1 is continuous on
C〈X1, · · · ,Xm〉(0)A and |||Ξ1|||A≤ε.

4. For all A > A0, there exists η > 0 such that for t ∈ Bη, Ξ is continuous, invertible
with a continuous inverse on C〈X1, · · · ,Xm〉(0)A. Besides the norms of Ξ and
Ξ−1 are uniformly bounded for t in Bη.

5. There exists C > 0 such that for all A>C, C is continuous from C〈X1, · · · ,Xm〉(0)A
into R.

Proof.
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1. Observe that since Ξ2 reduces the degree of a polynomial by at least 2,

P→
∑
n≥0

(Ξ2)
n(P)

is well defined on C〈X1, · · · ,Xm〉(0) as the sum is finite for any polynomial P.
This gives an inverse for Ξ0 = I−Ξ2.

2. First remark that a linear operator T has a norm less than C with respect to ‖.‖A
if and only if for all non-constant monomial q,

‖T (q)‖A≤CAdegq.

Recall that µ is uniformly compactly supported (see Lemma 27 ) and let C0 <+∞

be such that |µ(q)|≤Cdegq
0 for all monomial q. Take a monomial q = Xi1 · · ·Xip ,

and assume that A > 2C0,

‖Π

(∑
k

(I⊗µ)∂kDkΣq

)
‖A≤p−1

∑
k,q=q1Xkq2 ,
q2q1=r1Xkr2

‖r1µ(r2)‖A

≤p−1
∑

k,q=q1Xkq2 ,
q2q1=r1Xkr2

Adegr1Cdegr2
0 =

1
p

p−1∑
n=0

p−2∑
l=0

AlCp−l−2
0

≤Ap−2
p−2∑
l=0

(
C0

A

)p−2−l

≤2A−2‖q‖A

where in the second line, we observed that once deg(q1) is fixed, q2q1 is uniquely
determined and then r1,r2 are uniquely determined by the choice of l the degree
of r1. Thus, the factor 1

p is compensated by the number of possible decomposi-
tion of q i.e. the choice of n the degree of q1. If A> 2, P→Π(

∑
k(I⊗µ)∂kDkΣP)

is continuous of norm strictly less than 1
2 . And a similar calculus for Π(

∑
k(µ⊗ I)∂kDkΣ)

shows that Ξ2 is continuous of norm strictly less than 1. It follows immediately
that Ξ0 is continuous. Since Ξ

−1
0 =

∑
n≥0 Ξn

2, Ξ
−1
0 is continuous as soon as Ξ2 is

of norm strictly less than 1.

3. Let q = Xi1 · · ·Xip be a monomial and let D be the degree of V and B(≤ Dn) the
sum of the maximum number of monomials in DkV .

‖Ξ1(q)‖A ≤ 1
p

∑
k,q=q1Xkq2

‖q1DkV q2‖A≤
1
p

∑
k,q=q1Xkq2

|t|BAp−1+D−1

= |t|BAD−2‖q‖A.

It is now sufficient to take ηε < (BAD−2)−1ε.

4. We choose η < (BAD−2)−1|||Ξ−1
0 |||

−1
A so that when |t|≤η,

|||Ξ1|||A|||Ξ−1
0 |||A < 1.
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By continuity, we can extend Ξ0, Ξ1, Ξ2, Ξ and Ξ
−1
0 on the space C〈X1, · · · ,Xm〉(0)A.

The operator

P→
∑
n≥0

(−Ξ
−1
0 Ξ1)

n
Ξ
−1
0

is well defined and continuous. This is an inverse of Ξ = Ξ0 +Ξ1 = Ξ0(I +
Ξ
−1
0 Ξ1).

5. We finally prove that C is continuous from C〈X1, · · · ,Xm〉(0)A into R where we
recall that we assumed A >C0. Let us consider the first term

C1(P) :=
m∑

k,l=1

µ⊗µ(∂kDlΣP×∂lDkΣP).

Then, we obtain as in the second point of this proof

|C1(P)| ≤ 4
m∑

k,l=1

∑
q,q′

|λq(P)||λq′(P)|
degqdegq′

∑
q=q1Xkq2 ,q

′=q′1Xl q′2
q2q1=r1Xl r2 ,q

′
2q′1=r′1Xkr′2

Cdegq+degq′−4
0

≤ 4
∑
q,q′
|λq(P)||λq′(P)|degqdegq′Cdegq+degq′−4

0

≤ 4(sup
`≥0

`C`−2
0 A−`)2‖P‖2

A.

We next turn to show that

C2(P) :=
m∑

k,l=1

µ(∂k ◦∂lV ](DkΣP,DlΣP))

is also continuous for ‖.‖A. In fact, noting that we may assume V ∈C〈X1, · · · ,Xm〉(0)
without changing C2,

|C2(P)|≤
∑

p,q,q′,k,l

|λp(V )|
∑

q,q′,p=p1Xk p2Xl p3
q=q1Xkq2 ,q

′=q′1Xkq′2

|λq(P)||λq′(P)|C
deg p+degq+degq′−4
0

degqdegq′

≤ n|t|D2
∑
q,q′
|λq(P)||λq′(P)|C

D+degq+degq′−4
0

≤ n|t|D2CD−4
0 ‖P‖2

A

The continuity of the last term C3(P) =
∑m

i=1 µ
(
(D jΣP)2

)
is obtained similarly.
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Equation (??) gives

W2(ΞP,Q) =

p∑
i=1

τV (
∑

DiΣPQ)+ εN(P)

It is not hard to verify that εN(Ξ1P) goes to zero with N so that we conclude that

lim
N→∞

W2(P,Q) =

p∑
i=1

τV (
∑

DiΣΞ
−1PQ)

From the asymptotics of W2 we can deduce those of Nδ
N
b (P). Indeed, coming back

to (??) we find that

Nδ
N
b (ΞP) =W2(

p∑
i=1

∂iDiΣP)+ ε
′
N(P)

We easily verify that ε′N(Ξ
−1P) goes to zero as N goes to infinity from which we

readily deduce

lim
N→∞

Nδ
N
b (P) =W2(

p∑
i=1

∂iDiΣΞ
−1P)



Chapter 5

Open questions or works in
progress

5.1 One matrix model with several cuts

The topological expansions that appeared in these notes are only concerned with the
case where the limiting spectral measure has a connected support. It is legitimate to
wonder whether

(1) The large deviations for the probabilities that some eigenvalues lie outside this
limiting support (should be easy)

(2) The topological expansion. The latter has more complicated expansions which
contain θ functions. This is a work in progress with Gaetan Borot. A related central
limit theorem was recently posted by M. Shcherbina on the arxiv.

5.2 Matrix model with complex potential or with do-
main of integration over complex curves

As the topological expansion are analytic it could be expected that they extend to the
case where the potential is complex, at list when it is small. This is the subject of an
article I have in preparation (unfortunately for quite a few years). In the one-matrix
case, Bertola and Tovbis [19] could study the quartic case with a (non perturbative)
complex weight. However the real case of interest is when one takes expectation on
complex curves which are not perturbation of real curves. Indeed, it is now customary
to be given a curve for the limit Stieltjes transform and a posteriori find and study the
associated matrix model (cf some work by B. Eynard for instance). Such problems
started to be studied by Bertola, cf [18].
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5.3 Non perturbative several-matrix models
In non-perturbative cases it is not known in general whether the free energy converges.
This is a famous open question related with the so-called free microstates entropy in-
troduced by Voiculescu. With Dima Shlyktenkho, we could prove convergence and
study the limit of such matrix model when the potential has some convexity property.
In the one-matrix case this assumption implies that the support of the limiting measure
is connected. An open question would be to obtain the next order asymptotics. For the
sake of completness I copy below a summary of what we did with D. Shlyakhtenko to
get the first order asymptotics, which is based on a nice use of dynamics (taken from
my course at Park city).

Processes can be used to obtain non-perturbative results. In [33, 34, 21, 66], pro-
cesses were the key to obtain large deviation estimates for Gaussian matrices. In [63],
D. Shlyakhtenko and I used processes to show uniqueness of the solution to Schwinger-
Dyson equation

τV ⊗ τV (∂iP) = τV ((Xi +DiV )P) (1)

satisfying some bound such as |τV (Xi1 · · ·Xip)| ≤ Rp for all i j ∈ {1, · · · ,m}. Indeed,
this equation characterizes the invariant measures of Langevin dynamics driven by the
free Brownian motion with drift given by the cyclic derivatives of the potential V . But
when V is strictly convex (in the sense that its trace is a uniformly convex function of
the entries of the matrices at which they are evaluated), these dynamics are shown to
have only one equilibrium measure, and to converge exponentially fast to them. This
insures the uniqueness of the solution to Schwinger Dyson equation and therefore the
convergence of the empirical distribution as well as of the free energy.

5.4 More general laws on matrices
One can also wonder how to generalize the topological expansion to other settings.
In [42], we considered unitary random matrices following the Haar measure on the
unitary group and showed the convergence of the free energy in a perturbative regime.
In [68] we could prove convergence of the free energy in the special case of the Harich-
Chandra-Itzykson-Zuber integral

HCIZ(A,B) :=
∫

eNTr(U∗AUB)dU.

However the free energy is there given by a variational equation and is not related to a
topological expansion. Moreover, it relies to the very special structure of this integral
and in particular with its relation with the large deviation of the spectral measure of
a Hermitian Brownian motion starting at B. We will not describe this result more
precisely here but rather detail the results of [42] which generelize the strategy of the
last chapter to the unitary matrices following the Haar measure.

The result is as follows. We consider matrix integrals given by

IN(V,AN
i ) :=

∫
eNTr(V (Ui,U∗i ,A

N
i ,1≤i≤m))dU1 · · ·dUm (2)
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where (AN
i ,1 ≤ i ≤ m) are N×N deterministic uniformly bounded matrices, dU de-

notes the Haar measure on the unitary group U(N) (normalized so that
∫

U(N) dU = 1)
and V is a polynomial function in the non-commutative variables (Ui,U∗i ,A

N
i ,1 ≤ i ≤

m). We assume that the joint distribution of the (AN
i ,1≤ i≤ m) converges; namely for

all polynomial function P in m non-commutative indeterminates

lim
N→∞

1
N

Tr(P(AN
i ,1≤ i≤ m)) = τ(P) (3)

for some linear functional τ on the set of polynomials. For technical reasons, we as-
sume that the polynomial V satisfies
Tr(V (Ui,U∗i ,A

N
i ,1≤ i≤m)) ∈R, for all Ui ∈U(N), all Hermitian matrices AN

i , for all
i ∈ {1, · · · ,m} and N ∈ N .

Under those very general assumptions, the formal convergence of the integrals
could already be deduced from [41]. The following Theorem is a precise decription
of our results which gives an asymptotic convergence:

Theorem 87. Under the above hypotheses and if we further assume that the spectral
radius of the matrices (AN

i ,1 ≤ i ≤ m,N ∈ N) is uniformly bounded (by say M), there
exists ε = ε(M,V )> 0 so that for z ∈ [−ε,ε], the limit

FV,τ(z) := lim
N→∞

1
N2 log

∫
U(N)m

ezNTr(V (Ui,U∗i ,A
N
i ,1≤i≤m))dU1 · · ·dUm

exists. Moreover, FV,τ(z) is an analytic function of z ∈ C∩B(0,ε) = {z ∈ C : |z| ≤ ε}
and for all k ∈ N,

∂k

∂zk FV,τ(z)
∣∣∣∣
z=0

= fk(V,τ).

Moreover, for all polynomial P there exists a limit

τV (P)= lim
N→∞

IN(V,AN
i )
−1
∫

1
N

Tr(P(Ui,U∗i ,A
N
i ,1≤ i≤m))ezNTr(V (Ui,U∗i ,A

N
i ,1≤i≤m))dU1 · · ·dUm

5.4.1 Idea of the proof
The strategy is again to find and study the Schwinger-Dyson (or loop) equationsunder
the associated Gibbs measure

µN
V (dU1, · · · ,dUm) =

1
ZN ezNTr(V (Ui,U∗i ,A

N
i ,1≤i≤m))dU1 · · ·dUm

To define this equation let us first define derivatives on polynomials in these matrices
by the linear form such that

∂iA j = 0, ∂iU j = 1i= jU j⊗1 ∂iU∗j =−1i= j1⊗U∗j , ∀ j,

and satisfying the Leibnitz rule, namely, for monomials P,Q,

∂i(PQ) = ∂iP× (1⊗Q)+(P⊗1)×∂iQ. (4)
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Here, × denotes the product P1⊗Q1×P2⊗Q2 = P1P2⊗Q1Q2. We also let Di be the
corresponding cyclic derivatives such that if m(A⊗B) = BA, then Di = m◦∂i.

If q is a monomial, we more specifically have

∂iq =
∑

q=q1Uiq2

q1Ui⊗q2−
∑

q=q1U∗i q2

q1⊗U∗i q2 (5)

Diq =
∑

q=q1Uiq2

q2q1Ui−
∑

q=q1U∗i q2

U∗i q2q1. (6)

Then, using the invariance by multiplication of the Haar measure one can prove the
asymptotic Schwinger-Dyson equation :

µV
N(

1
N

Tr⊗ 1
N

Tr(∂iP))+µV
N(

1
N

Tr(PDiV )) = 0.

This is proved by noticing that if we set Up(t) = UpeitB and leave the other Ui’s un-
changed for a matrix B = B∗ then for all k, `

∂t

∫
(P(Ui(t),U∗i (t),A

N
i ,1≤ i≤ m))k`ezNTr(V (Ui(t),U∗i (0),A

N
i ,1≤i≤m))dU1 · · ·dUm = 0

This reads ∫
[(∂pP]B)k`+Pk`tr(DpV B)]dµV

N = 0

Taking B = 1k`+ 1`k and i(1k`− 1`k) shows that we can by linearity choose B = 1k`
even though this is not self-adjoint which yields the result after summation over k and
`.

We then claim that for all polynomial
P,

lim
N→∞

{
1
N

Tr⊗ 1
N

Tr(∂iP)+
1
N

Tr(DiV P)
}
= 0 µN

V a.s.

In particular, any limit point µ of L̂N under µN
V satisfies the Schwinger-Dyson equation

µ⊗µ(∂iP)+µ(DiV P) = 0 (7)

for all polynomial P and µ|(Ai)1≤i≤m = τ. Uniqueness of the solution to such an equation
provides the convergence whereas the study of this solution shows that it expands as a
generating series in the enumeration of some planar maps. In fact

5.4.2 discussion
The study of the second order (that is the fluctuations) around this limit is still an
open questions. The strategy generalizes to the Haar measure on the orthogonal group
(leading to the same limit except for a multiplicative constant) Finding loop equations
for other classical ensembles could be a way to attack other integrals of interest in
physics.



Chapter 6

Basics of matrices

6.1 Weyl’s and Lidskii’s inequalities
Theorem 14 (Weyl). Denote λ1(C) ≤ λ2(C) ≤ ·· · ≤ λN(C) the (real) eigenvalues of
a N×N Hermitian matrix C. Let A,B be N×N Hermitian matrices. Then, for each
1≤ j,k ≤ N and j+ k ≥ N +1,

λ j+k−N(A+B)≤ λ j(A)+λk(B).

If 1≤ j,k ≤ N and j+ k ≤ N +1,

λ j(A)+λk(B)≤ λ j+k−1(A+B).

Theorem 15 (Courant-Fischer). Let A ∈H (2)
N with ordered eigenvalues λ1(A)≤ ·· · ≤

λN(A). For k ∈ {1, · · · ,N},

λk(A) := min
w1,··· ,wN−k∈CN

max x 6=0,x∈CN
x⊥w1 ,··· ,wN−k

x∗Ax
x∗x

.

Proof. We can without loss of generality assume that A is diagonal up to rotate the
vectors w1, · · · ,wN−k Then

max x 6=0,x∈CN
x⊥w1 ,··· ,wN−k

x∗Ax
x∗x

= max ‖x‖2=1,x∈CN
x⊥w1 ,··· ,wN−k

N∑
i=1

λi(A)|xi|2

≥ max ‖x‖2=1,x∈CN ,x j=0, j≤k
x⊥w1 ,··· ,wN−k

N∑
i=1

λi(A)|xi|2

≥ λk(A)

and equality holds when wi = uN−i+1 is the eigenvector corresponding to the eigenvalue
λN−i+1(A). Taking the minimum over the vectors wi thus complete the proof.

We deduce that
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Theorem 16 (Lidskii). Let A ∈ H (2)
N , η ∈ {+1,−1} and z ∈ CN . We order the eigen-

values of A+ηzz∗ in increasing order. Then

λk(A+ηzz∗)≤ λk+1(A)≤ λk+2(A+ηzz∗).

Proof. Using Courant-Fischer theorem one gets for k ≥ 2,

λk(A+ηzz∗) := min
w1,··· ,wN−k∈CN

max x 6=0,x∈CN
x⊥w1 ,··· ,wN−k

x∗(A+ηzz∗)x
x∗x

≥ min
w1,··· ,wN−k∈CN

max x 6=0,x∈CN
x⊥z,w1 ,··· ,wN−k

x∗Ax
x∗x

≥ min
w1,··· ,wN−k+1∈CN

max x 6=0,x∈CN
x⊥w1 ,··· ,wN−k+1

x∗Ax
x∗x

= λk−1(A)

by a further use of Courant-Fischer theorem. Replacing A′ = A+ηzz∗, and η by −η

we also have proved λk(A′−ηzz∗)≥ λk(A′), i.e λk(A)≥ λk−1(A+ηzz∗).
Proof of Weyl’s inequalities Theorem 20. We write Ak =

∑N
i=k+1 λi(A)uiu∗i and Bk =∑N

i=k+1 λi(B)viv∗i with B0 = B, A0 = A. Note that the fact that λN(X +Y ) ≤ λN(X)+
λN(Y ) is trivial (for instance from Courant-Fischer’s theorem) and so for all j,k

λN(A−A j +B−Bk) ≤ λN(A−A j)+λN(B−Bk)

= λ j(A)+λk(B)

To bound from below λN(A−A j +B−Bk), note that the rank of A j +Bk is at most
2N− j− k. Applying Lidskii’s theorem 2N− j− k times we thus get

λN(A−A j+B−Bk)= λN((A+B)−(A j+Bk))≥ λN−(2N− j−k)(A+B)= λ j+k−N(A+B)

which finishes the proof of the first inequality. The second is obtained by the change
A→ −A and B→ −B which reverse the order of the eigenvalues too. The rank of
A j +Bk is at most 2N− j− k.

One also has

Theorem 17 (Lidskii). Let A,E ∈ H (2)
N . Then, there exists a doubly stochastic matrix

B such that

λk(A+E)−λk(A) =
N∑

m=1

Bk,mλm(E) . (1)

In particular,
N∑

k=1

|λk(A+E)−λk(A)|2 ≤
N∑

k=1

λk(E)2 . (2)
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6.2 Non-commutative Hölder inequality
The following can be found in [85].

Theorem 18 (Nelson). For any P1, · · · ,Pq ∈C〈X1, · · · ,Xm〉, any matrices A=(A1, · · · ,Am)

in MN any p1, · · · , pq ∈ [0,1]q so that
∑

p−1
i = 1,

|tr(P1(A) · · ·Pq(A))| ≤
q∏

i=1

[tr(|Pi|qi)]
1
qi

This non-commutative Hölder inequality extends when tr is replaced by any Tracial
states.



Chapter 7

Basics of Probability theory

7.1 Basic notions of large deviations
This appendix recalls basic definitions and main results of large deviations theory. We
refer the reader to [48] and [47] for a full treatment.

In what follows, X will be assumed to be a Polish space (that is a complete separable
metric space). We recall that a function f : X → R is lower semicontinuous if the level
sets {x : f (x)≤C} are closed for any constant C.

Definition 88. A sequence (µN)N∈N of probability measures on X satisfies a large
deviation principle with speed aN (going to infinity with N) and rate function I iff

I : X → [0,∞] is lower semicontinuous. (1)

For any open set O⊂ X , liminf
N→∞

1
aN

logµN(O)≥− inf
O

I. (2)

For any closed set F ⊂ X , limsup
N→∞

1
aN

logµN(F)≤− inf
F

I. (3)

When it is clear from the context, we omit the reference to the speed or rate function
and simply say that the sequence {µN} satisfies the LDP. Also, if xN are X-valued
random variables distributed according to µN , we say that the sequence {xN} satisfies
the LDP if the sequence {µN} satisfies the LDP.

Definition 89. A sequence (µN)N∈N of probability measures on X satisfies a weak
large deviation principle if (1) and (2) hold, and in addition (3) holds for all compact
sets F ⊂ X .

The proof of a large deviation principle often proceeds first by the proof of a weak
large deviation principle, in conjuction with the so-called exponential tightness prop-
erty.
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Definition 90. a. A sequence (µN)N∈N of probability measures on X is exponentially
tight iff there exists a sequence (KL)L∈N of compact sets such that

limsup
L→∞

limsup
N→∞

1
aN

logµN(Kc
L) =−∞.

b. A rate function I is good if the level sets {x ∈ X : I(x) ≤ M} are compact for all
M ≥ 0.

The interest in these concepts lies in the

Theorem 19. a. ([47, Lemma 1.2.18]) If {µN} satisfies the weak LDP and it is
exponentially tight, then it satisfies the full LDP, and the rate function I is good.
b. ([47, Exercise 4.1.10]) If {µN} satisfies the upper bound (3) with a good rate function
I, then it is exponentially tight.

A weak large deviation principle is itself equivalent to the estimation of the proba-
bility of deviations towards small balls

Theorem 20. [47, Theorem 4.1.11] Let A be a base of the topology of X. For every
A ∈ A , define

LA =− liminf
N→∞

1
aN

logµN(A)

and
I(x) = sup

A∈A :x∈A
LA.

Suppose that for all x ∈ X,

I(x) = sup
A∈A :x∈A

{
− limsup

N→∞

1
aN

logµN(A)
}

Then, µN satisfies a weak large deviation principle with rate function I.

Let d be the metric in X , and set B(x,δ) = {y ∈ X : d(y,x)< δ},

Corollary 91. Assume that for all x ∈ X

−I(x) := limsup
δ→0

limsup
N→∞

1
aN

logµN(B(x,δ))

= liminf
δ→0

liminf
N→∞

1
aN

logµN(B(x,δ)).

Then, µN satisfies a weak large deviation principle with rate function I.

From a given large deviation principle one can deduce large deviation principle
for other sequences of probability measures by using either the so-called contraction
principle or Laplace’s method.
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Theorem 21 (Contraction Principle). [47, Theorem 4.2.1] Assume that the sequence
of probability measures (µN)N∈N on X satisfies a large deviation principle with good
rate function I. Then, for any function F : X→Y with values in a Polish space Y which
is continuous, the image (F]µN)N∈N ∈M1(Y )N defined as F]µN(A) = µ◦F−1(A) also
satisfies a large deviation principle with the same speed and rate function given for any
y ∈ Y by

J(y) = inf{I(x) : F(x) = y}.

Theorem 22 (Varadhan’s Lemma). [47, Theorem 4.3.1]): Assume that (µN)N∈N satis-
fies a large deviation principle with good rate function I. Let F : X → R be a bounded
continuous function. Then,

lim
N→∞

1
aN

log
∫

eaN F(x)dµN(x) = sup
x∈X
{F(x)− I(x)}.

Moreover, the sequence

νN(dx) =
1∫

eaN F(y)dµN(y)
eaN F(x)dµN(x) ∈M1(X)

satisfies a large deviation principle with good rate function

J(x) = I(x)−F(x)− sup
y∈X
{F(y)− I(y)}.

Large deviations principles are quite robust to exponential equivalence that we now
define.

Definition 92. Let (X ,d) be a metric space. Let (µN)N∈N and (µ̃N)N∈N be two se-
quences of probability measures on X . (µN)N∈N and (µ̃N)N∈N are said to be expo-
nentially equivalent if there exists probability spaces (Ω,BN ,PN) and two families of
random variables ZN , Z̃N on Ω with values in X with joint distribution PN and marginals
µN and µ̃N respectively so that for each δ > 0

limsup
N→∞

PN
(
d(ZN , Z̃N)> δ

)
=−∞.

We then have

Lemma 93. [47, Theorem 4.2.13] If a large deviation principle for µN holds with good
rate function I and µ̃N is exponentially equivalent to µN , then a µ̃N satisfies a large
deviation principle with the same rate function I.

P (Σ) possesses a useful criterion for compactness.

Theorem 23 (Prohorov). Let Σ be Polish, and let Γ ⊂ P (Σ). Then Γ is compact iff Γ

is tight.

Since P (Σ) is Polish, convergence may be decided by sequences.
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7.2 Basics of stochastic calculus
Definition 94 ([74], [90]). Let (Ω,F ) be a measurable space.

• A filtration Ft , t ≥ 0 is a non-decreasing family of sub-σ-fields of F .

• A random time T is a stopping time of the filtration Ft , t ≥ 0 if the event {T ≤ t}
belongs to the σ-field Ft for all t ≥ 0.

• A process Xt , t ≥ 0 is adapted to the filtration Ft , t ≥ 0 if for all t ≥ 0 Xt is an
Ft -measurable random variable.

• Let {Xt ,Ft , t ≥ 0} be an adapted process so that E[|Xt |] < ∞ for all t ≥ 0. The
process {Xt ,Ft , t ≥ 0} is said to be a martingale if for every 0≤ s < t < ∞,

E[Xt |Fs] = Xs.

• Let {Xt ,Ft , t ≥ 0} be a martingale so that E[X2
t ]<∞ for all t ≥ 0. The martingale

bracket (or the quadratic variation) 〈X〉 of X is the unique adapted increasing
process so that X2−〈X〉 is a martingale for the filtration F

Let {Xt ,Ft , t ≥ 0} be a real-valued adapted process and let B be a Brownian motion.
Assume that E

∫ T
0 X2

t dt]< ∞. Then,∫ T

0
XtdBt := lim

n→∞

n−1∑
k=0

XT k
n
(B T (k+1)

n
−B T k

n
)

exists, the convergence hold in L2 and the limit does not depend on the above choice of
the discretization of [0,T ] (see [74, section 3]). The limit is called a stochastic integral
.

One can therefore consider the problem of finding solutions to the integral equation

Xt = X0 +

∫ t

0
σ(Xs)dBs +

∫ t

0
b(Xs)ds (4)

with a given X0, σ and b some functions on Rn, and B a n-dimensional Brownian
motion. This can be written under the differential form

dXs = σ(Xs)dBs +b(Xs)ds. (5)

There are at least two notions of solutions; the strong solutions and the weak solutions.

Definition 95. [74, Definition 2.1] A strong solution of the stochastic differential equa-
tion (5) on the given probability space (Ω,F ) and with respect to the fixed Brownian
motion B and initial condition ξ is a process {Xt , t ≥ 0} with continuous sample paths
so that

1. X is adapted to the filtration F given by

Gt =σ(Bs,s≤ t;X0),N = {N⊂Ω,∃G∈G∞ with N⊂G,P(G)= 0},Ft =σ(Gt∪N ).
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2. P(X0 = ξ) = 1.

3. P(
∫ t

0(|bi(Xs)|+ |σi j(Xs)|2)ds < ∞) = 1 for all i, j ≤ n.

4. (4) holds almost surely.

Definition 96. [74, Definition 3.1] A weak solution of the stochastic differential equa-
tion (5) is a triple (X ,B) and (Ω,F ,P) so that (Ω,F ,P) is a probability space equipped
with a filtration F , X is a continuous adapted process and B a n-dimensional Brownian
motion. X satisfies (3) and (4) in Definition (116).

There are two also two notions of uniqueness;

Definition 97. [74, Definition 3.4]

• We say that strong uniqueness holds if two solutions with common probability
space, common Brownian motion B and common initial condition are almost
surely equal at all times.

• We say that weak uniqueness, or uniqueness in the sense of probability law, holds
if any two weak solutions have the same law.

Theorem 24. [74, Theorems 2.5 and 2.9]
Suppose that b and σ satisfy

‖b(t,x)−b(t,y)‖+‖σ(t,x)−σ(t,y)‖ ≤ K‖x− y‖,
‖b(t,x)‖2 +‖σ(t,x)‖2 ≤ K2(1+‖x‖2),

for some finite constant K independent of t and ‖.‖ the Euclidean norm on Rn, then
there exists a unique strong solution to (5). Moreover, it satisfies

E[
∫ T

0
‖b(t,Xt)‖2dt]< ∞

for all T ≥ 0.

Theorem 25. [74, Proposition 3.10] Any two weak solutions (X i,Bi,Ωi,F i,Pi)i=1,2 of
(5) so that

E[
∫ T

0
‖b(t,X i

t )‖2dt]< ∞

for all T < ∞ and i = 1,2 have the same law.

Theorem 26 (Itô(1944), Kunita-Watanabe (1967)). [74, p. 149]
Let f : R → R be a function of class C 2 and let X = {Xt ,Ft ;0 ≤ t < ∞} be a

continuous semi-martingale with decomposition

Xt = X0 +Mt +At
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where M is a local martingale and A the difference of continuous, adapted, non-
decreasing processes. Then, almost-surely,

f (Xt) = f (X0)+

∫ t

0
f ′(Xs)dMs +

∫ t

0
f ′(Xs)dAs

+
1
2

∫ 2

0
f ′′(Xs)d < M >s, 0≤ t < ∞.

We shall use the following well known results on martingales.

Theorem 27 (Burkholder-Davis-Gundy’s inequality). [74, p. 166] Let (Mt , t ≥ 0) be
a continuous local martingale with bracket (At , t ≥ 0). There exists universal constants
λm,Λm so that for all m ∈ N

λmE(Am
T )≤ E(sup

t≤T
M2m

t )≤ ΛmE(Am
T ).

Theorem 28 (Novikov(1972)). [74, p. 199] Let {Xt ,Ft , t ≥ 0} be an adapted process
with values in Rd such that

E[e
1
2
∫ T

0
∑d

i=1(X
i
t )

2dt ]< ∞

for all T ∈ R+. Then, if {Wt ,Ft , t ≥ 0} is a d dimensional Brownian motion,

Mt = exp{
∫ t

0
Xu.dWu−

1
2

∫ t

0

d∑
i=1

(X i
u)

2du}

is a Ft -martingale.

Theorem 29. (Girsanov(1960)) [74, p. 191] Let {Xt ,Ft , t ≥ 0} be an adapted process
with values in Rd such that

E[e
1
2
∫ T

0
∑d

i=1(X
i
t )

2dt ]< ∞

Then, if {Wt ,Ft ,P,0≤ t ≤ T} is a d dimensional Brownian motion,

W i
t =W i

t −
∫ t

0
X i

sds,0≤ t ≤ T

is a d dimensional Brownian under the probability measure

P = exp{
∫ T

0
Xu.dWu−

1
2

∫ T

0

d∑
i=1

(X i
u)

2du}P.

Theorem 30. [74, p. 14] Let {Xt ,Ft ,0≤ t < ∞} be a submartingale whose every path
is right-continuous. Then for any τ > 0, for any λ > 0

λP( sup
0≤t≤τ

Xt ≥ λ)≤ E[X+
τ ].



135

We shall use the following consequence

Corollary 98. Let {Xt ,Ft , t ≥ 0} be an adapted process with values in Rd such that∫ T

0
‖Xt‖2dt =

∫ T

0

d∑
i=1

(X i
t )

2dt

is uniformly bounded by AT . Let {Wt ,Ft , t ≥ 0} be a d dimensional Brownian motion.
Then for any L > 0,

P( sup
0≤t≤T

|
∫ t

0
Xu.dWu| ≥ L)≤ 2e−

L2
2AT .

Proof. We denote in short Yt =
∫ t

0 Xu.dWu and write for λ > 0,

P( sup
0≤t≤T

|Yt | ≥ A) ≤ P( sup
0≤t≤T

eλYt ≥ eλA)+P( sup
0≤t≤T

e−λYt ≥ eλA)

≤ P
(

sup
0≤t≤T

eλYt− λ2
2
∫ t

0 ‖Xu‖2du ≥ eλA− λ2AT
2

)
+P
(

sup
0≤t≤T

e−λYt− λ2
2
∫ t

0 ‖Xu‖2du ≥ eλA− λ2AT
2

)

By Theorem 34, Mt = e−λYt− λ2
2
∫ t

0 ‖Xu‖2du is a non negative martingale. Thus, By Cheby-
chev’s inequality and Doob’s inequality

P
(

sup
0≤t≤T

Mt ≥ eλA− λ2AT
2

)
≤ e−λA+ λ2AT

2 E[MT ]

= e−λA+ λ2AT
2

Optimizing with respect to λ completes the proof.

Theorem 31 (Rebolledo’s Theorem). Let n ∈N, and let MN be a sequence of continu-
ous centered martingales with values in Rn with bracket < MN > converging pointwise
(i.e for all t ≥ 0) in L1 towards a continuous deterministic function ϕ(t). Then, for any
T > 0, (MN(t), t ∈ [0,T ]) converges in law as a continuous process from [0,T ] into Rn

towards a Gaussian process G with covariance

E[G(s)G(t)] = ϕ(t ∧ s).

7.3 Proof of (13)

Put

V (i1, · · · , il) = [[i j
n]

k
n=1]

l
j=1 , I =

l⋃
j=1

{ j}×{1, . . . ,k} , A = [{i j
n, i

j
n+1}](i,n)∈I .
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We visualize A as a left-justified table of l rows. Let G′ = (V ′,E ′) be any spanning
forest in G(i1, · · · , il), with c connected components. Since every connected component
of G′ is a tree, we have

|V |= |V ′|= c+ |E ′|. (6)

Now let X = {Xin}(i,n)∈I be a table of the same “shape” as A, but with all entries equal
either to 0 or 1. We call X an edge-bounding table under the following conditions:

• For all (i,n) ∈ I, if Xin = 1, then Ain ∈ E ′.

• For each e∈E ′ there exists distinct (i1,n1),(i2,n2)∈ I such that Xi1n1 =Xi2n2 = 1
and Ai1n1 = Ai2n2 = e.

• For each e∈ E ′ and index i∈ {1, . . . , j}, if e appears in the ith row of A then there
exists (i,n) ∈ I such that Ain = e and Xin = 1.

For any edge-bounding table X the corresponding quantity 1
2
∑

(i,n)∈I Xin bounds |E ′|
by the second required property. At least one edge-bounding table exists, namely the
table with a 1 in position (i,n) for each (i,n) ∈ I such that Ain ∈ E ′ and 0’s elsewhere.
Now let X be an edge-bounding table such that for some index i0 all the entries of X in
the ith0 row are equal to 1. Then the graph G(i0) is a tree (since all edges of G(i0) could
be kept in G′), and hence every entry in the ith0 row of A appears there an even number of
times and a fortiori at least twice. Now choose (i0,n0) ∈ I such that Ai0n0 ∈ E ′ appears
in another row than i0. Let Y be the table obtained by replacing the entry 1 of X in
position (i0,n0) by the entry 0. Then Y is again an edge-bounding table. Proceeding
in this way we can find an edge-bounding table with 0 appearing at least once in every
row, and hence we have |E ′| ≤ [ |I|−l

2 ] = kl−l
2 . Together with (6) and the definition of I,

this completes the proof.
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