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Definition

Intuitively: X1, . . . ,Xn are negatively associated when, if a subset I a

variables is ”high”, a disjoint subset J has to be ”low”.

Definition

A set of real-valued random variables X1,X2, ...,Xn is said to be

negatively associated (NA) if for any two disjoint index sets I , J ⊂ [n]

and two functions f , g both monotone increasing or both monotone

decreasing, it holds

E
[
f (Xi : i ∈ I ) g

(
Xj : j ∈ J

)]
≤ E

[
f (Xi : i ∈ I )

]
E
[
g
(
Xj : j ∈ J

)]

NB: f is monotone increasing if ∀i ∈ I , xi ≤ x ′i implies f (x) ≤ f (x ′).
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First properties

Let X1,X2, ...,Xn be NA.

• For all i 6= j , E[XiXj ] ≤ E[Xi ]E[Xj ] i.e. Cov(Xi ,Xj) ≤ 0.

• For any disjoints subsets I , J ⊂ [n] and all x1, . . . , xn,

P
(
Xi ≥ xi : i ∈ I ∪ J

)
≤ P

(
Xi ≥ xi : i ∈ I

)
P
(
Xj ≥ xj : j ∈ J

)
and

P
(
Xi ≤ xi : i ∈ I ∪ J

)
≤ P

(
Xi ≤ xi : i ∈ I

)
P
(
Xj ≤ xj : j ∈ J

)
• For all x1, . . . , xn,

P

(⋂
i

{
Xi ≥ xi

)
≤
∏
i

P
(
Xi ≥ xi

)
and

P

(⋂
i

{
Xi ≤ xi

})
≤
∏
i

P
(
Xi ≤ xi

)
• For all monotone increasing functions f1, . . . , fk depending on

disjoint subsets of the (Xi )i ,

E
[∏

j

fj(X )
]
≤
∏
j

E
[
fj(X )

]
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Consequence: NA concentrates better than independent

Chernoff-Hoeffding bound

Let X1, . . . ,Xn be NA random variables with Xi ∈ [ai , bi ] a.s. Then

S = X1 + · · ·+ Xn satifies Hoeffding’s tail bound: for all t ≥ 0,

P
[∣∣S − E [S ]

∣∣ ≥ t
]
≤ 2 exp

(
− 2t2∑

i (bi − ai )2

)
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Examples of NA variables

• Independent variables...

• 0-1 principle If X1, . . .Xn are Bernoulli variables and
∑

i Xi ≤ 1 a.s.,

then they are NA.

• Permutation distributions If x1 ≤ · · · ≤ xn and if X1, . . . ,Xn are

random variables such that
{
X1, . . . ,Xn

}
=
{
x1, . . . , xn

}
a.s., then

they are NA.

• Sampling without replacement If X1, . . . ,Xn are sample without

replacement from {x1, . . . , xN} (with N ≥ n), then they are NA.
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Closure properties

Union

If the {Xi : i ∈ I} are NA, if {Yj : j ∈ J} are NA, and if the {Xi} are

independent from the {Yj}, then the {Xi ,Yj : i ∈ I , j ∈ J} are NA.

Concordant monotone

If the {Xi : i ∈ I} are NA, if f1, . . . , fk : Rn → R are all monotonically

increasing and depend on different subsets of [n], then{
fj(X ) : 1 ≤ j ≤ k

}
are NA.

The same holds if f1, . . . , fk : Rn → R are all monotonically decreasing.

7



Bins and balls

The standard bins and balls process consists of m balls and n bins. Each

ball b is independently placed in bin i with probability pb,i . The

occupancy number Bi be the number of balls placed in bin i . In

particular
∑

i Bi = m.

Prop: The Bi are NA.

Consequence: Concentration of the number N =
∑

i 1{Bi = 0} of

empty bins.

Proof: just apply the previous ideas to the{
Zb,i = 1{ball b fell into box i} : 1 ≤ b ≤ m, 1 ≤ i ≤ n

}
.
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