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Language Models date back to Shannon (1948)!
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Language models have constantly evolved

Shannon: “It appears then that a sufficiently complex stochastic process

will give a satisfactory representation of a discrete source.”

• n-gram language models

• Variable-length Markov models

• grammar-based methods

Src: Wikipedia
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Stochastic Parrots

”On the Dangers of Stochastic Parrots: Can Language Models Be Too

Big?” by Bender, Timnit Gebru, Angelina McMillan-Major, and Margaret

Mitchell (2021)

= entity ”for haphazardly stitching together sequences of linguistic forms

. . . according to probabilistic information about how they combine, but

without any reference to meaning.”

• environmental and financial costs

• inscrutability leading to unknown dangerous biases

• inability of the models to understand the concepts underlying what

they learn

• the potential for using them to deceive people.
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Feedforward Neural Networks: Mimicking Brains?

Neuron: x 7→ σ
(
⟨w , x⟩+ b

)
with

• parameter w ∈ Rp, b ∈ R

• (non-linear) activation function σ : R → R
typically σ(x) = 1

1+exp(−x) or σ(x) = max(x, 0) called ReLU

Layer: x 7→ σ
(
Mx + b) with

• parameter M ∈ Mq,p(R),b ∈ Rq

• component-wise activation function σ = σ⊗q

Network: composition of layers fθ = σD ◦ TD ◦ · · · ◦ σ1 ◦ T1 with
• architecture A =

(
D, (p1, . . . , pD−1)

)
• x0 = x , xd = σd

(
Tdxd−1) ∈ Rpd

• Tdx = Mdx + bd

• parameter θ = (M1,b1, . . . , . . . ,MD ,bD)

θ ∈ ΘA =
∏D

d=1 Mpd−1,pd (R)× Rpd

• depth D ("st. nb layers), width max1≤d≤D pd
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Why deep learning, then? The dream
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Explainability vs Interpretability

Two distinct notions (but the vocabulary is misleading: we flllow here

https://www2.eecs.berkeley.edu/Pubs/TechRpts/2017/EECS-2017-159.pdf ).

A decision rule is said to be:

interpretable if we understand how a prediction is associated to an

observation; typical example: decision tree

http://www.up2.fr/

explainable if we understand what feature values led to the prediction,

possibly by a counterfactual analysis; for example: ”if

variable X3 had taken that other value, then the prediction

would have been different”.
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Explainability vs Interpretability

Two distinct notions (but the vocabulary is misleading: we flllow here

https://www2.eecs.berkeley.edu/Pubs/TechRpts/2017/EECS-2017-159.pdf ).

A decision rule is said to be:

interpretable if we understand how a prediction is associated to an

observation; typical example: decision tree

explainable if we understand what feature values led to the prediction,

possibly by a counterfactual analysis; for example: ”if

variable X3 had taken that other value, then the prediction

would have been different”.

Expainability relates to the statistical notions of causal inference and

sensibility analysis
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Interpreting a deep Neural Work : the Founding Dream

http://aiehive.com

An audacious scientific bet...
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Local Interpretable Model-Agnostic Explanations: LIME

Linear model with feature selection on local

subset of data

Src: “Why Should I Trust You?” Explaining the Predictions of Any

Classifier, by Marco Tulio Ribeiro, Sameer Singh and Carlos Guestrin. 8



Local Interpretable Model-Agnostic Explanations: LIME

Src: “Why Should I Trust You?” Explaining the Predictions of Any

Classifier, by Marco Tulio Ribeiro, Sameer Singh and Carlos Guestrin.
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Dimensionality reduction

• Data: X =

 xT1
...

xTn

 ∈ Mn,p(R), p ≫ 1

• Dimensionality reduction: replace xi with yi = enc(xi ), where

enc : Rp → Rd , d ≪ p

• Hopefully, we do not loose too much by replacing xi by yi : there

exists a recovering mapping dec : Rd → Rp such that for all

i ∈ {1, . . . , n}, dec(enc(xi )) ≈ xi

Src: https://towardsdatascience.com/
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Auto-encoders

Src: https://towardsdatascience.com/
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Auto-encoders

PCA Auto-encoder

Src: https://medium.com/
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Generative Adversarial Networks

Src: https://sthalles.github.io/
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Generator / Discriminator

Src: https://machinelearningmastery.com

13

https://machinelearningmastery.com


Example

[Encoding large scale cosmological structure with Generative Adversarial

Networks, Marion Ullmo, Aurélien Decelle and Nabila Aghanim,

Astronomy & Astrophysics ]
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Using auto-encoders for data generation?

Src: https://towardsdatascience.com/
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Variational Auto-Encoders

Src: https://towardsdatascience.com/
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Variational Auto-Encoders: example

AE variational AE

Src: https://pureai.com/

17

https://pureai.com/ 


Example

[Geophysical Inversion Using a Variational Autoencoder to Model an

Assembled Spatial Prior Uncertainty, Jorge Lopez-Alvis, Frederic Nguyen,

M. C. Looms, Thomas Hermans, Journal of Geophysical Research: Solid

Earth]
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