Mathematics of deep learning

— Context and objectives
Deep-learning methods have a very significant impact and many applications [1]. Public
libraries are easy to use and are applied widely. The mathematical properties of Neural
Networks are however not well understood and the theory behind these algorithms is an
emerging field of research. Typical questions aim at controlling the risk : What functions
are well approximated using Neural Networks ? Why do simple algorithms often provide
a good solution to the complicated (in particular non-convex) optimization problems
[4,5] ? Are the features computed on the intermediate layer meaningful [2,3] ?
The successful candidate will have the possibility to choose the topic within a large range
of subject going
— from practical issues, in close connection with industry
— to theoretical issues.

— Salary : Yes

— PhD Thesis : possible
— Location : Toulouse

— Supervisor :

— Frangois Malgouyres, Institut de Mathématiques de Toulouse,
francois.malgouyres @ math.univ-toulouse.fr

— Candidate profile and application : Prospective applicants should have a MSc or engi-
neering degree with a major in machine learning, optimization or applied mathema-
tics.
Applicants should send, by email, a CV and academic transcript to Francois Mal-
gouyres.
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