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abstract

In this chapter, we present our recent theoretical developments about the spatio-temporal dynamics of eukaryotic

chromosomes. As physicists, our objective is to provide some universal principles driving chromatin folding. In

particular, we focus on the functional compartmentalization of the genome into active versus inactive (epi)genomic

domains. First, by introducing a block copolymer framework with self-attraction between loci sharing the same

chromatin state, we show that this spatial segregation can be accounted by a microphase separation of the epigenome,

characterized by dynamical and stochastic clustering. Then, we address the fundamental question of how chromosome

organization may contribute to epigenome regulation by introducing the ”nano-reactor” hypothesis that proposes that

3D compartments may provide a favorable micro-environment for robust genome regulation. As an illustration, we

present the Living Chromatin model that combines the modeling of the stochastic epigenomic assembly with the

modeling of chromatin fiber dynamics. We show how the crosstalk between spatial condensation and long-range trans

spreading mechanisms may strongly favors the formation and maintenance of stable epigenomic domains. All these

results suggest that epigenome is a main driver of 3D chromosome organization that in turn contributes to a robust

and efficient epigenomic regulation.

I. INTRODUCTION

Proper 3D organization and dynamics play essential roles in the good operation of many biological processes and

are involved in functions as varied as enzymatic activity by well-folded proteins, cell motility generated by architected

dynamical cytoskeletons or organ formation by spatially- and temporally-controlled gene expressions. Although acting

on various scales ranging from molecules to organisms, the regulation of such structural and dynamical properties

mainly originates from molecular mechanisms. How such microscopic actions are coupled to collectively generate

large-scale functions is a long-standing, open question.

In this context, understanding how the genome self-organizes inside the cell nucleus is one of the major chal-

lenges faced in recent years by biology. Thanks to the recent development of new experimental techniques, espe-

cially chromosome conformation capture (Hi-C) technologies [3], supported by parallel confocal and superresolution

microscopy studies [4], major progresses have been realized in our understanding of the hierarchical chromosome

organization: from the local packaging of DNA into a polymer-like chromatin fiber to large-scale compartmentaliza-

tion of transcriptionally-active or inactive genomic regions (Fig.1). Briefly (see chapter XXX of the present book
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FIG. 1: Chromosome hierarchical folding. (Left) Scheme of the multi-scale organization of chromosome during interphase.

(Right) Hi-C maps for GM12878 cell line at different resolutions [1] plotted using HiC JuiceBox [2].

for a detailed review), chromosome is locally partitioned into conserved consecutive 200nm-sized contact domains,

the so-called topologically-associating domains (TADs), representing the partial folding of kilobasepair- (kbp) to

megabasepair-(Mbp) long genomic regions [5–7]. TADs are defined as highly self-contacting portions of the genome: a

sequence inside a TAD has a higher probability to contact sequences inside the same TAD than sequences in neighbor-

ing TADs at the same linear distance along the genome, thereby segmenting chromosomes into 3D domains. At the

Mbp level, contact maps display a cell-type specific checkerboard pattern: parts of the genome that share the same

transcriptional activity tend to colocalize forming nuclear compartments [1, 7–9], quantifying the older qualitative ob-

servations of nuclear organization made by electron microscopy [10]. Inactive regions, the so-called heterochromatin,

are preferentially localized at the nuclear periphery while active regions, the so-called euchromatin, occupy more

central positions. Reversely, genomic regions that preferentially localize closed to the nuclear membrane, the so-called

lamina-associated domains (LADs), are mainly heterochromatic [11–13]. At the nuclear level, Hi-C maps [8] confirm

that chromosomes occupy distinct spatial territory and do not mix [14, 15]. While the vast majority of Hi-C data is

obtained at the population level, very recent single-cell Hi-C experiments [16–19], complemented by superresolution

microscopy [7, 20, 21], have highlighted the strong stochasticity of chromosome folding suggesting that chromatin is

highly dynamical and plastic along the cell cycle and during differentiation. However, direct in vivo characterization of

chromatin motion is still challenging [22]. Only few studies have successfully tracked fluorescently-labeled loci during

relatively long time windows up to few minutes [23–28]. They complete the picture of a fluctuating organization

whose dynamics is strongly dependent on transcriptional activity.

An increasing number of experimental evidence suggests that genome 3D organization and dynamics adapt to
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nuclear functions and may play a decisive role in gene regulation and disease [29–31]. Most characterized promoter-

enhancer interactions occur within the same TAD [32, 33], suggesting that TADs allow insulation of promoters

from enhancers located in neighboring TADs. Disruption of a boundary between two consecutive TADs may cause

gene misregulation leading to malformations or cancers [34, 35]. Current experimental knowledge has suggested

several molecular mechanisms involved in the local and higher-order organization of chromosome [36, 37]. Statistical

positioning inside the nucleus and formation of active/inactive compartments are putatively driven by chromatin-

binding proteins that are known to bind at specific positions along the genome and that have the capacity to self-

interact [38–41] or to interact with membrane proteins [42]. TAD formation is partly associated to the translocation

along the genome of protein complexes [43–45], cohesin or condensin rings, that extrude chromatin loops and stop at

specific, properly-oriented sites where a known transcription factor, the insulator CTCF, bind [1, 46].

However, investigating experimentally how such molecular mechanisms precisely act and cooperate together to

control the dynamics and 3D multi-scale folding of the genome is very challenging and is limited by the experimental

difficulty to capture the dynamical stochastic evolution of chromosomes. In the recent years, to partly circumvent

such limitations, physical models have been instrumental in simulating chromosome folding and in testing different

molecular mechanisms (see [36, 47–50] for reviews and other chapters in the present book). In this chapter, we review

our current efforts to understand the functional coupling between the 3D dynamical organization of chromatin and

the 1D segmentation of genome into active and inactive domains using polymer and statistical physics modeling.

II. 3D CHROMATIN ORGANIZATION AND EPIGENOMICS

All the cells of a multi-cellular organism contain the same genetic information but may have different shapes,

physiologies, metabolisms or functions depending on the cell types, tissues, environments or differentiation stages.

These differences are mainly due to the context-dependent differential regulation of gene expression. Gene expression

is regulated at various levels from the binding of transcription factors to the post-translational modifications of the

synthesized proteins. Among these different layers of regulation, the modulation of accessibility and specificity of

regulators to their cognate DNA sites plays a central role. Locally, the chromatin is characterized by many features

like nucleosome positioning, biochemical modifications of DNA and histones tails or insertion of histone variants, that

contribute significantly to controlling such modulation. In the past decades, advances in sequencing technologies have

allowed to characterize in details the genomic profiles of various histone modifications or chromatin-binding proteins,

shedding light on the association between these so-called epigenomic marks and gene regulation. In many eukaryotes

from yeast to human [51–54], statistical analyses of these patterns along the genome showed that chromosomes are

linearly partitioned into 1D cell-type-specific epigenomic domains that extend from few kilobases to megabases and

are characterized by the local enrichment of specific epigenomic marks. While based on dozens of profiles, these

studies have identified only a small number of main chromatin types for the epigenomic domains (typically 4 to

10, depending on the resolution): (1) euchromatic states, containing constitutively-expressed or activated genes and

enhancers, and heterochromatic states covering (2) constitutive heterochromatin associated with HP1 proteins and

H3K9me3 mark and mainly found in repetitive sequences such as (peri)centromeres, (sub)telomeres or transposable

elements, (3) facultative heterochromatin associated with Polycomb (PcG) complexes and H3K27me3 mark tagging

silent -developmentally-regulated - genes, and (4) a less epigenomically-defined repressive state, the so-called black
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FIG. 2: Coupling between epigenome and contactome. (Left) Hi-C map of a 2 Mbp-long genomic region of drosophila

chromosome arm 3R, obtained for late embryos [56]. On top, we plot the local epigenomic state (see color legend) as obtained

by Fillion et al [52] for the embryonic cell line Kc167 (for simplicity we merged the two originally-defined active states into one

single active state). (Right) Hi-C map for a 5 Mbp-long genomic region of human chromosome 7 obtained for the GM12878

cell line [1]. Epigenomic states were taken from Ho et al [51]. For simplicity, we clustered the 16 originally-defined states into

the 4 standard chromatin types.

or null or quiescent chromatin, that encompasses gene desert, or genes only expressed in few tissues. Typically, in

higher eukaryotes, ∼ 20− 30% of mappable genomic loci (excluding telomeres and centromeres) correspond to active

states, ∼ 5− 10% HP1-like states, ∼ 10− 20% PcG-like states and ∼ 40− 50% quiescent states, the exact repartition

depending on organisms and cell types [55].

From the early studies of nuclear organization made by conventional or electron microscopy [10], it was clear that

the active and inactive parts of the genome phase-segregate into (micro)-compartments, heterochromatin localizing

mainly at the nuclear periphery and around nucleoli and euchromatin being more internal. Recent developments in

Hi-C and superresolution techniques have allowed to quantify in more details the relation between spatial organization

and epigenomics [1]. At large-scale, for a given cell-type, statistical analyses of specific checkerboard patterns observed

in Hi-C maps (Fig.1) showed that genomic loci can be clustered into two groups, the so-called A and B compartments

[8, 57]: the contact frequency from sequences of the same group (A vs. A or B vs. B) is stronger (∼ 2 fold) than

from sequences in different ones (A vs. B). Genomic regions corresponding to A compartment are gene-rich and are

associated with histone marks specific to active genes. In contrast, loci belonging to B compartment harbor a weak

gene density and contain more repressed histone modifications. These compartments can be subdivided into subgroups

that exhibit peculiar contact patterns and that correspond to different epigenomic states [1]. Reciprocally, epigenomic

domains (as defined above) contact more frequently domains of the same chromatin type than domains with different

states [56]. Recent single-cell Hi-C experiments [17–19] and high-resolution imaging of multiple probes on the same

chromosome [20, 21] have confirmed that loci sharing the same epigenomic content tend to colocalize inside the

nucleus. Altogether, these observations demonstrate the large-scale clustering of functionally-similar genomic loci.

At the sub-Mbp scale, TADs are also significantly correlated with epigenomic domains [51, 55, 58] (Fig.2). In

drosophila, positioning of TADs along the genome displays strong similarity with the locations of epigenomic domains

[55, 58, 59]: loci within the same TAD tend to have the same chromatin state (Fig.2, left), boundaries between

TADs are enriched in active marks, and the large-scale checkerboard pattern emerges from long-range interactions

between TADs of the same chromatin type [56]. Recent superresolution microscopy of individual TADs showed
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that the epigenomic state also impacts the local 3D chromatin compaction: active TADs being less compact than

black/quiescent and PcG-associated TADs [7, 21], confirming the observations that more Hi-C contacts are observed

in inactive domains [60]. All this suggests that, in drosophila, TAD formation is strongly associated with epigenomic

domains. In mammals, TADs are also significantly associated with the local chromatin state [51, 55] even if the

correspondence between TAD and epigenomic segmentations is less clear (Fig.2 right). TAD boundaries are mainly

characterized by the binding of insulator proteins like CTCF and do not necessarily reflect the frontiers between

different epigenomic domains. Recent experimental and modeling works suggest that, in mammals, TADs might

emerge from the coupled action of CTCF-cohesin-mediated mechanism (see the presentation of the loop extrusion

model in [43, 44] and in Chapter XX of the present book) and of epigenomically-associated mechanism as in drosophila

[61, 62].

Altogether, these results highlight the strong interplay between the 1D segmentation of the genome into epigenomic

domains, the so-called epigenome, and the 3D compartmentalization of chromosomes into contact domains, the so-

called “contactome”. This crosstalk is now well documented and has inspired numerous statistical works inferring

various 3D organization features like TAD or compartments from epigenomic data [58, 63, 64] or using the 3D contact

information to better understand various aspects of gene regulation [65]. However, the mechanistic foundations of

such coupling are still unclear. In particular, to what extent epigenomically-associated mechanisms drive chromosome

organization? What is the role of this non-random 3D organization in the establishment and maintenance of a stable

epigenomic information?

In the next, we will present and discuss how we addressed the former question using polymer physics in the context

of chromatin folding in drosophila (Section III) and how we formalized the latter question with theoretical modeling

(Section IV).

III. EPIGENOME-DRIVEN PHASE SEPARATION OF CHROMATIN

The observed correlations between epigenome and contactome suggest the existence of epigenomic-specific mech-

anisms playing major roles in chromatin folding. Actually, there is an increasing number of experimental evidence

showing that chromatin-binding proteins associated to specific epigenomic domains possess the molecular capacity to

interact or oligomerize, hence promoting directly or effectively physical bridging between genomic loci of the same

chromatin type. Indeed, heterochromatin-associated factors like PcG or HP1 display structural domains (respec-

tively sterile alpha motif (SAM) domains or chromodomains (CD)) that may favor multimerization [38, 39]. In

particular, very recent experiments showed that human and drosophila HP-1 can self-interacts, leading eventually

to a liquid-like phase separation in vitro, in absence of chromatin and to the formation of in vivo heterochromatic

compartments [40, 41]. Similarly, mutualization of transcription machinery resources or DNA looping mediated by

promoter-enhancer interactions may also lead to effective attractions between active loci [66–68]. Black/quiescent

chromatin is often associated with lamins or is enriched in histone H1 that may also promote binding. In addition,

in vitro experiments have demonstrated that two nucleosomes may interact directly and that such interactions are

sensitive to biochemical modifications of histone tails [69, 70].

All this suggests that the heterochromatin/euchromatin phase separation is driven by specific short-range interac-

tions mediated by epigenomic markers like histone modifications or chromatin-binding proteins.
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FIG. 3: Block copolymer model. Each monomer represents a given genomic locus. One block corresponds to one epigenomic

domain. Pairwise interactions between monomers depend on the local epigenomic state. (Bottom right corner) Snapshot taken

from a kinetic Monte-Carlo simulation of the block copolymer model of drosophila chromosome 3R.

A. Block copolymer model

To formalize and test this hypothesis, we developed a general framework by treating chromatin as a block copolymer

(Fig.3), where each block corresponds to an epigenomic domain and where each monomer interacts preferentially with

other monomers of the same chromatin type. While being generic, we focused our approach on chromatin folding in

drosophila where the coupling between epigenome and contactome is very strong. Similar approaches have been also

applied to mammals by other groups and will be discussed below (Sec.III F).

More specifically, we modeled chromatin as a semi-flexible, self-avoiding, self-interacting polymer [60, 71–73]. A

chain corresponding to a given genomic region is composed by N monomers, each representing n bp. Each bead m

is characterized by its epigenomic state e(m). We limit our analysis to the four major classes of chromatin state

described above (active, PcG, HP-1 and black/quiescent). A long epigenomic domain will thus be represented by

a block of consecutive monomers all sharing the same state. Beads of the same epigenomic state may specifically

interact via short-range, transient interactions. The full dynamics of the chain is then governed by two contributions:

(i) bending rigidity and excluded volume describing the “null” model of the chain, and (ii) epigenomics-mediated

attractive interactions.

By definition, this model belongs to the generic family of block copolymers. In the past decades, this wide class of

models has been extensively studied in physics and chemistry, mainly to characterize the phase diagram of melts of

short synthetic chains composed by few blocks arranged either periodically or randomly [74]. However, the properties

of such framework applied to long polymers (the chromosomes) with many block of various sizes (the epigenomic

domains) is poorly characterized.
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B. Simulation methods

In recent years, we have developed several methods to investigate the behavior of the block copolymer model of

chromatin. From self-consistent Gaussian approximations allowing to efficiently access the steady-state behavior of

short chains [71, 72] to more detailed numerical simulations of the chain dynamics [60, 73]. In this chapter, we will

focus on our most recent results using simulations of long chains, recapitulating all our previous findings.

The polymer is modeled as a self-avoiding walk on a Face Centered Cubic (FCC) lattice to allow maximal coordi-

nation number (= 12). The energy of a given configuration is given by

H =
κ

2

N−1∑
m=1

(1− cos θm) +
∑
l,m

Ue(l),e(m)δl,m. (1)

The first contribution accounts for the local stiffness of the chain with κ the bending rigidity and θm the angle between

bond vectors m and m + 1. The second contribution accounts for epigenomic-driven interactions with δl,m = 1 if

monomers l and m occupy nearest-neighbor (NN) sites on the lattice (δl,m = 0 otherwise), and Ue,e′ the strength of

interaction between a pair of spatially neighbor beads of chromatin states e and e′. For simplicity, we will assume that

interactions occur only between monomers of the same chromatin state (Ue,e′ = 0 if e 6= e′) and that the strength of

interaction (that we note Ei) is the same whatever the chromatin state (Ue,e ≡ Ei for all e). Confinement and effect

of other chains are accounting by using periodic boundary conditions. Dynamics of the chain follows a kinetic Monte-

Carlo (KMC) scheme with local moves developed by Hugouvieux and coworkers [75]. This scheme allows at most two

monomers to occupy the same lattice site if and only if they are consecutive along the chain. One Monte Carlo step

(MCS) consists of N trial moves where a monomer is randomly chosen and displaced to a nearest-neighbor site on

the lattice. Trial moves are accepted according to a Metropolis criterion applied to H and if the chain connectivity is

maintained and the self-avoidance criterion is not violated. These simple rules allow efficient simulations of reptation

motion in dense - topologically constrained - systems, while still accounting for the main characteristics of polymer

dynamics like polymer connectivity, excluded volume, and non-crossability of polymer strands. More details on the

lattice model and KMC scheme can be found in [60, 73, 75].

As explained in chapter XX of the present book, chromosomes are intrinsically long, topologically-constrained - so-

called crumpled -polymers. These constraints have a strong impact on the dynamics of the chain and leads to peculiar

structural and dynamical scalings[50, 76, 77] different from classical Rouse or worm-like chain models [78]. Recently,

we derived a coarse-graining strategy [73] that accounts properly for this regime and establishes an intelligible method

to fix some model parameters (bending rigidity and number of sites in the simulation box) at a desired resolution.

This strategy allows simulating long chromatin fragments (N × n ≈ 20 Mbp) with high numerical efficiency while

conserving the structural and dynamical properties of the chain emerging from steric entanglement [73]. In the next,

we will describe results obtained at a genomic resolution of n = 10 kbp and a spatial resolution of ∼ 100 nm (the

distance between NN sites on the lattice) which are both typical resolutions achieved in standard Hi-C and microcopy

experiments.

For a given set of parameters, the time-unit in our simulations was determined by mapping the predicted time-

evolution of the mean-squared displacement (MSD) of individual loci to the typical experimental relation: MSD (in

µm2) ∼ 0.01t0.5 (with time t in second), observed in higher eukaryotes [23, 26–28]. For standard parameter values

used in the next, we found that 1 MCS, the temporal resolution of the model, corresponds to ∼ 0.01− 0.05 sec.
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C. Phase-diagram of the model: towards (micro)phase separation

To illustrate the behavior of the model, we simulated the dynamical folding of a 20 Mbp-long region of drosophila

chromosome arm 3R (position 7 − 27 Mbp) for various values of Ei, the only free parameter of the model. Starting

from random, compact, unknotted configurations resembling post-mitotic structures of chromosomes [79], we tracked,

for thousands of different trajectories, the dynamical evolution of polymer conformations during 20 hours of “real”

time, the typical duration of a cell cycle.

In Figure 4 A, we plotted the predicted Hi-C maps for a population of unsynchronized cells as in standard Hi-C

experiments, ie averaged over one cell cycle. At very weak interaction strengths, the polymer behaves as a (nearly)

homogeneous chain driven mainly by steric interactions. It has the full characteristics of a crumpled polymer, as

explained in details in chapter XX of the present book. As |Ei| is increased, the heteropolymeric nature of the system

becomes apparent at the local and large scales. Locally, the contact probability between monomers of the same

block increases (Fig.4A) and the spatial size of individual epigenomic domains (quantified by the square radius of

gyration) decreases (Fig.4 B, squares), leading to the formation of more or less compact TADs, depending on the

strength of Ei and the linear size of the block (longer block being more compact at the same interaction strength,

data not shown, see [60, 80]). Similarly, at large scale, long-range contacts between TADs of the same chromatin type

are enhanced and TADs of different types phase-segregate, leading to a typical checkerboard pattern in predicted

Hi-C maps. Structurally, as the strength of interaction augments, monomers of the same epigenomic state aggregate

and form larger and more compact distinct 3D domains (Fig.4C,D). At high Ei values, this is characteristics of a

microphase separation as typically observed in short block copolymer melts [74]. Interestingly, the formation of such

large-scale compartmentalization impacts strongly the local organization. Indeed, the compaction of individual TADs

is significantly lower in presence of long-range contacts than in situations where we only authorize the internal folding

of epigenomic domains (circles in Fig.4 B): in partial or full (micro)phase separation, TADs of the same chromatin

type dynamically merge into big 3D clusters allowing conformations of an individual epigenomic block to be more

expanded. Such property explains also why, for similar block sizes, the PcG domain in Fig.4B (blue squares) is more

compact than the active (red) and the black domains: in drosophila, large PcG domains are mainly far from each

other along the genome, hence very close to the isolated case, while active and black domains are surrounded by much

more domains of the same type.

D. Comparison to experiments

At each investigated value of Ei, we computed the Pearson correlation between the predicted contact map and

the corresponding experimental data obtained by Sexton et al [56] on late drosophila embryos. The correlation was

maximal (0.86) for Ei = −0.1kBT . Figure 5A illustrates the very good agreement between both maps at the TAD and

Mbp levels. For the predicted and experimental maps, we computed the scores on the first principal component of the

normalized contact frequency matrix C̄ defined as C̄(l,m) = C(l,m)/Pc(|l −m|) with C(l,m) the contact frequency

between loci l and m, and Pc(s) the average contact frequency between two loci separated by a genomic distance s.

For one profile, loci with similar scores tend to belong to the same spatial A/B compartment [8, 57]. Both profiles

(Fig.5A) are strongly correlated (Spearman correlation = 0.74) illustrating how well the checkerboard pattern is
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FIG. 4: Phase diagram of the block copolymer model. (A) Predicted Hi-C maps for a 20 Mbp-long region of drosophila

chromosome 3R for increasing strengths of attraction Ei (in kBT -unit). (B) Evolution of the square radius of gyration (defined

as 1/(2N2)
∑

l,m
(rl − rm)2, an estimator of the average square 3D size of a domain) as a function of Ei for 3 large epigenomic

domains (red squares: 1 active domain of size 280 kbp; blue squares: 1 PcG of size 330 kbp; black squares: 1 black/quiescent

of size 290 kbp). Data were normalized by the corresponding values in the homogeneous case (Ei = 0). Circles correspond to

situations where we authorized interactions only between monomers of the same epigenomic domain (no long-range interaction

between TADs of the same state). Stars described the case where the specific interaction strength between active monomers

was set to zero (PcG, HP1 and black monomers can still interact with monomers of the same type with Ei = −0.1). (C)

Probability to find a monomer of the same (red circles) or different (black circles) epigenomic state at a given distance from a

reference monomer (radial distribution), for three different values of Ei. Data were normalized by the corresponding probability

to find a monomer of any state. (D) Typical examples of the volumic density in black monomers in a 2D slice of the simulation

box, for three different values of Ei.

reproduced (positions and intensities) by the block copolymer model. Given the simplicity of the model, it is quite

remarkable, suggesting that epigenomic-driven forces are main players of the chromosome folding in drosophila.

Interestingly, experimental data locate at an intermediate position in the phase diagram (Fig.4 A) between the

homogeneous - crumpled - phase and the full microphase separation. Interaction strength is weak, TADs are only

partially collapsed (Fig.4 B) and spatial compartments are dynamic and stochastic structures (see below) of typical
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FIG. 5: Comparison between experimental and predicted data. (A) (Middle) Predicted (Ei = −0.1kbT , upper

triangular part) versus experimental (lower triangular part) Hi-C maps for a 10 Mbp region. Experimental data from [56].

Same color code as in Fig.4A. Experimental data divided by a factor 2500 to linearly adjust both scales. (Top, Bottom) A/B

compartment analysis (see text) of the predicted (top) and experimental (bottom) Hi-C maps: loci with a negative (resp.

positive) scores on the first principal component (PC1) belong to the A (resp. B) compartment. (B) Same of (A) but for the

case where the specific interaction strength between active monomers was set to zero (PcG, HP1 and black monomers can still

interact with monomers of the same type with Ei = −0.1).

size ∼ 200− 300 nm (Fig.4 C,D). The model predicted that PcG domains are more compact than black domains, in

qualitative agreement with recent measurements in flies of the radius of gyration [7] and of the end-to-end-distances

of various epigenomic domains [21]. This means that the observed differences in compaction between PcG and black

domains can be explained in great part by differences in the linear organization of epigenomic blocks along the genome,

and not necessarily by differences in interaction strength as stated in [7]. However, as it is, the model failed to predict

that active domains are less compact that heterochromatin domains [7]. This discrepancy suggests that interactions

between active monomers may be lower or dispensable to describe chromatin folding in drosophila. Fig.5B illustrated

indeed that setting the interaction strength between active beads to zero while keeping Ei = −0.1 for the others, still

allows to globally well describe the Hi-C map (Pearson correlation = 0.86, with a weak loss in phase-segregation)

while improving predictions for the compaction of active domains that are now less compact than heterochromatic

regions (stars in Fig.4 B). This suggests that in drosophila, the euchromatin/heterochromatin compartmentalization

is mainly driven by the interactions between the dominant black/quiescent - heterochromatic - loci. The formation of

the A (euchromatic) compartment is just a byproduct of these direct interactions: small active regions are expelled

at the periphery of the heterochromatic (micro)compartments leading also to preferential - effective - interactions

between active sites.

Looking carefully at the predicted and experimental Hi-C maps, we observed however several discrepancies between
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FIG. 6: Dynamical chromatin folding. (A) Average contact probability between two loci as a function of their relative

genomic distance along the genome predicted by the block copolymer model (Ei = −0.1kbT ) at different time points during

one cell cycle. (B) Examples of the time evolution of the distance between two loci of the same epigenomic state separated by

3 Mbp along the genome.

both maps, suggesting missing ingredients in the model. For example, the model predicted spurious or misses TADs

or long-range contacts between TADs. This could be due to a wrong annotation of the local epigenomic state

(we use epigenomic data from an embryonic cell line while Hi-C data were obtained on whole embryos) or the

existence of specific interactions driven by other biological processes not accounted in the model like promoter-

enhancer interactions. Refining the model to account more precisely for the local epigenetic content (for example

for the relative levels of histone modifications or chromatin-binding proteins) or differences in interaction strengths

between different states would certainly lead to a better correspondence. We also observed that TADs are more

sharply defined in the experiments, particularly in the corners of large TADs. This might be the results of pairing

between homologous chromosomes, a phenomenon commonly found in Diptera [81] and not accounted by the model,

or of the presence of extra cis-interacting mechanisms, like the recently proposed loop extrusion model in mammals

[43, 44] (see chapter XX of the present book), that enhance the contact frequencies along the genome.

E. A dynamical, out-of-equilibrium and stochastic organization

At the interaction strength compatible with biological data (Ei = −0.1kbT ), we analyzed the time evolution

of chromosome organization. As in [76], we observed that chromatin folding results from the out-of-equilibrium

decondensation of the polymeric chain from its initial compact configuration. Figure6A shows Pc(s), the average

contact frequency between two loci separated by a genomic distance s, at different time points. Local scales, like

the TAD level, reach a (quasi) steady-state within minutes while it take longer for long-range contacts, ranging from

dozen of minutes for Mbp-scale contacts to several hours at the 10 Mbp-scale. These predictions are consistent with
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experimental observations made on synchronized cells [17, 79] showing that TADs emerge very early in the cell cycle

and that the large-scale A/B compartmentalization is gradually increases along the cell cycle. Even at long time

(20 hours or more), the model predicts that the system is not at equilibrium, a regime where we should expect that

Pc(s) behaves as ∼ s−1.5 [77]. On contrary, due to strong topological constraints, the chains remain in a “crumpled”,

unknotted, confined state with Pc(s) ∼ s−1.1 for s < 3 Mbp (crumpling signature [50, 77, 82]) and Pc(s) ∼ s−0.5 for

s > 3Mbp (confinement in chromosome territory [79]), also consistent with Hi-C data [1, 8, 56].

Tracking of the relative distances between pairs of loci revealed that chromatin organization is very stochastic.

Figure 6B shows three examples of the time evolution along one cell cycle of such distance for the same pair of

loci separated by 3 Mbp along the genome and having the same epigenomic state. We observed a typical two-state

behavior with random transitions between a bound state where both loci remain in contacts due to the merging of the

TADs they belong to, and a unbound state where both TADs are spatially separated. Analysis of these trajectories

for various pairs of loci showed that the transition rate from the unbound to the bound state is a decreasing function

of the genomic distance between the two genomic regions, while the transition rate from the bound to the unbound

state mainly depends on the respective epigenomic type of each loci, pairs sharing the same type interacting long-

lastly. Interestingly, we predicted that a significant proportion (5 − 15%) of long-range contacts (> 1 Mbp) are not

established within one cell cycle. This suggests that the genomic distance between regulatory elements, like promoters

and enhancers, should not exceed 1 Mbp to ensure that a physical contact between these elements, prerequisite to

an activation or repression event for example, would happen at least once during one cell cycle in order to maintain

a stable gene expression. It would be interesting to experimentally test such predictions by simultaneously tracking

the spatial distance between a promoter and its enhancer and monitoring the current transcriptional activity [83], for

various genomic distances between the two elements.

All this suggests that the 3D chromosome organization in higher eukaryotes is out-of-equilibrium, dynamical and

stochastic. This emphasizes the necessity (1) to properly account for the time evolution of such organization in

quantitative models of chromosomes, especially for higher eukaryotes where chromosomes are strongly topologically

constrained; and (2) to well initiate the simulations with proper configurations since the system will keep a partial

memory of the large-scale initial structure during a long time window.

F. Relation to other approaches

The prediction of long-range interactions is inherent to copolymer models arranged in blocks. Therefore, such mod-

els should also be well adapted to describe the active/inactive compartmentalization in mammals. Several approaches

have used similar formalisms to model chromatin folding in human or mouse [61, 84–94]. In particular, the groups

of Wolynes and Onuchic [84, 85], of Thirumalai and Hyeon [86, 87], of Mirny [88] or of Liberman-Aiden [61] have

developed block copolymer models, eventually decorated with loop extrusion mechanisms or specific-pairwise interac-

tions between CTCF sites at TAD boundaries. Nicodemi’s [89–91] and Marenduzzo’s [92–94] groups developed more

detailed models accounting for the diffusion and binding of the proteins that mediate epigenomic interactions. Most of

these approaches lead to very precise descriptions of chromosome organization and of heterochromatin/euchromatin

phase separation in mammals. In many cases, their conclusions were very consistent with ours in drosophila: interac-

tion strengths between genomic loci are weak leading to a mild (micro)phase separation and to very dynamical and
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stochastic organization.

This idea that the observed phase separation emerges from heterogeneities in the chromatin primary sequence, in

analogy to the well-known physical behavior of synthetic block copolymers [74], is quite general and may arise from

other possible mechanisms like active non-equilibrium processes or differences in monomer mobilities [95–97]. At

a more phenomenological scale, such compartmentalization may be also interpreted as visco-elastic or liquid phase

transitions [94, 98, 99] by using an effective phase-field formalism considering euchromatin and heterochromatin as

separated fluids and neglecting the underlying polymeric structure.

IV. ROLE OF 3D ORGANIZATION IN EPIGENOME STABILITY

As discussed before, the spatial organization of chromatin results in part from the clustering and phase-segregation

of epigenomic domains but a still open question is whether this peculiar 3D folding is only a by-product of genome

activity or is also participating to the regulation of the epigenome assembly and more generally to the regulation of

the genome functions.

A. The “nano-reactor” hypothesis

The basic concept behind this structural/functional coupling is the augmentation of the local concentration of

regulatory proteins due to spatial co-localization. In bacteria, this “high concentration” paradigm has been evidenced

and formalized for many years for the well-known lac operon system [100, 101]: molecular crowding and spatial

confinement increase the binding affinities of regulators (activators or repressors) to their DNA cognate sequences.

This property is enhanced by the presence of few additional dispersed recruitment sequences (operators) and the

ability of the lac-repressor to oligomerize, leading to DNA looping. Similarly, in eukaryotes, the nuclear chromatin

compartments would correspond to biochemical “nano-reactors” where a few number of regulatory biomolecules are

co-localized in space favoring their chemical (co-)activity. At the level of enhancer-promoter genomic modules, the

distal action of enhancers is conditioned to their physical proximity with promoters [83]. The presence of different

dispersed modules would increase the probability of first contact between the promoter and one enhancer. The

subsequent coalescence of the different modules would then provide both structural stability to the ensemble (i.e.

increased duration of gene expression) and robustness and precision through the integration of different signals [102].

Along the same line, Polycomb-mediated repression involves the spatial colocalization of silencer sequences (the so-

called PREs) of several genes. This is mediated by the Polycomb protein complex that forms multi-loop structures,

the so-called polycomb bodies [103–105]. Such clustering operates in cis, ie within an epigenomic domain but also in

trans between non-consecutive domains along the genome. For example, in drosophila, strong long-range interactions

are observed between the 10-Mbp distant, Polycomb-marked antennapedia (ANT-C) and bithorax (BX-C) domains

[56, 106]. Similarly, in the yeast SIR-mediated heterochromatinisation system, silencing of subtelomeric genes is

associated to the level of SIR-mediated clustering [107]. Such clustering might enhance the local concentration of

heterochromatin factors (the SIR proteins) at their telomeric specific recruiting sites and consequently might promote

their spreading over the subtelomeric domains.

All this suggests that the spatial confinement of regulatory sequences (enhancers, silencers) may allow sequestering
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regulatory proteins in the spatial vicinity of the target genomic elements. TADs would correspond to insulated

neighborhood that provide a local, basal level of confinement and of selectivity that are then eventually finely-tuned at

lower scale (via promoter-enhancer looping for example) [32, 46, 108, 109]. Similarly, formation of A/B compartments

would reinforce such properties for TADs sharing similar transcriptional activity or epigenomic state.

B. Epigenomic 1D-3D positive feedback

In the context of epigenomics, the nano-reactor hypothesis introduces naturally a functional coupling between 3D

organization and 1D epigenomic states. Indeed, locally, chromatin states are characterized by specific histone marks

that favor the selective binding of regulatory proteins (e.g., PcG for H3K27me3, HP-1 of H3K9me3 or transcription

factors for active marks) that can self-associate. Hence, the presence of these marks indirectly promotes 3D clustering

and compartmentalization via the mechanisms discussed in Sec.III. Moreover, these marks are dynamically deposited

and removed by specific enzymatic complexes (e.g., PRC2 or Su(Var)3-0) that physically associate either with the

mark they catalyze (eg., H3K27me3 or H3K9me3) or with the corresponding regulatory proteins (e.g, PRC1 or HP1).

This “reader-writer/eraser” property enables the mark and thus the chromatin state to spread once nucleated at some

specific genomic loci. The crucial point is that spreading might operate not only in cis, ie unidimensionnally along

the genome, but also in trans to any chromatin fragments in the spatial vicinity. This would introduce a positive

feedback between the epigenomic state dynamics and the compaction of chromatin: within a given domain the spatial

clustering would enhance the “spreading” of the chromatin state over the entire domain (the nano-reactor hypothesis)

which in return would enhance compaction (copolymer model).

The ability of enzymes to act in trans is clearly a working hypothesis that relies on the assumption that the

mechanisms controlling cis spreading might also function in trans. The molecular processes involved in trans (and

even in cis) spreading of an enzymatic activity to adjacent nucleosomes are still not well understood. Experimental

studies on the heterochromatinization in fission yeast have shown that cis spreading was not due to allosteric changes

of the involved enzymes but more likely to the favorable/stable spatial and orientational arrangement of the enzyme

relatively to the histone tails of adjacent nucleosomes [110]. Compact chromatin organization induced by architectural

proteins such as HP1 or PRC1 might thus reinforce such cis activity [111]. Whether or not such process is restricted

to nucleosome in cis or can also apply to any spatially proximal nucleosome in trans, is unknown. Propagation of

silencing in trans at the nucleosomal array scale have been evidenced in the Polycomb system [112] but a precise

molecular description of this process remains to be elucidated. In vitro experiments similar to [110–112] with more

extended engineered arrays of nucleosomes will be required for a better understanding of the cis vs. trans spreading

mechanisms. At a more coarse-grained scale, some experiments have also pointed out the possible role of trans-

acting ”long-range” spreading in epigenome maintenance as for heterochromatin domain in yeast [113] or for dosage

compensation systems where the propagation of a specific epigenomic signal was associated to the global compaction

of sexual chromosomes[109, 114].
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FIG. 7: The Living chromatin model. The living chromatin model is a combination of the copolymer model where the

chromatin organization is driven by epigenomic-specific contact interactions (Right), and of the epigenome regulation model

(Left) where the local epigenomic state of each monomer can fluctuate between 3 states: A, U and I. The inter-conversion

(spreading) dynamics between these states depends on the spatial neighborhood of each monomer while the 3D folding depends

on the current - primary - epigenomic sequence.

C. The Living Chromatin model

While theoretical and experimental works on the epigenome assembly based on the “reader-writer/eraser” mecha-

nism have highlighted the role of long-range spreading in the stable formation and maintenance of epigenomic domain

[113, 115–121], all these approaches neglect the effect of the local chromatin state on the spatial folding of the under-

lying polymer. To formalize and characterize the 1D-3D positive feedback described above, we developed a theoretical

framework, the “Living Chromatin” (LC) model, that explicitly couples the spreading of epigenomic marks to the 3D

folding of the fiber (Fig. 7) [72, 122].

This model is a combination of the epigenome regulation model [117, 123] primarily introduced by Dodd et

al. [115] and the block copolymer model of chromatin [60, 71–73] described in Sec.III. It belongs to the general

class of annealed copolymer models where the physico-chemical state of a monomer can vary according to specific

reaction rules [124]. The dynamics of the polymer chain follows the block copolymer model described in Sec.III A

with short-range contact interactions between monomers having the same state (only for A and I, no interaction

between U monomers). For the dynamics of the local epigenomic state, as in [115, 117], we considered a simple case

where the state of one monomer can fluctuate only between three flavors: an inactive (I), an active (A) and an

intermediate, unmarked (U) state. Conversions between A and I states occur via a first step of mark removal toward

the U state followed by a step of mark deposition (Fig. 7 right). Each step can be decomposed into two contributions:

(i) a “noisy” conversion accounting for the leaky activity of modifying enzymes or for nucleosome turnover; and

(ii) a recruited conversion, formalizing the “reader-writer/eraser” mechanism, where spreading/erasing of a mark is

not restricted to neighboring chromatin elements along the genome but also to any fragments located in the spatial
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neighborhood (Fig. 7 left). To characterize in details the role of 3D organization in this process, we distinguished

between cis (only via NN monomers along the chain) and trans (3D vicinity) conversions. Physically speaking, the

LC model is analogous to a 3-state Ising spin system on a polymer chain with local 3D ferromagnetic coupling: the

local epigenomic state stands for spin, random conversions for the temperature and recruited conversions for the

coupling.

Practically, we modeled the polymer on a lattice following a KMC scheme slightly different from Sec.III B to account

for the dynamics of epigenomic states [122]. One MCS consists in (i) N trial monomer state conversions, (ii) N/2

trial binding/unbinding transitions; and (iii) N trial monomer moves. In (i) a monomer m is randomly picked and a

state transition is attempted according to the state-dependent rates:

kA→U (m) = kU→I(m) = εo + εc
(
Θe(m−1),I + Θe(m+1),I

)
+ εt

∑
l 6=(m−1:m+1)

Θe(l),Iδl,m (2)

kI→U (m) = kU→A(m) = εo + εc
(
Θe(m−1),A + Θe(m+1),A

)
+ εt

∑
l 6=(m−1:m+1)

Θe(l),Aδl,m (3)

with e(l) ∈ {A,U, I} the current epigenomic state of monomer l, εo the contribution of noisy conversion, εc (resp. εt)

the spreading rate in cis (resp. in trans), Θe(l),X = 1 if e(l) = X (0 otherwise) and δl,m = 1 if monomers l and m

occupy NN sites on the lattice (0 otherwise). For simplicity, we assumed that the rates εo, εc and εt are the same for

all the states. In (ii) a monomer m is randomly picked and if its state is either A or I, for every monomer l of the

same state occupying a NN site on the lattice and already bound to m, an unbinding event is attempted with a rate

ku. Similarly for unbound pairs, a binding event is realized with a rate kb. In (iii), a monomer is randomly picked and

move to a NN site on the lattice. The move is accepted only if the connexions along the chain and between the bound

monomers are maintained. To simplify, we focused our studies on small chains at steady-state, neglecting crumpling

effects described in Sec.III.

D. Stability of one epigenomic domain

In a recent study [122], we investigated the behavior of an isolated small chain (N = 100) evolving under the LC

model as a function of the attraction strength kb/ku and of the relative conversion rates εc,t/εo. Here, we report a

similar analysis but for a longer chain (N ≈ 200) in a semi-dilute environment (10% volumic density), simulated using

periodic boundary condition [60]. Following the analogy with an Ising model, we characterized the global epigenomic

state S of the system using an effective magnetization:

S =
1

N

N∑
l=1

(
Θe(l),A −Θe(l),I

)
(4)

S ∼ +1 (resp. −1) implies that the full domain is in a coherent A (resp. I) macro-state where most of the monomers

have a A (resp. I) state. S ∼ 0 defines a globally incoherent epigenomic state with a mixture of A, U and I monomers.

In absence of trans spreading (εt = 0), the LC model reduces to a simple system where the epigenomic dynamics is

disconnected to the 3D polymeric organization and evolves only under short-range 1D spreading. As expected for 1D

system driven only by NN processes, no phase transition is observed in this case and the distribution of S remains

peaked around 0. The existence of stable coherent active (A) or inactive (I) macrostates is unlikely (Fig. 8I).
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FIG. 8: Phase diagram of one epigenomic domain (εc = εt ≡ ε, εo = 0.001, ku = 0.001). The monostable, bistable

and bimodal regions are demarcated by black lines. The corresponding curves for an isolated shorter chain as investigated in

[122] is reported for comparison (orange lines). (A-H) Examples of time evolution of the local epigenomic state (Left: red for

A, blue for I and black for U) and of the global epigenomic state S (Right), for various values of ε/εo and kb/ku (noted as

black dots in the phase diagram) predicted by the full LC model.(I) Same as (A-H) but when trans spreading was neglected

(εc = 0.2, εt = 0).
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In presence of trans spreading, this simple picture is dramatically modified. In Fig.8, we plotted the phase diagram

of the system as a function of kb/ku and ε/εo where we assumed that εc = εt ≡ ε. At weak attraction strength

(kb/ku <∼ 0.1), the polymer has a swollen organization. While for ε/εo <∼ 1−1.5 the system remains monostable with a

globally incoherent epigenome characterized by short-lived coexisting A and I microdomains (Fig. 8A, B, E), at high

ε the weak trans spreading activity due to the presence of (some) random long-range contacts allows the emergence

of coherent epigenomic domains (Fig. 8H,F). Strictly speaking, this transition from monostability (incoherent state)

to bimodality (coherent A and I macrostates) does not reflect a phase transition but rather is a signature of finite

size effects. Hence, the stability of a macrostate increases linearly with ε [122].

As kb/ku augments, the polymeric system exhibits a collapse transition where the chain passes from a swollen coil

to a compact globule [125]. Above this collapse, for ε higher than a critical, kb/ku-dependent recruitment strength, we

observed a second-order phase transition towards a bistable regime (Fig.8C,D,G). In this phase, cooperative effects

are dominant and lead to the emergence of super-stable A or I macro-states (stability increases exponentially with ε

[122]). This is characteristics of the presence of phase transitions in 1D systems with effective long-range interactions

only if the strength of interactions between two monomers l and m decreases more slowly than 1/|m− l|2 [126], i.e.,

in our case, only if epigenomic-driven interactions (via kb/ku) are strong enough to partially collapse the polymer so

that the contact probability between two monomers scales slower than 1/|m− l|2.

As already shown in [115, 117], these results confirmed that the emergence and maintenance of stable coherent

macro-states require an efficient trans spreading activity. Moreover, accounting explicitly for the polymeric structure

and for the impact of epigenomic-driven interactions suggested that physical bridging may strongly enhance the

stability of coherent epigenomic domains by creating more compact 3D neighborhood facilitating trans-mediated

recruited conversions. Comparison with the phase diagram of an isolated chain (orange lines in Fig.8) underlines this

effect since accounting for an effective confinement of the chain (via the control of the volumic fraction) reduced the

critical value to switch from the monostable, incoherent regime to the bistable/bimodal, coherent one.

E. Stability of antagonistic epigenomic domains

In the previous section, we discussed how trans activity coupled to epigenomic-driven interactions affect the stability

of a single epigenomic domain. The next step is to understand how such mechanisms impact the epigenomic stability

of a genomic region containing several adjacent antagonistic chromatin states (A and I). As a proof of concept, for

parameters leading to bistability, we addressed this issue by following the dynamics of a region initially prepared with

one (reported in [122]) or two (reported here in Fig 9) I domains directly adjacent to one or two A domains of the same

size. In Fig.9A-C, we presented some examples for a region initialized with 4 adjacent epigenomic domains (2 active

A, 2 inactive I) forming two distinct 3D compartments (one for A, one for I). In particular, for various situations,

we quantified the stability of the 1D epigenomic organization (Fig.9E) by measuring the time it takes for the system

to switch from this mosaic initial state to a typical steady-state (coherent A or I macro-states or incoherent state

depending on the parameters).

In absence of trans spreading activity, each subdomain is very unstable (red dots in Fig.9E) and rapidly converges to

a incoherent epigenomic organization. Similarly, accounting for trans spreading but neglecting the epigenomic-driven

interactions leads to a rapid destabilization of the system (blue dots in Fig.9E) towards a coherent macrostate. It
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FIG. 9: Stability of epigenome compartmentalization (kb/ku = 0.28,εc = 0.01, εt = εo = 0.001). (A-C) Examples of time

evolution of the local epigenomic state of genomic region initialized with 4 adjacent epigenomic domains forming two spatial

compartments (Average distance map between any pair of monomers shown in (D)) . Initially the state of each subdomain

is forced. At t > 0 forcing is switched off (except in C where a weak loading rate of 0.001 is maintained). (E) Cumulative

distribution of the stability time τ of the mosaic epigenomic pattern with only cis recruitment (red dots), without epigenomic-

driven interactions (blue dots), with weaker interactions (kb/ku = 0.18, cyan dots), in absence (orange dots) or presence (purple

dots) of 1D barriers, in presence of 1D barriers and weak nucleation (purple circles). Black dots and circles correspond to a

system with only 2 epigenomic domains, each of size 50 [122].

is only by fully considering the positive feedback between epigenome and polymer dynamics that the 4 sub-domains

remain significantly stable (Fig.9A), the stronger the interactions the more stable the partition (cyan and orange

dots in Fig.9E). Indeed, the formation of two distinct, compact spatial compartments for A and I domains limits the

“invasion” in trans of one epigenomic domain by the antagonistic state of its neighboring domains. This also leads

to strong cooperativity between the subdomains of the same epigenomic state that switch their states always at the

same time.

A way to enhance the stability of subdomains is to introduce 1D barriers (Fig.9B). By maintaining the monomers

at the boundary between two antagonistic subdomains in a neutral U state, we hinder the propagation in cis between

NN subdomains. Such barriers are biologically-relevant with the binding of insulator proteins such as CTCF at TAD

boundaries [46] that can physically prevent the action in cis of epigenomic enzymes. External “contamination” of

one domain by the other can thus only arises from the trans spreading activity across the frontier. This leads to a
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significant stabilization by 2 to 3 fold (purple dots in Fig.9E) depending on the size of the barrier [122].

Previously, adjacent antagonistic subdomains were forced to be in one epigenomic state and, at t > 0, the system

was evolving in absence of forcing. Here, we asked, in association with 1D barriers, how maintaining a weak permanent

forcing of the initial state inside each subdomain influence their stability (Fig.9C). This situation mimics the presence of

nucleation sites like PREs for H3K27me3/PcG domains. We observed a strong increase of the mean stability time even

at low loading rates (purple circles in Fig. 9E). This is fully consistent with recent experimental studies showing that

long-term memory relies on self-propagation (in our case promoted by spatial condensation) and on sequence-specific

cis-recruitment mechanisms [127–129]. Our results suggest that spatial compaction, by promoting self-propagation in

trans, might cooperate with cis-recruitment to achieve strong stability. This means that a weakening of the recruitment

might be compensated by an increase of the compaction. Whether this compensatory mechanisms indeed occur in

real systems at both developmental and evolutionary time scales [130] has to be further investigated. Interestingly,

compared to the case of a chain with only two adjacent subdomains as studied in [122] (black dots and circles in Fig.

9E), we observed that stability is enhanced when considering four adjacent domains. This implies that forming large-

scale spatial compartment, like the A/B or heterochromatin/euchromatin compartments, increases the insulation of

both antagonistic marks and delays the cooperative switching of subdomains towards a global coherent macro-state.

F. Towards a quantitative model

The LC model represents a powerful theoretical and numerical formalism to study the dynamical coupling between

the 1D epigenomic information along the chain and the 3D chromatin organization: 3D acts on 1D via the trans

spreading mechanism while the 1D feedbacks the 3D via epigenomically-driven contact interactions. This framework is

modular and can be easily generalized to any number of epigenomic states and any biochemical reactions or interaction

scheme. We showed that an efficient epigenome stability and compartmentalization requires (i) trans spreading

mechanisms; (ii) eventually 1D barriers and weak permanent nucleation; and (iii) the chain to be collapsed (ie around

or below the collapse transition). This latter regime is exactly the condition consistent with experimental Hi-C data

as we showed in our previous works on chromatin folding for a fixed epigenome (see Sec.III). However to be applied

to specific in vivo situations, the LC model should be extended to consider other biologically-relevant ingredients

such as titration effects [118, 120], replication and cell cycle duration [115, 123], conversion asymmetries [117] or

multicolor epigenome [131]. In order to progress toward a quantitative description of this 1D-3D coupling, a correct

parameter inference would require to design experiments that can record the large-scale dynamics of both the 1D and

3D organization, during the establishment and the maintenance stages, in both wild-type and mutant backgrounds.

Corresponding experimental techniques remain to be developed.

Recently, Michieletto et al. have also developed a physical model of such 1D-3D coupling of chromatin [132]. In

their approach, the dynamics of the epigenome and of the polymer are governed by an identical Hamiltonian, ie the

spreading of a mark is tightly related to the (pre)existence of chemical bonds with the nearest monomers. This is

a main difference with the LC model where spreading in trans is not directly coupled to the copolymer dynamics

but rather depends only on the presence of monomers in spatial neighborhood. Compared to their approach, the LC

framework is somehow more general since we explicitly treat the local epigenomic dynamics as biochemical reactions

and not as a Hamiltonian dynamics. In addition, we decomposed the spreading into two contributions (cis and trans),
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that, we think, is crucial to understand clearly the 1D/3D coupling. Our proposed mechanism leads to second-order

phase transition while Michieletto et al. found first-order transition within their framework. There is, to date, no

experimental evidence for one or the other type of transition. More importantly, the main and similar outcome of

these two complementary and pioneering studies is that self-attraction and trans-spreading activity at the local scale

can be translated into a macroscopic coupling between epigenome and spatial compartmentalization dynamics. As

shown in [122], the correlated evolution of the global epigenomic state and of the radius of gyration of the chain

at the collapse transition illustrates nicely how the local 1D-3D feedback mechanism induces a large scale coupling

between the epigenome and the spatial chain folding: incoherent epigenomic states tend to be associated with a partial

decondensation of the chain while coherent states correspond to more condensed configurations.

V. DISCUSSION AND PERSPECTIVES

In this chapter, we discussed how polymer modeling allows to better understand the coupling between epigenome

and 3D chromosome organization.

In a first part, we showed that epigenomically-associated mechanisms are main drivers of chromosome folding: A/B

or heterochromatin/euchromatin compartments in drosophila emerge naturally from the mild microphase separation of

different chromatin states that leads to a very dynamical and stochastic organization. Our model predicts that active

chromatin only weakly interacts with itself. This may reflect a distinct local mode of interaction between chromatin

types: active chromatin rather organizes locally via pairwise short-range bridging between discrete specific genomic

sites while heterochromatin may interact more continuously via clustering of multiple chromatin loci. This is consistent

with more homogeneous internal contact patterns observed for inactive domains and more complex profiles of contact

for active domains as observed in human cell lines [67]. Overall, a finer understanding of these different modes of

self-association will require a proper inference of the chromatin-state-specific interaction strength. Thanks to higher-

resolution Hi-C and epigenomic data, we expect to gain deeper insights into the complexity of the local epigenomic and

genomic control of chromatin self-association. Additionally, interactions with nuclear landmarks such as membrane

and nuclear pores are known to play a fundamental role in controlling large-scale nuclear organization [114, 133].

Integration of such interactions in our framework would also lead to a more detailed description of chromatin folding.

In a second part, we addressed the role of 3D organization into epigenomic stability and maintenance. Our working

hypothesis is that spatial compartmentalization may provide a favorable environment playing a functional role of

“nano-reactor” by confining the proper regulators close to the target regions. TADs might have a role in either

preventing (by sequestering) or facilitating the long-range communication between distal regulatory genomic elements,

thus enhancing the efficiency of gene co-activation or co-repression [134, 135]. In our copolymer framework, we

remarked that experimental observations are compatible with a region of the phase diagram that is sensitive to

variations in the interaction strength and in the block size. One could hypothesize that by modulating the number

of bridging molecules (or their bridging efficiency), cells might finely tune the local condensation and the long-

range contacts between epigenomic domains, and thus might regulate gene expression or epigenomics. To test this,

we developed an extended copolymer model, the Living Chromatin model that readily couples the local transition

between different chromatin states with the spatial organization of the chain. We demonstrated that epigenome

plasticity and robustness is ensured when the chain is in a sufficiently collapsed state which is exactly the physiological
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condition. Building on the classical Waddington picture of epigenomic landscape [136], progression through successive

developmental or differentiation stages as well as pathologies may now correspond to different pathways on the folding-

epigenome landscape with enzymatic activity and self-affinity of architectural chromatin-binding proteins as control

parameters.

The ultimate goal would be to build a quantitative model that could reproduce both the complex linear epigenomic

pattern and the spatial chromatin organization in real systems such as in drosophila and make testable predictions.

However a proper inference of the corresponding parameters would require to account properly for dynamics. Indeed,

as discussed above, chromosome folding is out-of-equilibrium, dynamical and stochastic. At the TAD scale (the

relevant regulatory scale), the chain reaches rapidly a stationary states. However at larger scales, converge towards a

metastable state may be slow. Cell cycle duration then may constitute an additional control parameter: establishment

of stable long-range contact might be challenged by cell cycle duration. Efforts toward the development of time-

predictive models of the spatial and epigenomic organization are required. We already managed to calibrate the

copolymer model from MSD measurement of chromatin loci such that we can have a reliable description of chromosome

folding kinetics. However we still lack a precise time-parameterization of the local epigenome dynamics. Furthermore,

we do not consider the out-off equilibrium effect of replication which is of course a really important issue to understand

epigenetic maintenance. Incorporating all these ingredients into a quantitative, predictive model would represent an

intriguing challenging task for the future on both theoretical and experimental sides.
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