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•Diversity of views and questions on glasses and 
glass formation.

•What is there to be explained about the glass 
transition ?

•Diversity of theoretical approaches.

•What experimental evidence for growing 
collective behavior in glass-forming liquids ?
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 Diversity of views, 
 Diversity of questions 

 on glasses, glassformers, 
 and the glass transition



With a broad meaning:

‶Glass″ = Jammed/frozen system in 
a disordered state, generally out of 

equilibrium. 
Includes among others

✴ ‶soft glasses″: colloidal suspensions, foams, emulsions, 
granular media,

✴ spin glasses, orientational glasses, vortex glasses, 
electron glasses, etc...

✴ proteins...



Here, I focus on

Glasses formed by cooling a liquid

This includes

✴ silica and inorganic glasses, ionic mixtures, 
organic molecular (hydrogen-bonded and 
van der Waals) glasses,

✴  polymers (plastics),

✴  metallic glasses.

However, one could envisage a broader scope 
(“jamming”)
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Selected aspects of recent progress in the study of supercooled liquids and glasses are presented in this review.
As an introduction for nonspecialists, several basic features of the dynamics and thermodynamics of supercooled
liquids and glasses are described. Among these are nonexponential relaxation functions, non-Arrhenius
temperature dependences, and the Kauzmann temperature. Various theoretical models which attempt to explain
these basic features are presented next. These models are conveniently categorized according to the temperature
regimes deemed important by their authors. The major portion of this review is given to a summary of
current experimental and computational research. The utility of mode coupling theory is addressed. Evidence
is discussed for new relaxation mechanisms and new time and length scales in supercooled liquids. Relaxations
in the glassy state and significance of the “boson peak” are also addressed.

I. Introduction

In spite of the impression one would get from an introductory
physical chemistry text, disordered solids play a significant role
in our world. All synthetic polymers are at least partially
amorphous, and many completely lack crystallinity. Ordinary
window glass is obviously important in building applications
and, in highly purified form (vitreous silica), is the material of
choice for most optical fibers. Amorphous silicon is being used
in almost all photovoltaic cells. Even amorphous metal alloys
are beginning to appear in technological applications. Off our
world, the role of disordered solids may be equally important.
Recently, it has been argued that most of the water in the
universe, which exists in comets, is in the glassy state.
Liquids at temperatures below their melting points are called

supercooled liquids. As described below, cooling a supercooled
liquid below the glass transition temperature Tg produces a glass.
Near Tg, molecular motion occurs very slowly. In molecular
liquids near Tg, it may take minutes or hours for a molecule
less than 10 Å in diameter to reorient. What is the primary
cause of these very slow dynamics? Are molecular motions
under these circumstances qualitatively different from motions
in normal liquids? For example, do large groups of molecules
move cooperatively? Or are supercooled liquids merely very
slow liquids?
In this article, we describe selected aspects of recent progress

in the fields of supercooled liquids and glasses. Section II
describes several basic features of the dynamics and thermo-
dynamics of supercooled liquids and glasses. We have at-
tempted to summarize enough material in this section so that
readers with no previous knowledge of this area will be able to
profit from the later sections. Section III describes various
theoretical models which attempt to explain the basic features
of section II. Here our goal was not to review the most recent
theoretical work, but rather to describe those approaches

(whether recent or not) which influence current research in this
area. Section IV describes areas of current experimental and
computational activity. Most of the material in this section is
organized in response to five questions. These questions are
important from both a scientific and technological viewpoint;
the answers can be expected to influence important technologies.
Because this is a review for nonspecialists, a great deal of

exciting new material could not be included. We refer the
interested reader to other recent reviews1 and collections2 which
will contain some of this material and offer other perspectives
on the questions addressed here.

II. Basic Features of Supercooled Liquids and Glasses

What Are Supercooled Liquids and Glasses? Figure 1
shows the specific volume Vsp as a function of temperature for

* To whom correspondence should be addressed.
X Abstract published in AdVance ACS Abstracts, July 1, 1996.

Figure 1. Schematic representation of the specific volume as a function
of temperature for a liquid which can both crystallize and form a glass.
The thermodynamic and dynamic properties of a glass depend upon
the cooling rate; glass 2 was formed with a slower cooling rate than
glass 1. The glass transition temperature Tg can be defined by
extrapolating Vsp in the glassy state back to the supercooled liquid line.
Tg depends upon the cooling rate. Typical cooling rates in laboratory
experiments are 0.1-100 K/min.
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What is there to be explained 
about the  glass ‶transition″ ?



One of the most spectacular phenomena in 
all of physics in terms of dynamical range 

Frequency-dependent dielectric susceptibility 
(imaginary part) for liquid propylene carbonate 
(Lunkenheimer et al., JCP 2001)

the KWW function is more widely used nowadays, in the

authors’ experience dielectric loss data in glass-forming ma-

terials are often described much better by the CD function

�22,26,27,47�. The inset of Fig. 2 shows the temperature de-
pendence of the frequency ���1/(2����) which is virtually
identical to the peak frequency �p . Here ��� denotes

the mean relaxation time �48� calculated from ���CD
��CD�CD for the CD function and ���KWW��KWW /
�KWW��(1/�KWW) (� denoting the Gamma function� for
the KWW function. The results from the CD �circles� and the
KWW fits �pluses� agree perfectly well and are in accord
with previously published data �37,38,41–43,49�. ��(T)

FIG. 1. Frequency dependence of the dielectric constant in PC at various temperatures. The solid lines are fits with the CD function

performed simultaneously on ��. The dotted line is a fit with the Fourier transform of the KWW function.

FIG. 2. Frequency dependence of the dielectric loss in propylene carbonate at various temperatures. The solid lines are fits with the CD

function, the dotted line is a fit with the Fourier transform of the KWW law, both performed simultaneously on ��. The dash-dotted line
indicates a linear increase. The FIR results have been connected by a dashed line to guide the eye. The inset shows ���1/(2����) as
resulting from the CD �circles� and KWW fits �pluses� in an Arrhenius representation. The line is a fit using the VFT expression, Eq. �1�,
with TVF�132 K, D�6.6, and �0�3.2�1012 Hz.
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• Phenomenon is universal 
and spectacular

• Slowing down faster than 
anticipated from high-T 
behavior

Dramatic temperature dependence of
relaxation time and viscosity

Tempting to look for a detail-independent collective explanation!Tempting to look for detail-independent, collective explanation,
BUT: no observed singularity, 

only modest supra-molecular length scale.

•Phenomenon is universal and 
spectacular

•Dramatic temperature 
dependence of relaxation time 
and viscosity

•Slowing down faster than 
anticipated from high-T behavior
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Expected collective behavior,
but....

• No observed, nor nearby, singularity in the 
dynamics and the thermodynamics.

• Correlation length obtained from the pair density 
correlation function (structure factor) is small and 
does not vary with temperature.

Static structure factor S(Q) of liquid o-TP at several 
temperatures from just below melting (Tm=329K) to 
just above the glass transition (Tg=243K).

(Tölle et al.,1997)

II. EXPERIMENT AND RAW DATA

Fully deuterated OTP �C18D14 , Tg�243 K, Tm�329 K�
was obtained partly from the Max-Planck-Institut für mediz-
inische Forschung �Heidelberg, Germany� and partly from
MSD-Isotopes �Pointe Claire, Quebec, Canada�. It was puri-
fied several times by slow vacuum distillation at 120 °C and
1 mbar. The purity and deuteration ratio as determined by
mass spectroscopy and high-resolution NMR (400 MHz�
were better than 99%. The coherent cross section thus con-
tributes about 85% to the total neutron cross section.
The OTP was sealed into soda lime glass capillaries with

an inner diameter of 1.2 mm and a wall thickness of 10
�m �Fa. Hilgenberg, Malzfeld� which were arranged on a
circle of 2 cm diameter approximating a hollow cylinder.
The container scattering was lowered significantly compared
to the capillaries used previously �15�.
Before filling, the capillaries were flushed with distilled

water to remove dust, and burned out at 850 K for several
hours, a process which turned out to considerably decrease
crystallization tendencies. After filling, the sample was tem-
pered at 350 K for several days. When left at room tempera-
ture no crystallization occurred over more than 12 months.
The sample could be undercooled down to 200 K without
any crystallization, but not lower because an increasing num-
ber of capillaries started to crack.
The experiments were performed on the time-of-flight

spectrometer IN5 at the Institut Laue Langevin in Grenoble,
France. Two different incident wavelength � i were used: �i�
5.7 Å, leading to an elastic energy resolution �E�65 �eV
�full width at half maximum �FWHM�� and a Q range
0.25�Qel�1.95 Å

�1, and �ii� 6.5 Å with �E�25 �eV and
0.2�Qel�1.7 Å�1. The sample transmission was about
90 %. A vanadium standard was used for relative detector
normalization.
The raw data set of 89 groups of 3He detectors was con-

densed into a reasonable number of points by regrouping
several dectectors and binning time channels, keeping the
relative errors below a bound of typically 10�2. The data
were then interpolated to constant Q with step �Q�0.05
Å�1.
Figure 1 shows some representative experimental spectra

S(Q ,�) in units which are arbitrary but the same for all Q
and T . Spectra for several temperatures at Q�1.45 Å�1 �a�
and for different wave numbers at T�293 K �b� are shown
on a logarithmic scale. One recognizes a strong quasielastic
broadening for the higher temperatures which vanishes for
the lower ones where it gives way to a distinct inelastic scat-
tering around 1 meV �boson peak�. We notice that the spec-
tral shapes of S(Q ,�) are different for different Q .
In Fig. 2 we show the static structure factor S(Q) as mea-

sured on IN5 �S(Q)�2�0
�max(Q)d�S(Q ,�)�. The double-

peak structure is resolved and the temperature dependence of
S(Q) �Fig. 2, inset� agrees well with the one measured on
the diffractometer D20 �20�. One recognizes particularly
strong temperature variations around 0.85 Å�1, a region not
accessible to the earlier diffraction experiment �20�.

III. � SCALING REGIME

One of the most remarkable predictions of MCT is the
factorization property of the � relaxation: In a certain fre-

quency and temperature range, all observables are expected
to have the same spectral distribution. This implies in par-
ticular that the neutron-scattering law S(Q ,�) factorizes into
a Q- and a �-dependent part:

S�Q ,���S�Q �AQG���. �2�

In Fig. 3 we show the rescaled intensities
S(Q ,�)/S(Q)AQ�G(�) for different wave numbers Q .

FIG. 1. Quasielastic spectra S(Q ,�) of deuterated OTP as mea-
sured on the time-of-flight spectrometer IN5, normalized to their
values at ��0 �a� for selected temperatures T at Q�1.45 Å�1 and
�b� for selected wave numbers Q at T�293 K. The line shows the
experimental resolution of IN5 as measured on vanadium.

FIG. 2. Static structure factor S(Q) of deuterated OTP for three
different temperatures. The inset shows the temperature dependence
of S(Q) at selected values of Q which are indicated by the arrows
in the figure. The S(Q) have been scaled to their values at 320 K
for clarity. Note the strong temperature variations of S(Q) at
Q�0.85 Å�1 and Q�1.95 Å�1.
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Diversity of theoretical 
approaches



Atomic-level description & local relaxation mechanisms 
versus 

Coarse-graining, scaling & underlying critical points

What makes the problem interesting ?
What would it take to declare it solved ?

•If the collective glass-forming behavior assigned 
to a critical point, still variety of theories:
the critical point may be either      

       Dynamic or static

       Unreachable or avoided



•Mode-coupling theory: an avoided transition at Tc > Tg
[Gotze and coll (80‘s to now)]

Self-consistent kinetic freezing: relaxation channel for density 
fluctuations via product of density modes.

•Dynamical facilitation and kinetic constraints:               
an unreachable critical point at T = 0.

[Fredrickson-Andersen (80‘s)... Garrahan-Chandler]

Sparse mobility defects in an essentially 
frozen background;
mobility triggers mobility.

Theories based on an underlying 
dynamic transition

sition coincides with an entropy crisis in trajectory space,
rather than in configuration space.

This work was supported by the National Science
Foundation, the Glasstone Fund, and Merton College,
Oxford.
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direction is time. Black/white correspond to up/down spins.

FIG. 3. Geometry of slow domains imposed by the dynam-
ical constraints. Top: allowed boundaries between regions of
up (black) and down spins (white). Bottom: shape of domains
in the FA model (left) and in the East model (right).
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FIG. 5. Energetically favored wetting of the boundary of a
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Theories based on an underlying 
thermodynamic transition

•Frustration-based approach: an avoided transition at T* > Tg
 [Nelson, Sadoc-Mosseri (80‘s)... Kivelson, GT and coll.]

Frustration = incompatibility between extension of the local          
order preferred in a liquid and tiling of the whole space

•Random first-order transition theory: an unreachable 
  transition at TK < Tg 

[Wolynes and coll. (80‘s to now) + many...]

Exponentially large number of metastable states 
that trap the liquid (configurational entropy) 
between Tc and TK

No icosahedral xtal

tain, from Eq. �3�, a VFT-type temperature dependence of
the relaxation times �(T), is derived by equating the right-
hand sides of Eqs. �1b� and �3�,

B/�T�T0��C/�Sc�T �•T �. �6�

This requires the identity TK�T0 and also requires that the

pre-exponential factors of Eqs. �1b� and �3� are the same,
AAG�AVF . From Eq. �6� we then obtain the ‘‘VFT-AG’’
form for the temperature dependence Sc(T) as

Sc�T ��S�•�1�TK /T �, �7�

where the constant S��C/B is the limiting value Sc(T

→�). For temperatures above the respective glass transi-
tions, Tg�91 K for MTHF and Tg�220 K for salol, a fit to
Sc(T) according to Eq. �7� yields excellent representations
�solid lines� of the calorimetric Sc(T) data. Employing

Eq. �7� for data reduction purposes regarding the experimen-
tal entropy data, the constant C in Eq. �6� remains the only
unknown parameter in the translation of Sc(T) data into the

variation of the relaxation time � with temperature. The fit
parameters S� and TK obtained from the fit to Eq. �7� are
compiled in Table I for the materials considered presently:

salol, MTHF, 3BP, and NPOH.

The dielectric relaxation data �(T) have been subjected
to VFT fits according to Eq. �1b� with A , B , and T0 acting as
free parameters except for the case of salol. In this case,

because Eq. �1� fails so badly, the fit has been constrained to
T0�TK , with TK inferred from the above Sc(T) results. For

the VFT analysis of salo and MTHF only the dielectric re-

laxation data in the range Tg�T�Tg��10 K has been used
for reasons which are made clear below.

If the AG theory provides the correct link between con-

figurational entropy and relaxation dynamics, then the fol-

lowing equation should hold for liquids, whose dynamics

�(T) obey the VFT equation:

Sc�T ��
S�•B

T•� log10��/s ��AVF�
. �8�

In this expression, log10(�/s) represents experimental data
and A , B , and S� are the fit parameters obtained by fitting

relaxation time data to Eq. �1b� and calorimetric data to
Eq. �7�. Equation �8� provides a means of testing the validity
and limits of the AG theory. To carry out the test we plot the

right-hand side of Eq. �8� as open circles in Figs. 2 and 3 and
compare them with calorimetric Sc(T) data �solid squares� of
MTHF and salol, respectively. In these plots, the open

circles, S�•B•T�1•� log10(�/s)�AVF�
�1, represent the val-

ues of Sc expected on the basis of the dynamic data �(T) and
assuming that Eq. �3� correctly relates �(T) to Sc(T). Good
agreement is found near Tg between the measured Sc(T)

data and those Sc values required by the AG theory to con-

form with dielectric relaxation results �(T). The deviation
from experimental values of Sc(T) at higher temperatures

marks the breakdown of the Adam–Gibbs equation.

Graphs of Sc(T) vs T , analogous to Figs. 2 and 3, are

shown for n-propanol and o-terphenyl in Figs. 4 and 5, based

on the calorimetric results of Takahara20 and Chang and

Bestul,22 respectively. The agreement between configura-

tional entropy and relaxation dynamics is again good near

Tg . However, the deviations at higher temperatures are

qualitatively different from those observed for MTHF

�Fig. 2� and salol �Fig. 3�.

FIG. 3. Experimental data for the configurational entropy Sc(T) of salol

�squares�, data taken from Ref. 18. The solid line is a fit using Eq. �7� with
S��138.4 J K�1 mol�1 and TK�175 K. The open circles are derived from
dielectric relaxation data, cast into a Sc(T) representation via a VFT fit,

Eq. �1b�, with a preset T0�TK�175 K inferred from the Sc(T) data and

with the parameters A��16.0 and B�824 K. The arrow at TB indicates the
onset of deviations between �(T) and Sc(T).

FIG. 2. Experimental data for the configurational entropy Sc(T) of 2-MTHF

�squares�, data taken from Ref. 18. The solid line is a fit using Eq. �7� with
S��97.5 J K�1 mol�1 and TK�69.6 K. The open circles are derived from
dielectric relaxation data, cast into a Sc(T) representation via a VFT fit,

Eq. �1b�, with the parameters T0�69.3 K, A��17.3 and B�407 K. The
arrow at TB indicates the onset of deviations between �(T) and Sc(T).
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Different theoretical descriptions of 
the same physics!

No consensus on the most relevant characteristic temperature
COMMENTARY

832 nature materials | VOL 7 | NOVEMBER 2008 | www.nature.com/naturematerials

THE IMPORTANT TEMPERATURE

!ere is no consensus concerning what 
speci"c temperature characterizes 
the important collective phenomena. 
!e temperature Tg is the extrinsically 
determined temperature at which the 
time to reach local equilibration exceeds 
our patience. It is the most important 
temperature from a practical standpoint, as 
it separates the glass from the liquid. But it 
is clearly irrelevant from the standpoint of 
the fundamental physics, because its value 
depends on the rate at which the liquid 
is cooled. (Because of the extraordinarily 
strong T dependence of τα, in practice 
the rate dependence of Tg is weak.) !e 
melting temperature Tm is also irrelevant; 
it is the essence of good glass-formers 
that, when supercooled, they do not 
explore the regions of con"guration space 
corresponding to the crystalline order.

Most theories invoke an important 
characteristic temperature (see Fig. 2). 
Many envisage that a true, but in 
practice unattainable, phase transition 
would occur at a temperature T0 < Tg, 
if the experiments were carried out 
su#ciently slowly that local equilibrium 
could be maintained5–8. Presumably, this 
dynamically unattainable transition would 
be a thermodynamic transition from 
a supercooled liquid to a state referred 
to as an ‘ideal glass’. It has also been 
suggested9–11 that there is a well-de"ned 
crossover temperature, T*, at which the 
characteristic collective behaviour evinced 
by the supercooled liquid begins. !is 
crossover could be thermodynamic10, 

associated with a narrowly avoided phase 
transition (T* ≥ Tm), or it could be a 
purely dynamical onset11 of collective 
congestion. !ere is a class of ‘mode-
coupling’ theories that envisage a crossover 
temperature, Tc, between Tm and Tg at 
which the dominant form of the dynamics 
changes12. Finally, there are models and 
theories in which the only characteristic 
temperature scale is microscopic, but there 
is a zero-temperature dynamical11,13 or 
thermodynamical14 critical point, which, 
although experimentally unattainable, is 
responsible for the interesting physics.

IMPORTANT THERMODYNAMICAL FACTS

For those theories that envisage a 
fundamentally thermodynamic origin of 
the collective congestion in supercooled 
liquids, the most discouraging fact is that 
there is no clear evidence of any growing 
thermodynamic correlation length. On 
the other hand, existing experiments 
only measure the density–density (pair) 
correlation function, so if the putative 
order is of a more subtle type, perhaps it 
could have eluded detection. Attempts 
to measure multipoint correlations are 
obviously of central importance, but they 
have not been successful so far.

Conversely, there are two observations 
that are challenging for those theories 
with no fundamental involvement of 
thermodynamics. !e "rst is the famous 
Kauzmann paradox15. !e excess entropy, 
ΔS, which is de"ned as the di&erence 
between the entropies of the supercooled 
liquid and the crystal, is a strongly 
decreasing function of T from Tm to Tg 
and extrapolates to 0 at a temperature, TK, 
which, for fragile glass-formers, is only 
20–30% below Tg. Even though the crystal 
is, as we argued above, not relevant to the 
physics of the supercooled liquid, there is a 
sensible rationale for considering ΔS. Most 
fragile glass-formers are molecular liquids 
in which a signi"cant fraction of the 
entropy is associated with intramolecular 
motions. By subtracting the entropy of the 
crystal, one hopes to eliminate most of the 
contributions from extraneous degrees of 
freedom. A large change in the entropy is 
something to be taken very seriously.

!e second observation is that there is 
an empirical relation between ΔS and the 
slow dynamics5,16. Speci"cally, there seems 
to be a correlation between the decrease 
of ΔS(T) and the increase of Δ(T) with 
decreasing temperature.

IMPORTANT DYNAMICAL FACTS

!e most important experimental fact 
about fragile, supercooled liquids is the 

super-Arrhenius growth of η and τα (see 
Fig. 2). Several kinds of functional "ts to 
the T dependence of η and τα have been 
presented, each motivated by a di&erent 
theoretical prejudice concerning the 
underlying physics.

A popular "t to the data over a range 
of temperature from somewhat below 
Tm down to Tg is achieved with the 
Vogel–Fulcher–Tammann (VFT) form, 
Δ(T) = DT [T0/(T – T0)], where D is a 
"tting parameter, with its implication of 
the existence of an ‘ideal glass transition’ at 
T0 < Tg where η and τα would diverge. In a 
somewhat narrower range of temperatures, 
but with fewer adjustable parameters, 
a comparably good "t to the data is 
obtained with a power-law formula17 
Δ(T) = E0[E0/T], which diverges only at 
T = 0. A somewhat better global "t over 
the whole available range of temperature, 
but with one more free parameter than 
the VFT equation, is achieved with a form 
suggested by ‘avoided critical behaviour’ 
around a crossover temperature T* 
(ref. 10). Certainly, none of the above 
formulae "t the data perfectly, but all "t 
it as well as could be expected, so it does 
not seem possible to establish the validity 
of one over the other on the basis of the 
relatively small deviations between the "ts 
and experiment.

It is also important to realize that the 
growth of the e&ective activation barrier 
Δ(T) is neither a divergent e&ect, nor a 
small one (Fig. 1); in some fragile liquids 
(for example, ortho-terphenyl), Δ(Tg) is 
roughly 3 or 4 times its high-temperature 
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Figure 2 Temperature-dependent viscosity 
of ortho-terphenyl, with the various possibly 
important temperatures indicated by arrows. 
(Several approaches take T = 0 as the only relevant 
temperature.) The original data are taken from 
references listed in refs 3 and 4.
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Figure 1 Temperature-dependent effective activation 
energy of several supercooled liquids (see equation 
(1)) in units of the empirically determined crossover 
temperature scale, T *. Ortho-terphenyl is one of the 
most ‘fragile’ glass-forming liquids, whereas GeO2 
is relatively strong. The original data are taken from 
references listed in refs 3 and 4.

Experimental: Tm, Tg

Unreachable (extrapolated): 
T0 ≃ TK  (RFOT),
T = 0 (facilitation).

Avoided (crossover): 
T* (frustration), 
Tc (MCT).

(T-dependent viscosity of o-TP)



Weak constraints from comparison to 
experimental data...

With the help of (unavoidable ?) adjustable parameters, 
several theories fit the same data equally well

log(viscosity or time) vs Tg/T

RFOT (Wolynes et al.) Facilitation (Garrahan-Chandler) Frustration (Kivelson-GT)



What experimental evidence 
for growing  collective behavior 

in glass-forming liquids ?



In search of a supermolecular length 
characterizing collective behavior

No relevant info from the average dynamics or structure

=> need for ways to study fluctuations around the average 
and detect (at least) multi-point space or space-time 
correlations:

• nonlinear responses (cf. Ladieu-L’hôte)

• hybrid diffraction-imaging techniques (FEM, XCCA,???)

• specially tailored perturbations (pinned particles and “weak” 
confinement, ???)

Chemistry: can one find “extremely fragile” glass-formers 
dominated by collective effects ?



•Diversity of views and of approaches on glasses 
and glass formation. 

•No consensus on the theory of the glass transition. 
Several candidates not necessarily at odds with 
each other.                                                          
No consensus on a minimal model (≠ spin glasses).

•Existence and nature of growing lengthscales = 
crucial issue for understanding the glass transition. 
Need progress in this direction!!!
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Different types of glasses

Dy-Bi2212
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Fig. 6

Electronic glass in underdoped cuprates 
(Kohsaka et al., Science 2007)
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rolling and compaction. The total number of particles is varied in the fixed
volume cell over a wide range, from a single particle to an hexagonally packed
crystal. A total of 54 packing fractions have been explored.

These data will be shortly analyzed in 4.5.3. Note however that the small
size of the acquisition window limits the analysis of the spatial correlations
and constraints the range of comparison with glass forming systems.

2.2 Data processing and analysis

This large number of systems represents an enormous amount of data. Since
they have several origins their initial format was different. It was there-
fore crucial to develop a common framework both able to deal with a large
amount of data and flexible enough so that new data can be easily inserted.
In this section, we explain the basis of this framework in 4 points: Image
processing, particle tracking10, databases and data analysis.

2.2.1 Image processing

In all our experiments, the raw data are images: one has to perform some
image processing to extract the particles’ positions and sizes. To this aim,
we have chosen the LabView suite, a performant package of data acquisition
and analysis tools. Thanks to its image processing dedicated tool, Vision
Assistant, which have a simple but powerful graphical interface, a lot of time
can be saved during the development phase. Moreover the treatment itself
is efficient since the Labview routines are well optimized.

Here are typical raw pictures taken from different experimental setups:

(a) The cyclic shear exper-
iment

(b) The vibrating experi-
ment with the intruder.

Figure 2.12: Typical raw images from the different experimental systems

10Often, image treatment and tracking are merged in an entangled set of programs. This
can have some interest, for instance one could imagine to decrease the number of false positive
detections in the image treatment by focusing only in the regions where a particle is likely to be.
However, the complexity of the programs strongly increase, and many spurious results can emerge
from this retroaction loop. In general, this is not a good practice and it should be avoided unless
there is no other possibility.
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Granular material 
(Candelier et al. 2009)

Colloidal glass (Weeks et al.,2009)

6 CHAPTER 1. INTRODUCTION

Cahn has argued [3], it is generally the ability to make a strong link be-
tween microscopic structure and physical properties that essentially defines
an established field of material science.

But matter is far from being always ordered, and amorphous solids are
ubiquitous in nature. One can cite some volcanic rocks (e.g. granite), me-
teorites (e.g. moldavite), or the eukaryotic seaweeds that synthesize a silica
cell wall (e.g. diatoms) and produce the most important part of silica glass
on earth. Amorphous matter is also omnipresent in our daily life: plastics are
made of entangled molecules of polymers, window glasses are built out of ran-
domly arranged silica molecules (see fig. 1.1), and sand piles are assemblies

Figure 1.1: 2D representa-
tion of the amorphous structure
of glassy silica (Si02). No long
range order is present.

of disordered grains.

Several practical applications of amorphous
matter can be cited: a laser can melt and solid-
ify the recording layer of a rewritable CD into
an amorphous or a crystalline state, making ar-
eas appear like the pits and lands of a prere-
corded CD. Hydrogels – i.e. water trapped in
an amorphous polymer network – are currently
used as scaffolds in tissue engineering and have
the ability to sense changes of pH, tempera-
ture, or the concentration of a metabolite (e.g.
modern contact lenses). Radioactive wastes are
embedded in glasses with extremely low dif-
fusion coefficients to ensure their confinement

and insulation. Bulk metallic glasses have been recently shown to combine
strength, ductility and toughness. Even the cotton candy of our childhood
was an amorphous solid!

However, in comparison, the understanding of the macroscopic proper-
ties of amorphous solids and the way they form – often called the glass
transition for liquids and jamming transition for assemblies of particles1 – is
far from achieved. According to Anderson in 1995, “The deepest and most
interesting unsolved problem in solid state theory is probably the nature of
glass and the glass transition.” [4]. Maybe the most intriguing feature of
such systems is that their ability to flow dramatically changes during the
glass transition, while there is no obvious evolution in their inner structure.
It may be the first time in solid state physics that such a disconnection
appears.

In this introductory chapter, the reader will find a state of the art on both
the glass and jamming transitions. First, we will recall the phenomenology
of glass-former systems and their thermodynamic and dynamic characteriza-
tions. Second, the jamming transition will be presented and a brief review
of the recent literature will enable us to underline the crucial role of the

1More precise definitions will be given in the following.
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Schematic structure of  glassy silica

The creation of a solid metal foam is a race against time. Once formed in the liquid
state, it must be frozen quickly enough to avoid drainage and collapse. Again gravity
is the enemy. Fabrication in space raises fascinating possibilities: it should be possible
to greatly extend the range of alloys, eliminate additives that have served to increase
viscosity, and produce superior-grade materials.

Two international projects
were recommended for
ESA funding in 2000,
under arrangements that
allow for terrestrial
research in the first instance, and are aimed at the eventual utilisation of the
International Space Station. ‘Hydrodynamics of Wet Foams’ is coordinated by Guy
Verbist, of the Shell Research Laboratory in Amsterdam. His team plans to study
drainage, particularly of wet aqueous foams. ‘Development of Advanced Foams under
Microgravity’, co-ordinated by John Banhart of the Fraunhofer Institute, is primarily
devoted to metallic foams. Both projects are concerned with the development of new
methods of monitoring foams in real time, so as to enhance the quality of the data
available for comparison with theory.

-  Emulsions

The ESA ‘FAST’ and the subsequent ‘FASES’ projects aim to establish a quantitative link
between emulsion stability and the physical chemistry of droplet interfaces. Research
groups from Italy, Germany and France are co-operating at three levels of
investigation. These are: 

(a) the study of adsorption dynamics with transfer of matter and interfacial rheology
of liquid/liquid interfaces 

(b) the study of drop–drop interactions and of the physical chemistry of the interfacial
film 

(c) the study of the dynamics of phase inversion in model emulsions. 

The projects, supported also by the ESA Topical Team ‘Progress in Emulsion Science
and Technology’, co-ordinated by R. Miller of the Max-Planck Institut, Berlin, include

251A World without Gravity250 sdddd SP-1251

Figure 2.3.6.9. Equipment for metallic
foam formation used on parabolic
flights (courtesy of the Fraunhofer
Institute, Bremen, Germany)

Figure 2.3.6.10. A typical metallic foam
encased in a cylinder. This new material
offers many advantages in terms of
weight, strength and energy-absorbing
characteristics (courtesy of J. Banhart)

Figure 2.3.6.11. Foam sample in two
different gravity environments (courtesy of
Monnereau et al.)

b

a

Figure 2.3.6.12. Schematic of the Capillary Pressure
Tensiometer. A drop of fluid 1 is formed inside another
immiscible fluid 2 by the action of a piezo-electric
actuator, and the capillary pressure is measured as a
function of the drop diameter. The surface tension can
be calculated by means of Laplace’s law

Foam

2

are fluorescently dyed and suspended in a density-
and index-matched mixture of decalin and cyclohexyl
bromide to prevent sedimentation and allow us to see
into the sample. Particles are slightly charged as a result
of the dyeing process and this particular solvent mixture
[13]. We note that crystallization and segregation
were not observed to occur during the course of our
measurements.

Suspensions are sealed in microscope chambers and
confocal microscopy is used to observe the particle dy-
namics at ambient temperature [10, 20]. A representa-
tive two-dimensional image is shown in Fig. 1. A volume
of 55×55×20 µm3 can be taken at speeds of up to 1 Hz.
(As will be shown later, in these concentrated samples,
particles do not move significantly on this time scale.) To
avoid influences from the walls, we focus at least 25 µm
away from the coverslip.

FIG. 1: A two-dimensional image of our sample taken by a
confocal microscope. The size of this image is 55 × 55 µm2,
and the scale bar represents 10 µm.

Within each three-dimensional image, we identify both
large and small particles. In practice this is accomplished
with a single convolution that identifies spherical, bright
regions [21]; the convolution kernel is a three-dimensional
Gaussian with a width chosen to match the size of the
image of a large particle. The distribution of object sizes
is typically bimodal, and the two peaks can be identified
with small and large particles. This particular method
is the same as is normally used to follow particle motion
in two dimensions, which normally can achieve sub-pixel
resolution in particle positions [21]. However, given that
a single convolution kernel is used to identify both parti-
cle types, in practice when applied to our binary samples
n three dimensions, we do not achieve this accuracy. In
practice, our uncertainty in locating particle positions is

set by the pixel scale and is 0.2 µm in all three dimen-
sions. However, we do achieve accurate discrimination
between large and small particles with this method, with
less than 1% of the particles misidentified.

III. RESULTS AND DISCUSSION

A. Structural characteristics

We begin by looking at the structure of the binary
sample. Shown in Fig. 2 is the pair correlation function
g(r) of a sample with volume fraction φ = 0.57. g(r)
relates to the likelihood of finding a particle a distance
r away from a reference particle. The dotted line is for
correlations between two small particles, with a peak at
≈ 2aS = 2.36 µm, confirming our small particle radius.
Likewise the dashed line shows correlations between two
large particles, peaking at ≈ 2aL = 3.10 µm. When g(r)
is calculated for all particles, regardless of size, the result
is the solid line in Fig. 2. A lower, slightly broader, peak
is found near the average diameter of aL +aS = 2.73 µm.

2.0

1.5

1.0

0.5

0.0

(
)

765432

(µm)

large+small

large

small

FIG. 2: The pair correlation function g(r) for a sample with
volume fraction φ =0.57. The solid line represents g(r) for
both large and small particles combined; the dashed line that
of large particles alone; and the dotted line that of small par-
ticles alone.

B. Dynamical slowing

We first consider how the motion of particles slows as
the volume fraction increases and approaches the glass
transition. Figure 3 shows results of the mean square
displacement (MSD) 〈∆ri

2〉 of large and small particles,
where ∆ri = ∆ri(∆t) denotes the displacement of i-th
particle in lag time ∆t, and the brackets an average over
all particles and times observed. Figure 3 shows that
as the volume fraction increases, particle motion slows
significantly, as expected. At φ = 0.4, small particles



 However...

•the viscous slowdown of relaxation seems of cooperative 
(or collective) nature...

• ... Yet with an activated T-dependence:
e.g., empirical fit to VTF formula τ ∼ τ0 exp
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THE IMPORTANT TEMPERATURE

!ere is no consensus concerning what 
speci"c temperature characterizes 
the important collective phenomena. 
!e temperature Tg is the extrinsically 
determined temperature at which the 
time to reach local equilibration exceeds 
our patience. It is the most important 
temperature from a practical standpoint, as 
it separates the glass from the liquid. But it 
is clearly irrelevant from the standpoint of 
the fundamental physics, because its value 
depends on the rate at which the liquid 
is cooled. (Because of the extraordinarily 
strong T dependence of τα, in practice 
the rate dependence of Tg is weak.) !e 
melting temperature Tm is also irrelevant; 
it is the essence of good glass-formers 
that, when supercooled, they do not 
explore the regions of con"guration space 
corresponding to the crystalline order.

Most theories invoke an important 
characteristic temperature (see Fig. 2). 
Many envisage that a true, but in 
practice unattainable, phase transition 
would occur at a temperature T0 < Tg, 
if the experiments were carried out 
su#ciently slowly that local equilibrium 
could be maintained5–8. Presumably, this 
dynamically unattainable transition would 
be a thermodynamic transition from 
a supercooled liquid to a state referred 
to as an ‘ideal glass’. It has also been 
suggested9–11 that there is a well-de"ned 
crossover temperature, T*, at which the 
characteristic collective behaviour evinced 
by the supercooled liquid begins. !is 
crossover could be thermodynamic10, 

associated with a narrowly avoided phase 
transition (T* ≥ Tm), or it could be a 
purely dynamical onset11 of collective 
congestion. !ere is a class of ‘mode-
coupling’ theories that envisage a crossover 
temperature, Tc, between Tm and Tg at 
which the dominant form of the dynamics 
changes12. Finally, there are models and 
theories in which the only characteristic 
temperature scale is microscopic, but there 
is a zero-temperature dynamical11,13 or 
thermodynamical14 critical point, which, 
although experimentally unattainable, is 
responsible for the interesting physics.

IMPORTANT THERMODYNAMICAL FACTS

For those theories that envisage a 
fundamentally thermodynamic origin of 
the collective congestion in supercooled 
liquids, the most discouraging fact is that 
there is no clear evidence of any growing 
thermodynamic correlation length. On 
the other hand, existing experiments 
only measure the density–density (pair) 
correlation function, so if the putative 
order is of a more subtle type, perhaps it 
could have eluded detection. Attempts 
to measure multipoint correlations are 
obviously of central importance, but they 
have not been successful so far.

Conversely, there are two observations 
that are challenging for those theories 
with no fundamental involvement of 
thermodynamics. !e "rst is the famous 
Kauzmann paradox15. !e excess entropy, 
ΔS, which is de"ned as the di&erence 
between the entropies of the supercooled 
liquid and the crystal, is a strongly 
decreasing function of T from Tm to Tg 
and extrapolates to 0 at a temperature, TK, 
which, for fragile glass-formers, is only 
20–30% below Tg. Even though the crystal 
is, as we argued above, not relevant to the 
physics of the supercooled liquid, there is a 
sensible rationale for considering ΔS. Most 
fragile glass-formers are molecular liquids 
in which a signi"cant fraction of the 
entropy is associated with intramolecular 
motions. By subtracting the entropy of the 
crystal, one hopes to eliminate most of the 
contributions from extraneous degrees of 
freedom. A large change in the entropy is 
something to be taken very seriously.

!e second observation is that there is 
an empirical relation between ΔS and the 
slow dynamics5,16. Speci"cally, there seems 
to be a correlation between the decrease 
of ΔS(T) and the increase of Δ(T) with 
decreasing temperature.

IMPORTANT DYNAMICAL FACTS

!e most important experimental fact 
about fragile, supercooled liquids is the 

super-Arrhenius growth of η and τα (see 
Fig. 2). Several kinds of functional "ts to 
the T dependence of η and τα have been 
presented, each motivated by a di&erent 
theoretical prejudice concerning the 
underlying physics.

A popular "t to the data over a range 
of temperature from somewhat below 
Tm down to Tg is achieved with the 
Vogel–Fulcher–Tammann (VFT) form, 
Δ(T) = DT [T0/(T – T0)], where D is a 
"tting parameter, with its implication of 
the existence of an ‘ideal glass transition’ at 
T0 < Tg where η and τα would diverge. In a 
somewhat narrower range of temperatures, 
but with fewer adjustable parameters, 
a comparably good "t to the data is 
obtained with a power-law formula17 
Δ(T) = E0[E0/T], which diverges only at 
T = 0. A somewhat better global "t over 
the whole available range of temperature, 
but with one more free parameter than 
the VFT equation, is achieved with a form 
suggested by ‘avoided critical behaviour’ 
around a crossover temperature T* 
(ref. 10). Certainly, none of the above 
formulae "t the data perfectly, but all "t 
it as well as could be expected, so it does 
not seem possible to establish the validity 
of one over the other on the basis of the 
relatively small deviations between the "ts 
and experiment.

It is also important to realize that the 
growth of the e&ective activation barrier 
Δ(T) is neither a divergent e&ect, nor a 
small one (Fig. 1); in some fragile liquids 
(for example, ortho-terphenyl), Δ(Tg) is 
roughly 3 or 4 times its high-temperature 

–4

–2

0

2

4

6

8

10

12

14

T *

0.0
02

0

0.0
02

5

0.0
03

0

0.0
03

5

0.0
04

0

0.0
04

5

0.0
05

0

1/T (K–1)

lo
g 10

(
/p

oi
se

)

Tc

TK
T0

Tm

Tg

Figure 2 Temperature-dependent viscosity 
of ortho-terphenyl, with the various possibly 
important temperatures indicated by arrows. 
(Several approaches take T = 0 as the only relevant 
temperature.) The original data are taken from 
references listed in refs 3 and 4.
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Figure 1 Temperature-dependent effective activation 
energy of several supercooled liquids (see equation 
(1)) in units of the empirically determined crossover 
temperature scale, T *. Ortho-terphenyl is one of the 
most ‘fragile’ glass-forming liquids, whereas GeO2 
is relatively strong. The original data are taken from 
references listed in refs 3 and 4.
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Collective behavior, but...
 large differences among glass-formers:

‶Fragility″
Arrhenius plot with T scaled to Tg

(Angell, 1993)
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FIG. 1: Regimes of the aperiodic condensed molecular phase
are shown, ranging between a dilute gas and a frozen glass.
Tv is the vaporization temperature, Tm the melting point.
TA represents the temperature signalling the crossover to ac-
tivated motions, which is usually but not always below Tm. Tg

is the glass transition temperature which depends on the time
scale of measurement. Below Tg the system is out of equilib-
rium and ages. TK is the Kauzmann temperature (see text).
TD is the Debye temperature which signals the quantization
of vibrational motions. Below TD/30, or so, the thermal prop-
erties of the system can be phenomenologically described as
arising from a collection of two level systems. Just above this
point, additional quantum excitations, sometimes called the
Boson peak, are present.

in energy. We call this change a “random first order tran-
sition.”

We will begin this review by discussing a small number
of key experimental signatures of the glass transition in
Section II. In Section III, we construct the microscopic
picture of the glassy state and the transition to it from a
supercooled liquid, following the random first order tran-
sition theory. A variety of temperatures characterizes
glasses and liquids in this theory. They are graphically
summarized in Fig.1. We will define these scales more
precisely in the discussion below and we recommend the
reader to often refer to this figure. Starting with a one-
component gas, one may cool it down and compress it
until it condenses below the critical point, Tv, usually
above the crystallization temperature Tm. In this tem-
perature range, an effective description in terms of col-
lisional transport is valid: a liquid is just a very dense
gas held together by an average attractive force. No two
molecules are likely to reside near each other for any sig-
nificant time. The time scales for molecular permuta-
tions and collisions are comparable in this regime. All
the pertinent information about particle-particle interac-
tions may be encoded in low order correlation functions
that may be computed or extracted experimentally from
scattering experiments. In a supercooled liquid, on the
other hand, molecules maintain their immediate set of
neighbors for hundreds of collisional or vibrational peri-
ods. This occurs near the temperature TA. These local
spatial patterns persist ever longer as the temperature is
lowered. Interconversion between such structures occurs
both above and below the glass transition temperature
Tg, which depends on the preparation time scale. The in-

FIG. 2: The viscosities of several supercooled liquids are plot-
ted as functions of the inverse temperature. Substances with
almost-Arrhenius-like dependences are said to be strong liq-
uids, while the visibly convex curves are described as “fragile”
substances. The full dynamic range from about a picosecond,
on the lower viscosity side, to 104 seconds or so when the vis-
cosity reaches to 1013 poise. This figure is taken from Ref.[6].

terconversion is called the α-relaxation when the material
remains in equilibrium. However, when α-relaxation be-
comes too slow and only a fraction of the interconversions
have time to occur, the material is a glass that “ages”.
Even at cryogenic temperatures (liquid He and below), a
certain fraction of the sample will harbor several kinet-
ically accessible states. Interconversions can still occur
by tunneling. These quantum motions are discussed in
Section IV. In the final Section V, we make concluding
remarks and highlight some open questions in the field.

II. BASIC PHENOMENOLOGY OF THE
STRUCTURAL GLASS TRANSITION

Liquids exhibit a remarkable range of dynamical be-
haviors within a relatively narrow temperature interval.
Viscosity, for example, varies over a tremendous dynamic
range: Fig.2 reproduces the celebrated “Angell” plot of
the viscosities for superooled liquids as functions of the
inverse temperature scaled to their respective glass tran-
sition temperatures, where the relaxation time is roughly
one hour [6]. The temperature dependence of other struc-
tural relaxation times, such as the inverse of the lowest
frequency peak of the dielectric susceptibility, follow a
similar temperature dependence and can be described by
the so-called Vogel-Fulcher (VF) law, to a first approxi-
mation:

τ = τ0e
DT0/(T−T0), (1)

where the material coefficient D is called the liquid’s
“fragility”. The Vogel-Fulcher fits work better in the



Spatially heterogeneous dynamics
When approaching glass formation: 

fast and slow moving regions over an increasing time

3-D visualization (confocal microscopy) 
of a concentrated colloidal suspension 
close to the glass transition. Large 
spheres: fast moving particles (0.5 diam. 
during τα). (Weeks et al., 2000)

J. Phys.: Condens. Matter 19 (2007) 113102 Topical Review

A B

Figure 5. From [99]. Reprinted with permission from AAAS. Three-dimensional rendering of
colloidal samples with locations of the fastest moving particles (large spheres) and other particles
(smaller spheres), over a fixed time !t . The samples are (A) supercooled liquid with φ = 0.56 and
(B) glassy sample with φ = 0.61. Clearly, in the supercooled fluid, one can see large clusters of
fast moving particles (there are 70 red particles clustered together), while these clusters are absent
in the glassy sample.

or molecular glass) or by increasing the volume fraction (for a colloidal glass), its viscosity
increases by many orders of magnitude. The exact mechanism of this transition, whether
thermodynamic or kinetic, is still a matter of debate [26–29]. The consensus in recent years
seems to be that the transition, at least for colloidal glasses, is primarily kinetic [95, 96]. One
reason for this is that no evidence of a diverging correlation length has been found in the static
local structure of glasses [8]. Most theories of the glass transition therefore look at microscopic
dynamical mechanisms, the underlying concept of which involves some form of cooperative
motion between the molecules or colloids. The arrest of motion at the glass transition is said to
be caused by the divergence of the size of these cooperative regions [97].

Several groups [98, 99] used confocal microscopy to try to observe these ‘dynamical
heterogeneities’. Kegel and co-workers [98] obtained evidence of these spatially heterogeneous
dynamics by measuring the van Hove correlation function Gs(!x, τ ) of the particle
trajectories. This quantity is the ensemble averaged probability distribution for particle
displacements !x and is therefore a Gaussian for systems such as colloidal suspensions at
very dilute φ that are purely Brownian. Due to dynamical heterogeneities, however, this
quantity is no longer Gaussian for a glass. Kegel et al found that Gs(x, τ ) could be described
as a sum of two Gaussians—a wide one with fast-moving particles and a narrow one with
slower particles [98]—thus obtaining indirect evidence of the presence of domains of differing
mobilities.

Weeks et al [99] observed the dynamics of both the fast and the slow particles in
supercooled colloidal liquids in 3D. In the supercooled phase the motions of the fast-moving
particles were strongly correlated spatially in clusters. As the glass transition was approached
these domains grew in size, consistent with theoretical predictions of the Adams and Gibbs
hypothesis [100]. In the glass phase, however, the average size of these clusters was reduced,
providing a dynamic signature of the glass transition. A comparison of the two phases is shown
in figure 5 with the fastest particles being represented by large spheres. In the supercooled
fluid two large clusters with 50–70 particles each can be seen while the glass has a larger
number of small clusters. The mobile particles are weakly correlated with regions of lower
density [101, 102], although this is not a strong enough correlation to be predictive of the
dynamics in advance [103].

12

Particle displacements in the MD 
simulation of a 2-D binary soft-sphere 
liquid (during roughly 10 τα).
(Hurley-Harrowell, 1995)
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Glasses and Aging: A Statistical Mechanics Perspective, Figure 6
Intermediate scattering function at wavevector 1.7 Å!1 for the
Si particles at T =2750K obtained frommolecular dynamics sim-
ulations of a model for silica [98]

tively high temperature window that is studied in com-653

puter simulations.654

While Newtonian dynamics is mainly used in numeri-655

cal work on supercooled liquids, a most appropriate choice656

for these materials, it can be interesting to consider alter-657

native dynamics that are not deterministic, or which do658

not conserve the energy. In colloidal glasses and phys-659

ical gels, for instance, particles undergo Brownian mo-660

tion arising from collisions with molecules in the solvent,661

and a stochastic dynamics is more appropriate. Theoret-662

ical considerations might also suggest the study of dif-663

ferent sorts of dynamics for a given interaction between664

particles, for instance, to assess the role of conservation665

laws and structural information. Of course, if a given dy-666

namics satisfies detailed balance with respect to the Boltz-667

mann distribution, all structural quantities remain un-668

changed, but the resulting dynamical behaviour might be669

very different. Several papers [27,88,153] have studied in670

detail the influence of the chosen microscopic dynamics671

on the dynamical behaviour in glass-formers using either672

stochastic dynamics (where a friction term and a random673

noise are added to Newton’s equations, the amplitude of674

both terms being related by a fluctuation-dissipation the-675

orem), Brownian dynamics (in which there are no mo-676

menta, and positions evolve with Langevin dynamics), or677

Monte-Carlo dynamics (where the potential energy be-678

tween two configurations is used to accept or reject a trial679

move). Quite surprisingly, the equivalence between these680

three types of stochastic dynamics and the originally stud-681

ied Newtonian dynamics was established at the level of682

the averaged dynamical behaviour [27,88,153], except at683

very short times where obvious differences are indeed ex-684

pected. This strongly suggests that an explanation for the685

appearance of slow dynamics in these materials originates686

from their amorphous structure. However, important dif-687

ferences were found when dynamic fluctuations were con-

Glasses and Aging: A Statistical Mechanics Perspective, Figure 7
Spatial map of single particle displacements in the simulation
of a binary mixture of soft spheres in two dimensions [99]. Ar-
rows show the displacement of each particle in a trajectory of
length about 10 times the structural relaxation time. The map
reveals the existence of particleswith differentmobilities during
relaxation, but also the existence of spatial correlations between
these dynamic fluctuations

sidered [21,22,27], even in the long-time regime compris- 688

ing the structural relaxation. 689

Another crucial advantage of molecular simulations is 690

illustrated in Fig. 7. This figure shows a spatial map of sin- 691

gle particle displacements recorded during the simulation 692

of a binary soft sphere system in two dimensions [99]. This 693

type of measurement, out of reach of most experimental 694

techniques that study the liquid state, reveals that dynam- 695

ics might be very different from one particle to another. 696

More importantly, Fig. 7 also unambiguously reveals the 697

existence of spatial correlations between these dynamic 698

fluctuations. The presence of non-trivial spatio-temporal 699

fluctuations in supercooled liquids is now called ‘dynamic 700

heterogeneity’ [72]. This is the phenomenon we discuss in 701

more detail in the next section. 702

Dynamic Heterogeneity 703

Existence of Spatio-temporal Dynamic Fluctuations 704

A new facet of the relaxational behaviour of supercooled 705

liquids has emerged in the last decade thanks to a consid- 706

erable experimental and theoretical effort. It is called ‘dy- 707

namic heterogeneity’ (DH), and plays now a central role 708

Computer simulation Experiment on colloids



Dynamic heterogeneity and multi-point 
space-time correlations

Local probe for atom j, e.g.:
with k of the order of inverse of interatomic distance

•Average dynamics: self intemediate scattering function

•Fluctuations in the dynamics: 

From which: correlation length ξ4(t) and susceptibility χ4(t)

fj(k, t) = �{eik[rj(t)−rj(0)]}

Fs(k, t) =
1

N

N�

j=1

< fj(k, t) >

χ4(t) =

�
d3rG4(r, t) =

1

N
< [

N�

j=1

δfj(k, t)]
2 >

δfj(k, t) = fj(k, t)− < fj(k, t) >

G4(r, t) =
1

N

N�

i,j=1

δ(rij − r) < [δfi(k, t)][δfj(k, t)] >



Spatial correlations in the dynamics and 
associated length scale

Supported by experimental results. Length never grows bigger 
than 10 molecular diameters (optimistic estimate)

Time dependence of the 4-point susceptibility.
The maximum shifts in time with τα and its 
amplitude increases with decreasing T 
(Berthier-Biroli, 2009)

U
n
co

rr
e
ct
e
d
 P

ro
o
f

2
0
0
8
-0

4
-1

8

!!
Meyers: Encyclopedia of Complexity and Systems Science — Entry 37 — 2008/4/18 — 17:06 — page 13 — LE-TEX

!!

!! !!

0
Glasses and Aging: A Statistical Mechanics Perspective 0 13

TS2

Glasses andAging: A StatisticalMechanics Perspective, Figure 11
Time dependence of !4(t) quantifying the spontaneous fluctua-
tions of the intermediate scattering function in a Lennard-Jones
supercooled liquid. For each temperature, !4(t) has amaximum,
which shifts to larger times and has a larger value when T is de-
creased, revealing the increasing lengthscale of dynamic hetero-
geneity in supercooled liquids approaching the glass transition

a correlated or cooperative way. However, this lengthscale937

remained elusive for a long time. Measures of the spatial938

extent of dynamic heterogeneity, in particular !4(t) and939

G4(r; 0; t), seem to provide the long-sought evidence of940

this phenomenon. This in turn suggests that the glass tran-941

sition is indeed a critical phenomenon characterized by942

growing timescales and lengthscales. A clear and conclu-943

sive understanding of the relationship between the length-944

scale obtained fromG4(r; 0; t) and the relaxation timescale945

is still the focus of an intense research activity.946

One major issue is that obtaining information on the947

behaviour of !4(t) and G4(r; 0; t) from experiments is dif-948

ficult. Such measurements are necessary because numeri-949

cal simulations can only be performed rather far from Tg,950

see Sect. “Numerical simulations”. Up to now, direct ex-951

perimental measurements of !4(t) have been restricted to952

colloidal [166] and granular materials [65,110] close to the953

jamming transition, because dynamics is more easily spa-954

tially resolved in those cases. Unfortunately, similar mea-955

surements are currently not available in molecular liquids.956

Recently, an approach based on fluctuation-dissi-957

pation relations and rigorous inequalities has been devel-958

oped in order to overcome this difficulty [20,21,22]. The959

main idea is to obtain a rigorous lower bound on !4(t)960

using the Cauchy–Schwarz inequality hıH(0)ıC(0; t)i2 !961 ˝
ıH(0)2

˛ ˝
ıC(0; t)2

˛
, where H(t) denotes the enthalpy at962

time t. By using fluctuation-dissipation relations the pre-963

vious inequality can be rewritten as [20]964

!4(t) " kBT2

cP
!
!T (t)

"2
; (7)965

where the multi-point response function !T (t) is defined 966

by 967

!T (t) =
@F(t)
@T

ˇ̌
ˇ̌
N;P

=
N

kBT2 hıH(0)ıC(0; t)i : 968

In this way, the experimentally accessible response !T (t) 969

which quantifies the sensitivity of average correlation 970

functions F(t) to an infinitesimal temperature change, can 971

be used in Eq. (7) to yield a lower bound on !4(t). More- 972

over, detailed numerical simulations and theoretical argu- 973

ments [21,22] strongly suggest that the right hand side of 974

(7) actually provides a good estimation of !4(t), not just 975

a lower bound. 976

Using this method, Dalle-Ferrier et al. [63] have been 977

able to obtain the evolution of the peak value of !4 for 978

many different glass-formers in the entire supercooled 979

regime. In Fig. 12 we show some of these results as a func- 980

tion of the relaxation timescale. The value on the y-axis, 981

the peak of !4, is a proxy for the number of molecules, 982

Ncorr;4 that have to evolve in a correlated way in order to 983

relax the structure of the liquid. Note that !4 is expected to 984

be equal to Ncorr;4, up to a proportionality constant which 985

is not known from experiments, probably explaining why 986

the high temperature values of Ncorr;4 are smaller than one. 987

Figure 12 also indicates that Ncorr;4 grows faster when "˛ 988

is not very large, close to the onset of slow dynamics, and 989

a power law relationship between Ncorr;4 and "˛ is good 990

in this regime ("˛/"0 < 104). The growth of Ncorr;4 be- 991

comes much slower closer to Tg. A change of 6 decades 992

in time corresponds to a mere increase of a factor about 993

4 of Ncorr;4, suggesting logarithmic rather than power law 994

growth of dynamic correlations. This is in agreement with 995

several theories of the glass transition which are based on 996

activated dynamic scaling [85,155,171]. 997

Understanding quantitatively this relation between 998

timescales and lengthscales is one of the main recent 999

topics addressed in theories of the glass transition, see 1000

Sect. “Some theory and models”. Furthermore, numerical 1001

works are also devoted to characterizing better the geom- 1002

etry of the dynamically heterogeneous regions [7,69]. 1003

Some Theory andModels 1004

We now present some theoretical approaches to the glass 1005

transition. It is impossible to cover all of them in a brief 1006

review, simply because there are way too many of them, 1007

perhaps the clearest indication that the glass transition re- 1008

mains an open problem.We choose to present approaches 1009

that are keystones and have a solid statistical mechanics 1010

basis. Loosely speaking, they have an Hamiltonian, can be 1011

simulated numerically, or studied analytically with statis- 1012

Computer simulation of a binary Lennard-Jones model

Estimate of the dynamic length ξ4(t_max) 
(Berthier et al., 2007)

For BKS we do not have numerical results for Brownian
dynamics for reasons mentioned above. However, our pre-
liminary results from Monte Carlo simulations of a slightly
modified version of the BKS potential79 agree with the con-
clusions drawn from the LJ data; that is, !4

MC seems to follow
more closely !4

NVE, as in Fig. 5, with similar time depen-
dences for the dynamic susceptibilities, as in Fig. 6.

D. Spatial correlations

We now discuss the spatial correlations associated with
the global fluctuations measured through !T!t" and !4!t". To
this end, we define the local fluctuations of the dynamics
through the spatial fluctuations of the instantaneous value of
the self-intermediate scattering function,

"fk!x,t" = #
i

"!x − ri!0""$cos$k · !ri!t" − ri!0""%

− Fs!k,t"% . !64"

In the following, we will drop the k dependence of the dy-
namic structure factors to simplify notations. Local fluctua-
tions of the energy at time t are defined as usual,

"e!x,t" = #
i

"!x − ri!t""$ei!t" − e% , !65"

where ei!t"= $mvi
2!t" /2%+# jV!rij!t"" is the instantaneous

value of the energy of particle i, and e&'N−1#iei( is the
average energy per particle.

Spontaneous fluctuations of the dynamics can be de-
tected through the “four-point” dynamic structure factor,

S4!q,t" =
1
N

'"f!q,t""f!− q,t"( , !66"

while correlation between dynamics and energy are quanti-
fied by the three-point function,

ST!q,t" =
1
N

'"f!q,t""e!− q,t = 0"( . !67"

In Eqs. !66" and !67", "f!q , t" and "e!q , t" denote the Fourier
transforms with respect to x of "f!x , t" and "e!x , t", respec-
tively. We will show data for fixed )k), as for the dynamic
susceptibilities above. In our numerical simulations, we have
also performed a circular averaging over wave vectors of
fixed moduli )q), although the relative orientations of q and k
play a role.18,85

It should be remarked that the spatial correlations quan-
tified through Eqs. !66" and !67" can be measured in any
statistical ensemble, because they are local quantities not
sensitive to far away boundary conditions. Therefore, their
q→0 limits are related to the dynamic susceptibilities mea-
sured in the ensemble, where all conserved quantities fluctu-
ate.

We present our numerical results for the temperature de-
pendence of four-point and three-point structure factors in
Fig. 7. Similar four-point dynamic structure factors have
been discussed before.8,15,16,20,31–34 They present at low q a
peak whose height increases while the peak position shifts to
lower q when T decreases. This peak is unrelated to static
density fluctuations, which are small and featureless in this

regime.75 This growing peak is a direct evidence of a grow-
ing dynamic length scale, #4!T", associated with dynamic
heterogeneity as temperature is decreased. The dynamic
length scale #4 should then be extracted from these data by
fitting the q dependence of S4!q , t" to a specific form. An
Ornstein-Zernike form has often been used,32,33 and we have
presented its 1 /q2 large q behavior in Fig. 7. Since our pri-
mary aim is to measure dynamic susceptibilities on a wide
range of temperatures, we have used a relatively small num-
ber of particles, N=1000. At density $0=1.2, the largest dis-
tance we can access in spatial correlators is L /2*5, which
makes an absolute determination of #4 somewhat ambiguous.
Similarly, the range of wave vectors shown in Fig. 7 is too
small to assign a precise value, even to the exponent charac-
terizing the large q behavior of S4!q , t"+1/q%. Our data are
compatible with a value %*2.4. To extract #4, we therefore
fix %=2.4 and determine #4 by assuming the following scal-
ing behavior:34

S4!q,t" =
S4!q = 0,t"
1 + !q#4"% , !68"

using S4!0, t" and #4 as free parameters. The results of such
an analysis are shown in the bottom panel of Fig. 7. This
procedure leads to values for #4 which are in good agreement
with previous determinations using different procedures.33 In
particular, we find that a power law relationship #4+&%

1/z with

FIG. 7. Top: Four-point dynamic structure factors from Eq. !66" for Monte
Carlo !MC" and Newtonian !N" dynamics, and three-point structure factor
$Eq. !67"% for Newtonian dynamics. For comparison, we show the power
law 1/q2 as a dashed line. Note that ST is a negative quantity, so we present
its absolute value. ST and S4

MC have been vertically shifted for graphical
convenience. Bottom: Rescaled dynamic structure factor for Newtonian dy-
namics using Eq. !68" with %=2.4 for S4 !top data" and %=3.5 for ST!bottom
data". The same dynamic length scale #4=#T&# is used in both cases, and
the temperature evolution of # is shown in the inset.

184503-18 Berthier et al. J. Chem. Phys. 126, 184503 !2007"
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Static ‶point-to-set″ correlations 
and associated length scale

➡ Defines a point (the center) to set (the cavity boundary)
     correlation function depdt on R
➡ Defines a point-to-set correlation length ξPS

Consider an equilibrium liquid configuration (a). Freeze it outside a cavity of radius 
R (b). Then let the liquid equilibrate inside the cavity (c) and measure the similarity 
with the original configuration around the cavity center.

Thought experiment (Biroli-Bouchaud, 2004)4 Silvio Franz and Guilhem Semerjian

Fig. 1.1. Scheme of the thought experiment [9] underlying the definition of the
point-to-set correlation length.

around an arbitrary point, for instance the center of the system (see middle
panel in Fig. 1.1), and that the interior is thermalized in presence of this
boundary condition. One thus obtains another equilibrium configuration σ′,
which is forced to coincide with σ outside B̄. Consider now the following
question: how similar are σ and σ′ around the center of the system? A precise
notion of similarity shall be given below, in any case it is natural to expect
that the larger the volume B̄, the less similar should be σ and σ′ at the
center. Indeed the influence of the boundary conditions, which force σ′ to
be very close to σ when B̄ is small, becomes less and less efficient when the
boundary is pushed away. This procedure thus allow to define a correlation
function between a point (the center of the system) and a set of points (the
boundary of B̄), hence the name already mentioned. It is understood that
in the correlation function the similarity measure should be averaged with
respect to the configurations σ and σ′. From this function one can further
define a correlation length. Taking for simplicity B̄ to be a spherical ball of
radius ", we shall indeed define the correlation length "c as the minimal radius
which brings the point-to-set correlation function (i.e. the average measure of
similarity of the center of σ and σ′) below a small threshold fixed beforehand.

The equilibrium correlation time τc of the system can be defined in a sim-
ilar fashion, as the minimal time necessary for the auto-correlation function
(average similarity measure at the same point, between one equilibrium con-
figuration and the outcome of its evolution during a certain amount of time) to
drop below a given threshold. It turns out that the intuition discussed in the
introduction, namely that large correlation times and large correlation lengths
are two intertwined phenomena, can be given a precise content with these two
definitions of τc and "c. Indeed the rigorous proof of [10] we shall sketch be-
low implies that "c ≤ τc ≤ exp

{
"dc
}
, where we have hidden for simplicity

several constants. The interpretation of these two inequalities might sound
disappointingly simple. As "c measures the radius of a correlated region of
the system, and as for the center of the system to decorrelate it must receive
some information from the boundary of the correlated region, the lower bound
merely states that this information cannot propagate faster than ballistically.
On the other hand the upper bound follows from the fact that the dynamics
of the center of the system is weakly sensitive to the outside of the correlated
zone, hence it should closely resemble the dynamics of the ball of radius "c

2R

liquid

(b) (c)(a)



Relation between the relaxation time τ(T) 
and the point-to-set static correlation length

Some evidence for a growing point-to-set correlation length from computer 
simulation of a binary soft-sphere liquid model (Cavagna and coll.,2008)

Point-to set correlation function versus cavity radius for various 
temperatures. (Inset: estimate of the point-to-set length.)

τ(T ) � τ0 exp[
C

T
ξPS(T )

3]

Glass-formers: a more intriguing result

T/TMC    symbol     !naive

2.13                  2.55
1.54                  2.98
0.94                  3.72
0.89                  4.35

1. growth of amorphous order: static length scale

2. non-exponential behaviour: static signature of the viscous phase



One of the most spectacular phenomena in 
all of physics in terms of dynamical range 

Similar results for relaxation time τ measured by various techniques.
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Arrhenius plot of the viscosity: Log(viscosity/poise) versus 1/T.
(Angell, 1995)

Conventional (arbitrary) 
definition of Tg: 
Viscosity = 103 Poise



Rapid decrease of the entropy

‶Configurational″ entropy, normalized by its value at 
melting versus T/Tm.

T / Tm
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Kauzmann ‶entropy paradox″

∆S = Sliquid − Sxtal



Nonexponential and multi-step 
relaxation

Neutron experiments Computer simulations

Time dependence of the (normalized) dynamic 
structure factor S(Q,t)/S(Q) for liquid CKN at various 
temperatures as obtained from neutron time-of-flight 
and neutron spin-echo experiments.

(Knaak et al., 1988)

W. KNAAK et al.: OBSERVATION OF SCALING BEHAVIOUR OF DYNAMIC CORRELATIONS ETC. 533 
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Fig. 3. - Normalized density correlation functions calculated by Fourier transformation and resolution 
correction of TOF spectra (solid lines) and measured by NSE (data points) experiments. The solid lines 
extended by the broken ones to long times were used in calculating the backtransformed solid lines in 
fig. 2. 

The main feature of the predicted density fluctuations is the existence of two scaling 
regions governed by two scaling frequencies 

where E is the control parameter of the transition and D-1THz is a characteristic 
microscopic frequency. To first order E is proportional to the distance from some critical 
temperature To. The exponent parameters a and b (0 c a < 0.5, 0 c b c 1) are not universal, 
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Fig. 4. - Susceptibilities calculated from the symmetrized scattering functions $(U) = w / k T .  $(q, U) 

showing the minima characterizing the energy scale of the fast relaxation step (*). a)  T = 383 K, 
b)  T = 403 K, C) T = 423 K, d)  T = 363 K. 
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this case, the dynamic correlation function C(t) coin-
cides with the incoherent intermediate scattering func-
tion Fs(q, t) [41], which is normally measured in experi-
ments. In systems other than liquids, ϕk(t) can be any
meaningful observable carrying a real space label (be it
particle or spin).

The correlation function C(t) measures how quickly
correlations within the system decay in time. At high
temperatures we expect a very short-time ballistic regime
(for Newtonian dynamics), where particles move freely
with no mutual interactions, followed by a dissipative
regime, described by a normal exponential relaxation,

C(t) = C0 exp(−t/τ) . (56)

In principle the relaxation time τ depends on the partic-
ular observable ϕ. However, it is natural to expect that
at high T there is only one intrinsic time scale in the sys-
tem, for example the shear relaxation time τR, and that
all the other time scales are a simple rescaling of it.

We already know that by lowering the temperature the
relaxation time τR grows very sharply, so that the decay
of C(t) is increasingly slower approaching Tg. Therefore,
from a quantitative point of view, the dynamic corre-
lation function differs significantly from the structural
correlation function, which shows no dramatic temper-
ature dependence close to Tg. However, were the sharp
increase of τ the only effect of lowering T , there would be
no qualitative signature of approaching glassiness. But
this is not what happens. Fig.11 shows the typical be-
haviour of the dynamic correlation function at various
temperatures, down to a temperature that is above, but
close to Tg. What the figure shows is that the qualitative
shape of C(t) changes significantly approaching Tg: in a
log-time representation, a plateau is formed at low tem-
perature, so that, overall, the decay is no longer purely
exponential [51, 52]. We call this kind of decay two steps
relaxation.

Two steps relaxation is the qualitative fingerprint of
approaching glassiness. By performing a purely equilib-
rium measurement, we have a clear way to say whether
or not our sample is close to the dynamic glass transition,
Tg. The relaxation time increases (more or less sharply)
at low temperatures, but it is only from the nonexponen-
tial relaxation of the dynamic correlation function, and
in particular from the formation of a plateau, that we can
say that a system is approaching the glass transition. Of
course, the precise temperature window where this non-
exponential behaviour kicks in depends on the system
(and much less strongly on the observable ϕ), but, on
balance, it is fair to say that whenever the dynamic cor-
relation function develops a plateau, the glassy phase is
not far down in temperature, even though the relaxation
time (and the viscosity) may still be significantly lower
than their Tg values.

The nonexponential relaxation and the plateau of the
dynamical correlation function appears above the glass
transition Tg, as a qualitative precursor of it. We there-
fore see that the glass transition Tg does have some physi-

Figure 11: Two steps relaxation The dynamic correlation
function C(t) in a Lennard-Jones system. In this case C(t) is
the incoherent intermediate scattering function Fs(q, t), eval-
uated at the value of q where the static structure factor has the
main peak. At high temperatures the decay is exponential,
but when the temperature get close to Tg a plateau is formed
and relaxation proceeds in two steps. (Reprinted with per-
mission from [52]; copyright of American Physical Society).

cal significance, after all, because something qualitatively
new shows up in the equilibrium properties of a liquid
close to Tg.

Let us describe more carefully the shape of the cor-
relation function at low T (Fig.11). The time-scale over
which the correlation function arrives to the plateau does
not depend very much on T , whereas the length of the
plateau, i.e. the time needed to leave the plateau, be-
comes larger the lower the temperature. This second
phenomenon is the main contribution to the sharp in-
crease of any reasonably defined relaxation time τR, may
it be the point where C(t) reaches a certain arbitrary
threshold, for example,

C(t > τR) ≤ 0.1 , (57)

or a time-scale proportional to the integral of C(t),

τR ∼
1

C(0)

∫ ∞

0
dt C(t) . (58)

The very shape of C(t), however, strongly suggests that
describing its decay in terms of a single times scale is
unwise. Indeed, unlike at high T , where a simple expo-
nential decay exp(−t/τR) fits well the data, the plateau
structure of the low T correlation function cries for (at
least) a two time-scales description. Roughly speaking,
we can say that there is a fast process related to the ap-
proach to the plateau, and a slow process related to the
decay from the plateau. The fast process is weakly de-
pendent of T , while the slow process depends strongly
on the temperature. Conventionally, these two processes
are called, respectively, β (fast) and α (slow) relaxation.

Time dependence of the self-intermediate scattering 
function Fs(Q,t) at various temperatures for a binary 
Lennard-Jones model.

(Kob-Andersen, 1995)



Interlude 1: Explanations of slow dynamics

•Non-cooperative:
Arrhenius T-dependence for 
chemical relaxation time

with a roughly constant 
activation energy E.

•Cooperative:
Critical slowing down of relaxation (approaching a critical point at Tc)

✴ Diverging correlation length:

✴ Diverging relaxation time:

τ ∼ exp

�
E

T

� τ

E

ξ ∼ |T − Tc|−ν

τ ∼ ξz ∼ |T − Tc|−zν



Interlude 2: Modeling and simulations

Number of atomic liquid models that resist 
crystallization and form a (computer) glass, 

but
Strong limitation on accessible time scale!3

these materials exhibit, in some part of their phase dia-
grams, some sort of glassy dynamics characterized by a
very rich phenomenology with effects such as aging, hys-
teresis, creep, memory, effective temperatures, rejuvena-
tion, dynamic heterogeneity, non-linear response, etc.

These long enumerations explain why this research
field has received increasing attention from physicists in
the last two decades. ‘Glassy’ topics now go much beyond
the physics of simple liquids (glass transition physics)
and models and concepts developed for one system of-
ten find applications elsewhere in physics, from algorith-
mics to biophysics (Mézard et al., 2007). Motivations to
study glassy materials are numerous. Glassy materials
are everywhere around us and therefore obviously at-
tract interest beyond academic research. At the same
time, the glass conundrum provides theoretical physicists
with deep fundamental questions since classical tools are
sometimes not sufficient to properly account for the glass
state. Additionally, simulating in the computer the dy-
namics of microscopically realistic material on timescales
that are experimentally relevant is not an easy task, even
with modern computers. Finally, the field is constantly
stimulated by new, and sometimes quite beautiful exper-
imental developments to produce new types of disordered
materials, or to obtain more microscopic information on
the structure and dynamics of glassy systems.

The outline of the article is as follows. Sec. II.A pro-
vides a broad introduction to glassy materials. The issue
of dynamic heterogeneity is tackled in Sec. III, while the
main theoretical perspectives currently available in the
field are summarized in Sec. IV. Aging and nonequilib-
rium phenomena occupy Sec. V. Finally, we present a
set of general and concluding remarks in Sec. VI.

II. A BROAD INTRODUCTION ABOUT GLASSES

A. Some phenomenology

1. Basic facts

A vast majority of liquids (molecular liquids, polymeric
liquids, etc.) form a glass if cooled fast enough in order to
avoid the crystallization transition (Angell, 1995). Typ-
ical values of cooling rate in laboratory experiments are
0.1 − 100 K/min. The metastable phase reached in this
way is called ‘supercooled phase’. In this regime the typ-
ical timescales increase in a dramatic way and they end
up being many orders of magnitudes larger than micro-
scopic timescales at Tg, the glass transition temperature.

For example, around the melting temperature Tm, the
typical timescale τα on which density fluctuations relax,
is of the order of

√

ma2/kBT , which corresponds to few
picoseconds (m is the molecular mass, T the tempera-
ture, kB the Boltzmann constant which will often be set
to unity in the later theoretical sections, and a a typical
distance between molecules). At Tg, which as a rule of
thumb is about 2

3Tm, the typical timescale has become
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FIG. 2 Arrhenius plot of the relaxation time of several glass-
forming liquids approaching the glass temperature Tg. For
‘strong’ glasses, τα increases in an Arrhenius manner as tem-
perature is decreased, log τα ∼ E/(kBT ), where E is an ac-
tivation energy and the plot is a straight line. For ‘fragile’
liquids, the plot is bent and the effective activation energy
increases when T is decreased towards Tg. Timescales acces-
sible to numerical simulations are indicated. BKS: numerical
model of silica; LJ: numerical model of a binary Lennard-
Jones mixture; GLY: glycerol; OTP: ortho-terphenyl; SAL:
salol; PC: propylene carbonate; DEC: decaline.

of the order of 100 s, i.e. 14 orders of magnitude larger!
This phenomenon is accompanied by a concomitant in-
crease of the shear viscosity η. This can be understood
by a simple Maxwell model in which η and τ are related
by η = G∞τα, where G∞ is the instantaneous (elastic)
shear modulus which does not vary considerably in the
supercooled regime. In fact, viscosities at the glass tran-
sition temperature are of the order of 1012 Pa.s. In order
to grasp how viscous this is, recall that the typical vis-
cosity of water at ambient temperature is of the order of
10−2 Pa.s. How long would one have to wait to drink a
glass of water with a viscosity 1014 times larger?

As a matter of fact, the temperature at which the liquid
does not flow anymore and becomes an amorphous solid,
called a ‘glass’, is protocol dependent. It depends on the
cooling rate and on the patience of the people carrying
out the experiment: solidity is a timescale dependent
notion. Pragmatically, Tg is defined as the temperature
at which the shear viscosity is equal to 1013 Poise (also
1012 Pa.s).

The increase of the relaxation timescale of supercooled
liquids is remarkable not only because of the large num-
ber of decades involved but also because of its tempera-
ture dependence. This is vividly demonstrated by plot-
ting the logarithm of the viscosity (or the relaxation
time) as a function of Tg/T , as in Fig. 2. This is called
the ‘Angell’ plot (Angell, 1995) and is very helpful in
classifying supercooled liquids. A liquid is called strong
or fragile depending on its position in the Angell plot.
Straight lines correspond to ‘strong’ glass-formers and to
an Arrhenius behaviour. In this case, one can extract

Arrhenius plot with T scaled to Tg from expts and 
simulations (Berthier-Biroli, 2010)


